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the first component of a sphere

Let:

e =(1,0,...,0)7
V ~ Unif(S,_1)
X = e - 74

In class we derived that

fx(x) = %(1 —x?)=32 xe[-1,1].

This is explicit, but does not lend much intuition as n — oc.
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a more intuitive statement

Let Vj, ~ Unif(Sp—1), Xp = €1 - V,.
Then as n — oo, 1/nX, converges in distribution to N(0, 1), the standard
normal distribution.
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Figure: kernel density estimate based on 10,000 samples from /nX,
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Famous theorems

We can prove this quickly based on two theorems of probability theory.

. . ... d T
Write 2 for convergence in probability, — for convergence in distribution.

Theorem (The law of large numbers)

Given Xi, ..., Xy i.i.d. with |E[X1]| < oo then as n — oo,

1
;(x1+---+xn)i E[X1].

Theorem (Slutsky's theorem)

IFX, % X and Y, B ¢ then X,Y, % cX.
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Simple proof

Draw n samples N; from N(0,1). Then:

Ny

\/NE A+ + N2
ﬁx N - n
(R VY Y AN V7!

Notice E[N?] =1 so by the law of large numbers, L(NZ + ... + N2) & 1.

n P 1
Then /m — 1. Slutsky's theorem takes us home.

Xn ~
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The same pattern, more generally

Theorem (Diaconis-Freedman)

This holds for a wide class of high-dimensional distributions. i.e., for a
wide class of high-dimensional distributions, most 1-dimensional
projections of a sample from the distribution will be indistinguishable from
a sample of a normal distribution.

See their article "asymptotics of graphical projection pursuit”
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Bumpiness

What makes an interesting projection?

Figure: a density estimate of 50 samples from a noteworthy distribution

Forms multiple "bumps”
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WithinSS

More precisely: given a real random variable X, Define the WithinSS as

. E[Var(X|X < ¢)]
W(X) = ceR Var(X)

An interesting sample has a low W, that is, the variance is reduced
considerably by thresholding at some point ¢ and computing the variance
in each half.
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typical values of W

the law of total variance states

Var(X) = E[Var(X|Y)] + Var(E[X|Y])

which guarantees 0 < W < 1.

For X ~ Unif({—1,1}), W(X) = 0. with ¢ = 0.
For X ~ N(0,1), W(X) =1— 2 =0.363, with c = 0.
For the empirical distribution shown below, W(X) = 0.155.
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Anomalous W values

@ Problem: the distribution shown above is a sample of 50 points from
a standard Gaussian distribution. (I drew 1,000,000 such 50-point
samples and chose the one with the lowest W)

@ Solution: describe the distribution of W on an empirical sample of n
points from a standard Gaussian, so that we know how good a given
value of W is.

@ ldea: as we get more samples, the ideal threshold ¢ will surely go to
0. Then

W A E[Var(X|X < 0)] _ Var(|X])
Var(X) Var(X)
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Letting Z be a standard Gaussian random variable, define

u=EZ[) = 2/,

0? =Var(|Z|) =1 -2/,
K2 = E [((|zy —p)?— 02\Z|2)2} = §(r — 3)/n%

Theorem (due to me!)

Let Xi,...,X, be independent standard Gaussian random variables. Let

X = %ZX; and let X = ,—172 |Xi|. Then the quantity
=/
Vi [ASL 06X,
b % > (X — X)?

converges in distribution to a standard Gaussian random variable as
n— oo.

= = = — Ty
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How good is this estimate

Let's try 100,000 samples for various n.

Probability density
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How good was the approximation W
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Can we get the means to line up?
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Can we line up the spread?
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Conclusion

@ For n samples drawn from a standard Gaussian, W will be

approximately distributed as a Gaussian with center o2 — % and

. 2
standard deviation £ — 94
n n-

@ We can use this to estimate the likelihood of a given W observation
based on the hypothesis that the samples were drawn from a
Gaussian.

@ For example, the anomalous distribution we looked at before had a W
score of W(X)= 0.155.

@ Using this approximation with n = 50, we find a 1 in 60,000 chance of
getting a W that low or lower. Not likely for a single sample, but very
likely if you are taking 1,000,000 attempts and taking the lowest W.
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