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Preface

An introduction to complex analysis is given in preparation for the proof of the Riemann
hypothesis. Complex analysis is treated as a theory of functions analytic in the unit
disk. The Hardy space for the unit disk is presented as a Hilbert space of functions
represented by square summable power series. The factorization of functions which are
analytic and bounded by one in the unit disk is applied to the construction of invariant
subspaces for contractive transformations of a Hilbert space into itself. Hilbert spaces
which are contained contractively in the Hardy space are essential to the relationship
between factorization and invariant subspaces. Related Hilbert spaces of entire functions
are applied in the proof of the Riemann hypothesis.

The Riemann mapping theorem is a persistent source of research in complex analysis.
Best estimates of coefficients of Riemann mapping functions are stated in the Bieberbach
conjecture, whose proof in 1984 prepares the final assault on the Riemann hypothesis.
The proof of the Riemann hypothesis gives insights into the nature of Riemann mapping.
Classical themes of complex analysis retain their interest when they are formulated in the
context indicated by the proof of the Riemann hypothesis.

The existence of invariant subspaces for continuous linear transformations of a Hilbert
space into itself is an issue allied historically with the Riemann hypothesis. The problem
is essentially one for contractive transformations of a Hilbert space into itself. David
Hilbert solved the problem for transformations whose adjoint is isometric. When the
transformation is not a scalar multiple of the identity transformation, a closed subspace
other than the least and greatest subspaces exists which is an invariant subspace for every
continuous transformation which commutes with the given transformation. The same
conclusion is now obtained for every contractive transformation of a Hilbert space into
itself. The announcement made in 1966 in joint work with James Rovnyak was delayed in
its proof by priority given to the Riemann hypothesis.

The proof of the Riemann hypothesis is an application of Fourier analysis on skew–
fields. The relationship between fields and and skew–fields is an underlying theme of the
proof. Since the fields which appear are seen as generalizations of the complex plane, they
are naturally denoted as planes. A skew–field associated with a plane is denoted as a
skew–plane. Skew–plane are constructed from a minimal skew–plane by completion after
the introduction of a topology. An expository treatment of these constructions is given as
preparation for the proof of the Riemann hypothesis.
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Chapter 1. Factorization and Invariant Subspaces

Complex numbers are constructed from the Gauss numbers

x+ iy

whose coordinates x and y are rational numbers. The addition and multiplication of Gauss
numbers is derived in the obvious way from the addition and multiplication of rational
numbers and from the defining identity

i2 = −1

of the imaginary unit i. Conjugation is the homomorphism of additive and multiplicative
structure which takes

z = x+ iy

into
z− = x− iy.

The product
z−z = x2 + y2

of a nonzero Gauss number and its conjugate is a positive rational number.

The Gauss plane admits topologies which are compatible with addition and multiplica-
tion. The Dedekind topology is derived from convex structure.

A convex combination
(1− t)z + tw

of elements z and w of the Gauss plane is an element of the Gauss plane when t is a
rational number in the interval [0, 1]. A subset of the Gauss plane is said to be preconvex
if it contains all elements of the Gauss plane which are convex combinations of elements
of the set. The preconvex span of a subset of the Gauss plane is defined as the smallest
preconvex subset of the Gauss plane which contains the given set.

The closure in the Gauss plane of a preconvex subset B is the set B− of elements w of
the Gauss plane such that the set whose elements are w and the elements of B is preconvex.
The closure of a preconvex set is a preconvex set which is its own closure.

A nonempty preconvex set is defined as open if it is disjoint from the closure of every
disjoint nonempty preconvex set. The intersection of two nonempty open preconvex sets
is an open preconvex set when it is nonempty.

A subset of the Gauss plane is said to be open if it is a union of nonempty open preconvex
sets. The empty set is open since it is an empty union of such sets. Unions of open sets
are open. Finite intersections of open sets are open.

An example of an open set is the complement in the Gauss plane of the closure of a
nonempty preconvex set. A subset of the Gauss plane is said to be closed if it is the
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complement in the Gauss plane of an open set. Intersections of closed sets are closed.
Finite unions of closed sets are closed. The Gauss plane is a Hausdorff space in the
topology whose open and closed sets are defined by convexity. These open and closed sets
define the Dedekind topology of the Gauss plane.

If a nonempty open preconvex set A is disjoint from a nonempty preconvex set B, then
a maximal preconvex set exists which contains B and is disjoint from A. The maximal
preconvex set is closed and has a preconvex complement. The existence of the maximal
preconvex set is an application of the Kuratowski–Zorn lemma.

Addition and multiplication are continuous as transformations of the Cartesian product
of the Gauss plane with itself into the Gauss plane when the Gauss plane is given the
Dedekind topology. The complex plane is the completion of the Gauss plane in the uniform
Dedekind topology. Uniformity of topology refers to the determination of neighborhoods
of a Gauss number by neighborhoods of the origin. If A is a neighborhood of the origin
and if w is a Gauss number, then the set of sums of w with elements of A is a neighborhood
of w. Every neighborhood of w is derived from a neighborhood of the origin.

A Cauchy class of closed subsets of the Gauss plane is a nonempty class of closed subsets
such that the intersection of the members of any finite subclass is nonempty and such that
for every neighborhood A of the origin some member B of the class exists such that all
differences of elements of B belong to A.

A Cauchy class of closed subsets is contained in a maximal Cauchy class of closed
subsets. A Cauchy sequence is a sequence of elements w1, w2, w3, . . . of the Gauss plane
such that a Cauchy class of closed subsets is defined whose members are indexed by the
positive integers r. The r–th member is the closed preconvex span of the elements wn with
n not less than r. A Cauchy sequence determines a maximal Cauchy class. Every maximal
Cauchy class is determined by a Cauchy sequence.

An element of the Gauss plane determines the maximal Cauchy class of closed sets
which contain the element. An element of the complex plane is determined by a maximal
Cauchy class. The Gauss plane is a subset of the complex plane.

If B is a closed subset of the Gauss plane, the closure B− of B in the complex plane is
defined as the set of all elements of the complex plane whose maximal Cauchy class has
B as a member. A subset of the complex plane is defined as open if it is disjoint from the
closure in the complex plane of every disjoint closed subset of the Gauss plane. Unions
of open subsets of the complex plane are open. Finite intersections of open subsets of the
complex plane are open. A subset of the Gauss plane is open in the Dedekind topology
of the Gauss plane if, and only if, it is the intersection with the Gauss plane of an open
subset of the complex plane.

A subset of the complex plane is defined as closed if its complement in the complex plane
is open. Intersections of closed subsets of the complex plane are closed. Finite unions of
closed subsets of the complex plane are closed. The closure of a subset of the complex
plane is defined as the smallest closed set containing the given set. The closure in the
Gauss plane of a subset of the Gauss plane is the intersection with the Gauss plane of the



SQUARE SUMMABLE POWER SERIES 5

closure of the subset in the complex plane.

The complex plane is a Hausdorff space in the topology whose open sets and closed sets
are determined by convexity. These open sets and closed sets define the Dedekind topology
of the complex plane.

The Gauss plane is dense in the complex plane. Addition and multiplication admit
unique continuous extensions as transformations of the Cartesian product of the complex
plane with itself into the complex plane. Conjugation admits a unique continuous extension
as a transformation of the complex plane into itself.

Properties of addition in the Gauss plane are preserved in the complex plane. The
associative law

(α+ β) + γ = α+ (β + γ)

holds for all complex numbers α, β, and γ. The commutative law

α+ β = β + α

holds for all complex numbers α and β. The origin 0 of the Gauss plane satisfies the
identities

0 + γ = γ = γ + 0

for every element γ of the complex plane. For every element α of the complex plane a
unique element

β = −α

of the complex plane exists such that

α+ β = 0 = β + α.

Conjugation is a homomorphism γ into γ− of additive structure: The identity

(α+ β)− = α− + β−

holds for all complex numbers α and β.

Multiplication by a complex number γ is a homomorphism of additive structure: The
identity

γ(α+ β) = γα+ γβ

holds for all complex numbers α and β. The parametrization of homomorphisms is con-
sistent with additive structure: The identity

(α+ β)γ = αγ + βγ

holds for all complex numbers α, β, and γ. Multiplication by γ is the homomorphism which
annihilates every element of the complex plane when γ is the origin. Multiplication by γ
is the identity homomorphism when γ is the unit 1 of the Gauss plane.
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The composition of homomorphisms is consistent with multiplicative structure: The
associative law

(αβ)γ = α(βγ)

holds for all complex numbers α, β, and γ. Multiplication is commutative: The identity

αβ = βα

holds for all complex numbers α and β. Conjugation is a homomorphism of multiplicative
structure: The identity

(αβ)− = α−β−

holds for all complex numbers α and β.

A real number is a complex number γ which is self–conjugate:

γ− = γ.

Sums and products of real numbers are real. A real number is said to be nonnegative if it
can be written

γ−γ

for a complex number γ. The sum of two nonnegative numbers is nonnegative. A non-
negative number is said to be positive if it is nonzero. A positive number α has a positive
inverse

β = α−1

such that
βα = 1 = αβ.

A nonzero complex number α has a nonzero complex inverse

β = α−1

such that
βα = 1 = αβ.

The complex plane is complete in the uniform Dedekind topology. Cauchy completion
produces the same space. Closed and bounded subsets of the complex plane are compact.
Boundedness of a set means that the elements α of the set satisfy the inequality

α−α ≤ c

for some nonnegative number c. A nonempty class of closed sets has a nonempty inter-
section if the members of every finite subclass have a nonempty intersection and if some
member of the class is bounded.

The space C(z) of square summable power series is the set of power series

f(z) = a0 + a1z + a2z
2 + . . .
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with complex coefficients an such that the sum

‖f(z)‖2 = |a0|2 + |a1|2 + |a2|2 + . . .

converges. If w is a complex number, the power series

wf(z) = wa0 + wa1z + wa2z
2 + . . .

is square summable since the identity

‖wf(z)‖2 = |w|2‖f(z)‖2

is satisfied. If power series

f(z) = a0 + a1z + a2z
2 + . . .

and
g(z) = b0 + b1z + b2z

2 + . . .

are square summable, then the convex combination

(1− t)f(z) + tg(z)
= [(1− t)a0 + tb0] + [(1− t)a1 + tb1]z + [(1− t)a2 + tb2]z2 + . . .

and the difference

g(z)− f(z) = (b0 − a0) + (b1 − a1)z + (b2 − a2)z2 + . . .

are square summable power series since the convexity identity

‖(1− t)f(z) + tg(z)‖2 + t(1− t)‖g(z)− f(z)‖2 = (1− t)‖f(z)‖2 + t‖g(z)‖2

holds when t is in the interval [0, 1].

The space of square summable power series is a vector space over the complex numbers
which admits a scalar product. The scalar product of square summable power series

f(z) = a0 + a1z + a2z
2 + . . .

and
g(z) = b0 + b1z + b2z

2 + . . .

is the complex number

〈f(z), g(z)〉 = b−0 a0 + b−1 a1 + b−2 a2 + . . .

Convergence of the sum is a consequence of the identity

4〈f(z), g(z)〉 = ‖f(z) + g(z)‖2 − ‖f(z)− g(z)‖2 + i‖f(z) + ig(z)‖2 − i‖f(z)− ig(z)‖2.
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Linearity of a scalar product states that the identity

〈af(z) + bg(z), h(z)〉 = a〈f(z), h(z)〉+ b〈g(z), h(z)〉

holds for all complex numbers a and b when f(z), g(z), and h(z) are square summable
power series. Symmetry of a scalar product states that the identity

〈g(z), f(z)〉 = 〈f(z), g(z)〉−

holds for all square summable power series f(z) and g(z). Positivity of a scalar product
states that the scalar self–product

〈f(z), f(z)〉 = ‖f(z)‖2

is positive for every nonzero square summable power series f(z).

Linearity, symmetry, and positivity of a scalar product imply the Cauchy inequality

|〈f(z), g(z)〉| ≤ ‖f(z)‖‖g(z)‖

for all square summable power series f(z) and g(z). Equality holds in the Cauchy inequality
if, and only if, the power series f(z) and g(z) are linearly dependent. The triangle inequality

‖h(z)− f(z)‖ ≤ ‖g(z)− f(z)‖+ ‖h(z)− g(z)‖

follows for all square summable power series f(z), g(z), and h(z). The space of square
summable power series is a metric space with

‖g(z)− f(z)‖ = ‖f(z)− g(z)‖

as the distance between square summable power series f(z) and g(z). The space of square
summable power series is a Hilbert space since the metric space is complete. If a Cauchy
sequence f0(z), f1(z), f2(z), . . . of square summable power series

fn(z) = an0 + an1z + an2z
2 + . . .

is given, the inequality

|an0 − am0|2 + . . .+ |anr − amr|2 ≤ ‖fn(z)− fm(z)‖2

implies that a Cauchy sequence
a0k, a1k, a2k, . . .

of complex numbers is obtained as coefficients of zk for every nonnegative integer k. Since
the complex plane is complete, a power series

f(z) = a0 + a1z + a2z
2 + . . .
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is defined whose coefficients
ak = lim ank

are limits. The triangle inequality implies that the sequence of distances

‖fn(z)− f0(z)‖, ‖fn(z)− f1(z)‖, ‖fn(z)− f2(z)‖, . . .

is Cauchy for every nonnegative integer n. A limit exists since the real line is complete.
Since the inequality

|an0 − a0|2 + . . .+ |anr − ar|2 ≤ lim ‖fn(z)− fm(z)‖2

holds for every positive integer r, the power series

fn(z)− f(z)

is square summable. Since the inequality

‖fn(z)− f(z)‖2 ≤ lim ‖fn(z)− fm(z)‖2

is satisfied, the square summable power series f(z) is the limit of the Cauchy sequence of
square summable power series fn(z).

The distance from an element of a Hilbert space to a nonempty closed convex subset of
a Hilbert space is attained by an element of the convex set. If f(z) is a square summable
power series and if C is a nonempty closed convex set of square summable power series,
then an element g(z) of C exists which minimizes the distance δ from f(z) to elements of
C. By definition

δ = inf ‖f(z)− g(z)‖

is a greatest lower bound taken over the elements g(z) of C. It needs to be shown that

δ = ‖f(z)− g(z)‖

for some element g(z) of C. For every positive integer n an element gn(z) of C exists which
satisfies the inequality

‖f(z)− gn(z)‖2 ≤ δ2 + n−2.

Since
(1− t)gm(z) + tgn(z)

belongs to C when t belongs to the interval [0, 1], the inequality

δ ≤ ‖f(z)− (1− t)gm(z)− tgn(z)‖

is then satisfied. The convexity identity

‖f(z)− (1− t)gm(z)− tgn(z)‖2

+ t(1− t)‖gm(z)− gn(z)‖ = (1− t)‖f(z)− gm(z)‖2 + t‖f(z)− gn(z)2‖
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implies the inequality

t(1− t)‖gm(z)− gn(z)‖2 ≤ (1− t)m−2 + tn−2.

Since the square summable power series gn(z) form a Cauchy sequence, they converge to
a square summable power series g(z). Since C is closed, g(z) is an element of C which
satisfies the identity

δ = ‖f(z)− g(z)‖.

A vector subspace of the space of square summable power series is an example of a
nonempty convex subset. The orthogonal complement of a vector subspace M of the
space of square summable power series is the set of square summable power series f(z)
which are orthogonal

〈f(z), g(z)〉 = 0
to every element g(z) of M. The orthogonal complement of a vector subspace of the
space of square summable power series is a closed vector subspace of the space of square
summable power series. When M is a closed vector subspace of the space of square
summable power series, and when f(z) is a square summable power series, an element
g(z) of M which is nearest f(z) is unique and is characterized by the orthogonality of
f(z)− g(z) to elements ofM. Then f(z)− g(z) belongs to the orthogonal complement of
M. Every square summable power series f(z) is the sum of an element g(z) ofM, called
the orthogonal projection of f(z) in M, and an element f(z) − g(z) of the orthogonal
complement ofM. Orthogonal projection is linear. If f0(z) and f1(z) are elements ofM
and if c0 and c1 are complex numbers, the orthogonal projection of

c0f0(z) + c1f1(z)

inM is
c0g0(z) + c1g1(z)

with g0(z) the orthogonal projection of f0(z) in M and g1(z) the orthogonal projection
of f1(z) in M. The closure of a vector subspace M of the space of square summable
power series is a vector subspace which is the orthogonal complement of the closed vector
subspace which is the orthogonal complement ofM.

A linear functional on the space of square summable power series is a linear transforma-
tion of the space into the complex numbers. A linear functional is continuous if, and only
if, its kernel is closed. If a continuous linear functional does not annihilate every square
summable power series, then its kernel is a proper closed subspace of the space of square
summable power series whose orthogonal complement has dimension one. An element g(z)
of the orthogonal complement of the kernel exists such that the linear functional takes f(z)
into the scalar product

〈f(z), g(z)〉
for every square summable power series f(z). If g(z) is a square summable power series,
the linear functional which takes f(z) into

〈f(z), g(z)〉
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is continuous by the Cauchy inequality.

Multiplication by z in the space of square summable power series is the transformation
which takes

f(z) = a0 + a1z + a2z
2 + . . .

into
zf(z) = 0 + a0z + a1z

2 + . . .

whenever f(z), and hence zf(z), is square summable. Multiplication by z is an isometric
transformation

‖zf(z)‖ = ‖f(z)‖
of the space of square summable power series into itself. The range of multiplication by
z is the set of square summable power series with constant coefficient zero. The range
is a closed vector subspace which is a Hilbert space in the inherited scalar product. The
orthogonal complement of the range is the space of constants.

The space of square summable power series with complex coefficients is a fundamental
example of a Hilbert space. The constructions made in this space apply in the Hilbert
space of square summable power series with coefficients in a Hilbert space. Properties of
topology in Hilbert spaces are applied in the generalization.

A Hilbert space is a vector space H over the complex numbers which is given a scalar
product for which self–products of nonzero elements are positive and which is complete in
a resulting metric topology.

Addition is a transformation of the Cartesian product of the space with itself into the
space whose properties are familiar from the complex plane. The associative law

(α+ β) + γ = α+ (β + γ)

holds for all elements α, β, and γ of the space. The commutative law

α+ β = β + α

holds for all elements α and β of the space. The space contains an origin 0 which satisfies
the identity

0 + γ = γ = γ + 0

for every element γ of the space. For every element α of the space, a unique element

β = −α

of the space exists such that
α+ β = 0 = β + α.

Multiplication is a transformation of the Cartesian product of the complex plane with
the space into the space whose properties are familiar from the complex plane. Multipli-
cation by a complex number γ is a homomorphism of additive structure: The identity

γ(α+ β) = γα+ γβ
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holds for all elements α and β of the space. The parametrization of homomorphisms is
consistent with additive structure: The identity

(α+ β)γ = αγ + βγ

holds for all complex numbers α and β when γ is an element of the space. Multiplication
by γ is the homomorphism which annihilates every element of the space when γ is the
origin of the complex plane. Multiplication by γ is the identity homomorphism when γ
is the unit of the complex plane. The composition of homomorphisms is consistent with
multiplicative structure: The associative law

(αβ)γ = α(βγ)

holds for all complex numbers α and β when γ is an element of the space.

The scalar product is a transformation of the Cartesian product of the space with itself
into the complex numbers whose properties are familiar from the complex plane. The
scalar product defines homomorphisms of additive structure: The identities

〈α+ β, γ〉 = 〈α, γ〉+ 〈β, γ〉

and
〈γ, α+ β〉 = 〈γ, α〉+ 〈γ, β〉

hold for all elements α, β, and γ of the space. The scalar product defines a homomorphism
and an anti–homomorphism of multiplicative structure for all elements α and β of the
space: The identities

〈γα, β〉 = γ〈α, β〉

and
〈α, γβ〉 = γ−〈α, β〉

hold for every complex number γ. The scalar product is symmetric: The identity

〈β, α〉 = 〈α, β〉−

holds for all elements α and β of the space. The scalar self–product

〈c, c〉

is positive for every nonzero element c of the space.

A convex combination
(1− t)α+ tβ

of elements α and β of the space is an element of the space defined by a real number t
in the interval [0, 1]. A subset of the space is said to be convex if it contains all convex
combinations of pairs of its elements. The convex span of a subset of the space is the
smallest convex set which contains the given set.
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The norm of an element γ of the space is the nonnegative solution ‖γ‖ of the equation

‖γ‖2 = 〈γ, γ〉.

The Cauchy inequality
|〈α, β〉| ≤ ‖α‖‖β‖

holds for all elements α and β of the space. Equality holds when, and only when, α and β
are linearly dependent. The triangle inequality

‖γ − α‖ ≤ ‖γ − β‖+ ‖β − α‖

holds for all elements α, β, and γ of the space. The space is a metric space with

‖β − α‖ = ‖α− β‖

as the distance between elements α and β.

The closure B− of a nonempty convex subset B of the space is defined using the metric
topology. The closure of a convex set is a convex set which is its own closure. The closed
convex span of a set is the smallest closed convex set which contains the given set.

The metric is not used for the definition of an open set. A nonempty convex set is said
to be open if it is disjoint from the closure of every nonempty disjoint convex set. If A is
a nonempty open convex set and if B is a nonempty convex set, then the intersection of
A with the closure of B is contained in the closure of the intersection of A with B. The
intersection of two nonempty open convex sets is an open convex set if it is nonempty.

A subset of the space is said to be open if it is a union of nonempty open convex sets.
The empty set is open since it is an empty union. Unions of open sets are open. Finite
intersections of open sets are open.

An example of an open set is the complement of the closure of a convex set. A set is
said to be closed if its complement is open. Intersections of closed sets are closed. Finite
unions of closed sets are closed. The space is a Hausdorff space in the topology whose open
and closed sets are defined by convexity. The open and closed sets define the Dedekind
topology of the space.

The Dedekind topology is applied in the geometric formulation of the Hahn–Banach
theorem: If a nonempty open convex set A is disjoint from a nonempty convex set B, then
a maximal convex set exists which contains B and is disjoint from A. The maximal convex
set is closed and has a convex complement.

If β is an element of the space, a continuous linear functional β− is defined on the space
by taking α into

β−α = 〈α, β〉

for every element α of the space. If c is a real number, the set of elements α which satisfy
the inequality

R β−α ≥ c
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is a closed convex set whose complement is convex.

Completeness is required of a Hilbert space so that every nonempty closed convex set
whose complement is nonempty and convex is determined by an element of the space. A
set which is open for the metric topology is open for the Dedekind topology since it is a
union of convex sets which are open for the Dedekind topology. The convex set is defined
by an element γ of the space and a positive number c as the set of elements α which satisfy
the inequality

(α− γ)−(α− γ) < c.

When the space is complete in the metric topology, every set which is open for the Dedekind
topology is open for the metric topology. The proof applies consequences of completeness
in metric spaces observed by Baire.

It needs to be shown that every nonempty convex set which is open for the Dedekind
topology is open for the metric topology. The convex set A can be assumed to contain the
origin. Argue by contradiction assuming that the set is not open for the metric topology.
Since the set is convex, it has an empty interior for the metric topology.

A convex set An which is open for the Dedekind topology is defined for every positive
integer n as the set of products nα with α in A. The set is convex and has empty interior
for the metric topology. A positive number cn is chosen for every positive integer n so that
the sum of the numbers converges. An element αn of An is chosen inductively so that the
inequality

(αn+1 − αn)−(αn+1 − αn) < c2n
holds for every positive integer n. The element α1 of A1 is chosen arbitrarily. When αn is
chosen in An, the element αn+1 is chosen in An+1 so that it does not belong to the closure
of An. The element αn of the space converge to an element α of the space since a Hilbert
space is assumed metrically complete. Properties of open sets for the Dedekind topology
are contradicted since the union of the set An does not contain every element of the space.

Since the Dedekind topology of a Hilbert space is identical with the metric topology, a
Hilbert space is complete in the Dedekind topology.

If B is a nonempty closed convex subset of a Hilbert space and if α is an element of
the space which does not belong to B, then an element γ of the convex set exists which is
closest to α. The inequality

(α− γ)−(α− γ) ≤ (α− β)−(α− β)

holds for every element β of B. The inequality

R (α− γ)−(β − γ) ≥ 0

holds for every element β of B. The set of elements β of the space which satisfy the
inequality

R (α− γ)−β ≥ R (α− γ)−γ

is a closed convex set which contains B and whose complement is convex and contains α.
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A subset B of a Hilbert space is said to be bounded if the linear functional α− maps
B onto a bounded subset of the complex plane for every element α of the space. If B is a
nonempty closed and bounded convex subset of a Hilbert space, an element γ of B exists
which satisfies the inequality

β−β ≤ γ−γ

for every element β of B.

The closed convex span of a bounded subset of a Hilbert space is bounded. If B is a
nonempty bounded subset of a Hilbert space, an element γ of its closed convex span exists
which satisfies the inequality

β−β ≤ γ−γ

for every element β of B.

A Hilbert space admits a topology which is compatible with addition and multiplication
and for which every closed and bounded set is compact. The topology is defined as the
weakest topology with respect to which the linear functional α− is continuous for every
element α of the space. An open set for the weak topology is a union of open convex sets.
A convex set is closed for the weak topology if, and only if, it is closed for the Dedekind
topology.

An orthonormal set is a set of elements such that the scalar self–product of every
element is one but the scalar product of distinct elements is zero. A Hilbert space admits
a maximal orthonormal set as an application of the Kuratowski–Zorn lemma. Two maximal
orthonormal sets have the same cardinality. The dimension of the Hilbert space is defined
as the cardinality of a maximal orthonormal set.

If S is a maximal orthonormal set in a Hilbert space, the space determines a subspace of
the Cartesian product of the complex numbers taken over the elements of S. An element
of the Cartesian product is written as a formal sum

∑
f(ι)ι

over the elements ι of the orthonormal set with coefficients which are a complex valued
function f(ι) of ι in the orthonormal set. An element of the Cartesian product determines
an element of the Hilbert space if, and only if, the sum

∑
|f(ι)|2

over the elements of the orthonormal set converges. The weak topology of the Hilbert
space agrees with the subspace topology of the Cartesian product topology on bounded
sets. The compactness of closed and bounded subsets of the Cartesian product space
follows from the compactness of closed and bounded subsets of the complex plane since a
Cartesian product of compact Hausdorff spaces is a compact Hausdorff space. The weak
compactness of closed and bounded convex subsets of a Hilbert space follows because a
closed subset of a compact set is compact.
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The Hilbert space C(z) of square summable power series with coefficients in a Hilbert
space C is advantageous for the relationship between factorization and invariant subspaces.
The construction of the space imitates the construction made when C is the complex
numbers.

A vector is an element of the coefficient space C. The scalar product

b−a

of vectors a and b is taken in the complex plane. The norm |c| of a vector is the nonnegative
solution of the equation

|c|2 = c−c.

The space C(z) of square summable power series with coefficients in C is the set of power
series

f(z) = a0 + a, z + a2z
2 + . . .

with vector coefficients such that the sum

‖f(z)‖2 = |a0|2 + |a1|2 + |a2|2 + . . .

converges. If w is a complex number, the power series

wf(z) = wa0 + wa1z + wa2z
2 + . . .

with vector coefficients is square summable since the identity

‖wf(z)‖2 = |w|2‖f(z)‖2

is satisfied. If power series

f(z) = a0 + a1z + a2z
2 + . . .

and
g(z) = b0 + b1z + b2z

2 + . . .

with vector coefficients are square summable, then the convex combination

(1− t)f(z) + tg(z)
= [(1− t)a0 + tb0] + [(1− t)a1 + tb1]z + [(1− t)a2 + tb2]z2 + . . .

and the difference

g(z)− f(z) = (b0 − a0) + (b1 − a1)z + (b2 − a2)z2 + . . .

are power series with vector coefficients which are square summable since the convexity
identity

‖(1− t)f(z) + tg(z)‖2 + t(1− t)‖g(z)− f(z)‖2 = (1− t)‖f(z)‖2 + t‖g(z)‖2
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holds when t is in the interval [0, 1].

The space of square summable power series with vector coefficients is a vector space
over the complex numbers which admits a scalar product. The scalar product

〈f(z), g(z)〉 = b−0 a0 + b−1 a1 + b−2 a2 + . . .

of square summable power series

f(z) = a0 + a1z + a2z
2 + . . .

and
g(z) = b0 + b1z + b1z

2 + . . .

with vector coefficients is a complex number. Convergence of the sum is a consequence of
the identity

4〈f(z), g(z)〉 = ‖f(z) + g(z)‖2 − ‖f(z)− g(z)‖2 + i‖f(z) + ig(z)‖2 − i‖f(z)− ig(z)‖2.

Linearity
〈af(z) + bg(z), h(z)〉 = a〈f(z), h(z)〉+ b〈g(z), h(z)〉

holds for all complex numbers a and b when f(z), g(z), and h(z) are square summable
power series with vector coefficients. Symmetry

〈g(z), f(z)〉 = 〈f(z), g(z)〉−

holds for all square summable power series f(z) and g(z) with vector coefficients. The
scalar self–product

〈f(z), f(z)〉
of a nonzero square summable power series f(z) with vector coefficients is positive.

The norm of a square summable power series f(z) with vector coefficients is the non-
negative solution ‖f(z)‖ of the equation

‖f(z)‖2 = 〈f(z), f(z)〉.

The Cauchy inequality
|〈f(z), g(z)〉| ≤ ‖f(z)‖‖g(z)‖

holds for all square summable power series f(z) and g(z) with vector coefficients. Equality
holds in the Cauchy inequality if, and only if, f(z) and g(z) are linearly dependent. The
triangle inequality

‖h(z)− f(z)‖ ≤ ‖g(z)− f(z)‖+ ‖h(z)− g(z)‖

holds for all square summable power series f(z), g(z), and h(z) with vector coefficients.
The space of square summable power series with vector coefficients is a metric space with

‖g(z)− f(z)‖ = ‖f(z)− g(z)‖
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as the distance between square summable power series f(z) and g(z) with vector coeffi-
cients. The space of square summable power series with vector coefficients is a Hilbert
space since it is complete in the metric topology.

The multiplicative structure of the complex numbers is lacking in other coefficient
spaces. Multiplicative structure is restored by introducing operators on the coefficient
space. An operator is a continuous linear transformation of the coefficient space into it-
self. A complex number is treated as an operator since multiplication by a number is
a continuous linear transformation. Since continuity is taken in the Dedekind topology,
a continuous transformation is a constant multiple of a contractive transformation. The
bound |γ| of an operator γ is the least nonnegative number such that the operator is the
product of |γ| and a contractive transformation. When γ is a number, the bound is the
absolute value of γ.

If W (z) is a power series with operator coefficients and if f(z) is a power series with
vector coefficients, the product

W (z)f(z)

is a power series with vector coefficients. Multiplication by W (z) acts as a partially iso-
metric transformation of the space C(z) of square summable power series with vector
coefficients onto a Hilbert space whose elements are power series with vector coefficients.
The partially isometric character of the transformation refers to its isometric character on
the orthogonal complement of its kernel. The space obtained is contained contractively in
C(z), if, and only if, multiplication by W (z) is a contractive transformation of C(z) into
itself. Multiplication by W (z) is a contractive transformation of the space into itself.

If a Hilbert space P is contained contractively in a Hilbert space H, a unique Hilbert
space Q exists, which is contained contractively in H, such that the inequality

‖c‖2H ≤ ‖a‖2P + ‖b‖2Q

holds whenever
c = a+ b

is the sum of an element a of P and an element b of Q, and such that every element c of
H is a sum for which equality holds. The space Q is called the complementary space to P
in H.
The construction of the space Q and the verification of its properties are applications

of convexity. The space Q is defined as the set of elements b of H for which a finite least
upper bound

‖b‖2Q = sup[‖a+ b‖2H − ‖a‖2P ]
is obtained over all elements a of P. If b is an element of Q and if w is a complex number,
then wb is an element of Q which satisfies the identity

‖wb‖Q = |w|‖b‖Q.

A convex combination
(1− t)a+ tb
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of elements of Q is an element of Q which satisfies the convexity identity

‖(1− t)a+ tb‖2Q + t(1− t)‖b− a‖2Q = (1− t)‖a‖2Q + t‖b‖2Q

with t in the interval [0, 1].

The space Q is a vector space over the complex numbers. A scalar product is defined
in the space by the identity

4〈a, b〉Q = ‖a+ b‖2Q − ‖a− b‖2Q + i‖a+ ib‖2Q − i‖a− ib‖2Q.

Immediate consequences of the definition are symmetry

〈b, a〉Q = 〈a, b〉−Q

and the identity
〈ωa, b〉 = ω〈a, b〉

when ω is a fourth root of unity if a and b are elements of Q. An application of the
convexity identity gives the identity

‖(1− t)a+ tb‖2Q − ‖(1− t)a− tb‖2Q = t(1− t)‖a+ b‖2Q − t(1− t)‖a− b‖2Q

which implies the identity

〈(1− t)a, tb〉Q = t(1− t)〈a, b〉Q

for all elements a and b of Q when t is in the interval [0, 1]. Another application of the
convexity identity gives the identity

‖(1− t)(a+ c) + t(b+ c)‖2Q − ‖(1− t)(a− c) + t(b− c)‖2Q
= (1− t)‖a+ c‖2Q − (1− t)‖a− c‖2Q + t‖b+ c‖2Q − t‖b− c‖2Q

which implies the identity

〈(1− t)a+ tb, c〉Q = (1− t)〈a, c〉Q + t〈b, c〉Q

for all elements a, b, and c of Q when t belongs to the interval [0, 1]. Linearity of a scalar
product follows.

Positivity of a scalar product is immediate from the definition. The inequality

‖b‖H ≤ ‖b‖Q

for elements b of Q states that the space Q is contained contractively in the space H. The
inequality is used to prove that the space Q is complete in the metric topology defined by
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the scalar product of Q. A Cauchy sequence of elements bn of Q is a Cauchy sequence of
elements of H since the inequality

‖bm − bn‖H ≤ ‖bm − bn‖Q

holds for all nonnegative integers m and n. Since H is a Hilbert space, an element b of H
exists which is the limit of the sequence in the metric topology of H. Since the inequality

‖bn‖Q ≤ ‖bm‖Q + ‖bm − bn‖Q

holds for all nonnegative integers m and n, the numbers ‖bn‖ form a Cauchy sequence. A
nonnegative number exists which is the limit of the sequence. If a is an element of P, the
element a + b of H is the limit of the elements a + bn in the metric topology of H. Since
the inequality

‖a+ bn‖2H ≤ ‖a‖2P + ‖bn‖2Q
holds for every nonnegative integer n, the inequality

‖a+ b‖2H ≤ ‖a‖2P + lim ‖bn‖2Q

is satisfied. Since the inequality

‖b‖Q ≤ lim ‖bn‖Q

follows, b belongs to Q. Since the inequality

‖b− bm‖Q ≤ lim ‖bn − bm‖Q

holds for every nonnegative integer m, b is the limit of the elements bn in the metric
topology of Q.
The inequality

‖c‖2H ≤ ‖a‖2P + ‖b‖2Q
holds by the definition of Q whenever

c = a+ b

is the sum of an element a of P and an element b of Q. It will be shown that every element
c of H is the sum of an element a of P and an element b of Q for which equality holds.
When c is given, a continuous linear functional on P is defined by taking u into

〈u, c〉H

since the inclusion of P in H is continuous.
The element a of P which satisfies the identity

〈u, c〉H = 〈u, a〉P
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is obtained from c under the adjoint of the inclusion of P in H. It will be shown that the
element

b = c− a

of H belongs to Q. Since the identity

‖u+ b‖2H = ‖c‖2H + 〈a, u− a〉P + 〈u− a, a〉P + ‖u− a‖2H

holds for every element u of P and since the inequality

‖u− a‖H ≤ ‖u− a‖P

is satisfied, the inequality

‖u+ b‖2H ≤ ‖c‖2H − ‖a‖2P + ‖u‖2P

holds for every element u of P. Since the inequality

‖b‖2Q ≤ ‖c‖2H − ‖a‖2P

holds by the definition ofQ, b is an element ofQ. Equality holds since the reverse inequality
holds by the definition of Q.
The intersection of P and Q is a Hilbert space P ∧ Q with scalar product

〈a, b〉P∧Q = 〈a, b〉P + 〈a, b〉Q.

The inclusions of P ∧Q and in P and in Q are continuous. If an element

c = a+ b

of H is the sum of an element a of P and an element b of Q such that equality holds in
the inequality

‖c‖2H ≤ ‖a‖2P + ‖b‖2Q,

then the inequality
‖a‖2P + ‖b‖2Q ≤ ‖a+ u‖2P + ‖b− u‖2Q

holds for every element u of the intersection of P and Q. Since u can be replaced by wu
for every complex number w, the identity

〈a, u〉P = 〈b, u〉Q

holds for every element u of P ∧Q. The identity implies uniqueness of the elements a and
b in the minimal decomposition of an element c of H. The element a of P is obtained from
c under the adjoint of the inclusion of P in H. The element b of Q is obtained from c
under the adjoint of the inclusion of Q in H. The identity

〈c, c′〉H = 〈a, a′〉P + 〈b, b′〉Q
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holds whenever an element
c′ = a′ + b′

of H is the sum of an element a′ of P and an element b′ of Q.

Uniqueness of the complementary space Q to P in H is a consequence of properties
of minimal decompositions. The adjoint of the inclusion of Q in H is the same for every
complementary space. The elements of a complementary space Q obtained from the adjoint
of the inclusion of Q in H are dense in Q and have scalar self–products in Q which are
independent of the choice of complementary space Q. These properties imply uniqueness
of the complementary space to P in H. The space P is the complementary space to Q in
H. The Hilbert space

H = P ∨Q

is said to be the complementary sum of P and Q. The complementary sum is an orthogonal
sum if, and only if, the intersection space P ∧Q of P and Q contains no nonzero element.
Complementation is preserved under surjective partially isometric transformations. If

Hilbert spaces P and Q are contained contractively as complementary subspaces of a
Hilbert space P∨Q and if T is a partially isometric transformation of P∨Q onto a Hilbert
space H, then T acts as a partially isometric transformation of P onto a Hilbert space P ′
which is contained contractively in H, T acts as a partially isometric transformation of Q
onto a Hilbert space Q′ which is contained contractively in H, and the space P ′ and Q′
are complementary subspaces of

H = P ′ ∨ Q′.

The extension space ext C(z) of C(z) is the Hilbert space of square summable Laurent
series with vector coefficients. The space C(z) is contained isometrically in ext C(z). An
isometric transformation of C(z) onto its orthonormal complement in ext C(z) is defined
by taking f(z) into z−1f(z−1).

Multiplication by z and division by z are isometric transformations of ext C(z) into
itself. If a Hilbert space M is contained contractively in C(z), multiplication by z is a
contractive transformation of M into itself if, and only if, division by z is a contractive
transformation of the complementary space toM in ext C(z) into itself.
A Hilbert space H whose elements are power series with vector coefficients is said to

satisfy the inequality for difference quotients if [f(z)−f(0)]/z belongs to the space whenever
f(z) belongs to the space and if the inequality

‖[f(z)− f(0)]/z‖2H ≤ ‖f(z)‖2H − |f(0)|2

is satisfied. A Hilbert space whose elements are power series with vector coefficients is
said to satisfy the identity for difference quotients if it satisfies the inequality for difference
quotients and if equality always holds.

A Hilbert space of power series with vector coefficients which satisfies the inequality for
difference quotients is contained contractively in C(z). The extension space of a Hilbert
space H which satisfies the inequality for difference quotients is the Hilbert space ext H
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which is contained contractively in ext C(z) such that the complementary space to ext H
in ext C(z) is isometrically equal to the complementary space to H in C(z). Division by z
is a contractive transformation of ext H into itself.

A Hilbert space H which is contained contractively in C(z) satisfies the inequality for
difference quotients if, and only if, multiplication by z is a contractive transformation of
the complementary space to H in C(z) into itself.
A theorem which is due to Beurling [1] when the coefficient space is the complex numbers

applies to spaces which satisfy the inequality for difference quotients and are contained
isometrically in C(z). An isometric inclusion in C(z) is unnecessary for the conclusion of
the theorem as is the restriction on the coefficient space. A weaker hypothesis is sufficient.

Theorem 1. A Hilbert space H of power series with vector coefficients which satisfies the
inequality for difference quotients is isometrically equal to the space H(W ) for a power
series W (z) with operator coefficients such that multiplication by W (z) is a contractive
transformation of C(z) into itself if multiplication by z is an isometric transformation of
the complementary space to H in C(z) into itself.

Proof of Theorem 1. The complementary space in C(z) to a Hilbert space H which satisfies
the inequality for difference quotients is a Hilbert space M such that multiplication by
z is a contractive transformation of M into itself. If multiplication by z is an isometric
transformation ofM into itself, the orthogonal complement of the range of multiplication
by z is a Hilbert space B which is contained isometrically inM and which is mapped iso-
metrically onto orthogonal subspaces ofM under multiplication by zm and multiplication
by zn for unequal nonnegative integers m and n. The closed span of these subspaces of
M is the full space.

A power series W (z) with operator coefficients acts as a partially isometric multipli-
cation of C onto B if, and only if, it acts as a partially isometric multiplication of C(z)
onto M. If an element of C(z) belongs to the kernel of multiplication by W (z), then all
coefficients of the element belong to the kernel of multiplication by W (z).

Such a power series exists if, and only if, the dimension of B is less than or equal to the
dimension of C. The dimension inequality is satisfied when C has infinite dimension since
the dimension of C(z) is equal to the dimension of C and since the dimension of B is less
than or equal to the dimension of C(z). It remains to verify the dimension inequality when
C has finite dimension r.
Argue by contradiction assuming that B contains an orthonormal set of r + 1 elements

f0(z), . . . , fr(z).

If c0, . . . , cr are corresponding vectors, then the square matrix which has entry

c−i fj(z)

in the i–th row and j–column has vanishing determinant. Expanding the determinant
along the i–th row produces the vanishing power series

c−i f0(z)g0(z) + . . .+ c
−
i fr(z)gr(z)
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with
(−1)kgk(z)

the determinant of the matrix obtained by deleting the i–th row and k–th column of the
starting matrix. Since ci is arbitrary and since each power series gk(z) with complex
coefficients is square summable, the element

f0(z)g0(z) + . . .+ fr(z)gr(z)

ofM vanishes identically. The power series

g0(z), . . . , gr(z)

vanish since the elements
znfk(z)

of M form an orthonormal set. An inductive argument shows that the determinants of
all square submatrices of the starting matrix vanish. A contradiction is obtained since the
starting matrix does not vanish identically for all vectors c0, . . . , cr.

This completes the proof of the theorem.

The power series constructed in Theorem 1 has a remarkable property since the kernel
of multiplication by W (z) as a transformation of C(z) into itself contains [f(z) − f(0)]/z
whenever it contains f(z). A weaker conclusion is obtained when the power series is
constructed under a hypothesis which appears in applications to invariant subspaces.

Theorem 2. A Hilbert space H of power series with vector coefficients which satisfies
the identity for difference quotients is isometrically equal to a space H(W ) for a power
series W (z) with operator coefficients such that multiplication by W (z) is a contractive
transformation of C(z) into itself.

Proof of Theorem 2. As in the proof of Theorem 1 the coefficient space can be assumed
of dimension r for some positive integer r. The space H is contained isometrically in the
augmented space H′ since H satisfies the identity for difference quotients. The orthogo-
nal complement of H in H′ is a Hilbert space B which is contained contractively in the
complementary spaceM to H in C(z). Multiplication by z is a contractive transformation
ofM into itself which acts as an isometric transformation ofM onto the complementary
space to B inM. The Hilbert space B(z) of square summable power series is defined with
coefficients in B. A partially isometric transformation of B(z) ontoM is defined by taking
a power series ∑

bnz
n

with coefficients in B into the element
∑
bn(z)z

n

of C(z).
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Since the space H satisfies the identity for difference quotients, division by z is an
isometric transformation of ext H into itself. Multiplication by zn is for every positive
integer n an isometric transformation of ext H onto a Hilbert space which is the orthogonal
sum of ext H and the isometric image of the space of polynomial elements of B(z) of degree
less than n.

It is sufficient to show that the space B has dimension at most r. Argue by contradiction
assuming that B contains an orthonormal set

f0(z), . . . , fr(z)

of r + 1 elements. If c0, . . . , cr are corresponding vectors, then the square matrix which
has entry

c−i fj(z)

in the i–th row and j–th column has vanishing determinant. Expanding the determinant
along the i–th row and j–th column produces the vanishing power series

c−i f0(z)g0(z) + . . .+ c
−
i fr(z)gr(z)

with
(−1)kgk(z)

the determinant of the matrix obtained by deleting the i–th row and k–th column. Since
the ci are arbitrary and since each power series gk(z) with complex coefficients is square
summable, the element

f0g0(z) + . . .+ frgr(z)

of B(z) vanishes. An inductive argument shows that the determinants of all square subma-
trices of the starting matrix vanish. A contradiction is obtained since the starting matrix
does not vanish identically for all vectors c0, . . . , cr.

This completes the proof of the theorem.

Linear systems are a mechanism for the construction of invariant subspaces of transfor-
mations by factorization of analytic functions called transfer functions of linear systems.
For transformations which take a Hilbert space contractively into itself, the state space
and external spaces of the linear system are Hilbert spaces.

The linear system is a square matrix whose four entries are continuous linear trans-
formations. The matrix acts on a Hilbert space which is the Cartesian product of the
state space and the external space. The elements of the Cartesian product are realized as
column vectors with upper entry in the state space and lower entry in the external space.

The upper left entry of the matrix is the main transformation, which takes the state
space into itself. The upper right entry is the input transformation, which takes the
external space into the state space. The lower left entry is the output transformation,
which takes the state space into the external space. The lower right entry is the external
operator, which takes the external space into itself.
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The matrix of the linear system is assumed to have an isometric adjoint. A canonical
model of the linear system is constructed in a Hilbert space of power series with vector
coefficients for a coefficient space which is isometrically equal to the external space.

When the linear system has matrix

(
A B
C D

)

with isometric adjoint, a power series

∑
anz

n

with vector coefficients is defined by

an = CA
nf

for every element f of the state space. The set of elements of the state space for which the
power series vanishes is a closed invariant subspace for the main transformation in which its
restriction has an isometric adjoint. Invariant subspaces of transformations with isometric
adjoint are constructed without the use the factorization. The subspace is assumed to
contain no nonzero element for the construction of the canonical model.

A canonical linear system whose matrix has isometric adjoint is assumed to have as
state space a Hilbert space whose elements are power series with vector coefficients. The
power series

f(z) =
∑
anz

n

associated with an element of the space is assumed to be constructed by iteration of the
main transformation and the action of the output transformation. The external operator
then takes a power series f(z) into its constant coefficient f(0). The main transformation
takes f(z) into

[f(z)− f(0)]/z.

The state space H of the linear system is a Hilbert space of power series with vector
coefficients whose structure is determined by the isometric property of the adjoint matrix.
The augmented space H′ is the Hilbert space of power series f(z) with vector coefficients
such that [f(z)− f(0)]/z belongs to H with scalar product determined by the identity

‖[f(z)− f(0)]/z‖2H = ‖f(z)‖2H′ − |f(0)|2.

The coefficient space C is contained isometrically in the argumented space H′. Multiplica-
tion by z is an isometric transformation of the space H onto the orthogonal complement
of C in H′.
The matrix of the linear system is realized as a transformation of the augmented space

H′ into itself. The matrix takes an element f(z) of H′ with constant coefficient zero into

f(z)/z.
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The matrix takes an element c of the coefficient space into

W (z)c

for a power series W (z) with operator coefficients which defines the transfer function of
the linear system. The matrix takes an element f(z) of H′ into

[f(z)− f(0)]/z +W (z)f(0).

Since the matrix has an isometric adjoint, it is a partially isometric transformation of
the augmented Hilbert space onto itself. If f(z) is an element of H and if c is a vector,
then

g(z) = f(z) +W (z)c

is an element of H′. The inequality

‖g(z)‖2H′ ≤ ‖f(z)‖2H + |c|2

is satisfied. Every element g(z) of H′ admits a representation for which equality hold. The
space H satisfies the inequality for difference quotients.
The space H is contained contractively in the space H′. Multiplication by W (z) is a

partially isometric transformation of C onto the complementary space to H in H′. Mul-
tiplication by W (z) is a contractive transformation of C(z) into itself. Multiplication by
W (z) acts as a partially isometric transformation of C(z) onto a Hilbert space which is
contained contractively in C(z). The space H is isometrically equal to the complementary
space H(W ) in C(z) of the range of multiplication by W (z) as it acts on C(z).
If W (z) is a power series with operator coefficients such that multiplicative by W (z) is

a contractive transformation of C(z) into itself, then multiplication by W (z) has a unique
continuous extension as a contractive transformation of ext C(z) into itself which commutes
with multiplication by z. The conjugate power series

W ∗(z) =W−0 +W
−
1 z +W

−
2 z
2 + . . .

is defined with operator coefficients which are adjoints of the operator coefficients of the
power series

W (z) =W0 +W1z +W2z
2 + . . .

Multiplication by W ∗(z) is a contractive transformation of C(z) into itself which has a
contractive extension as a transformation of ext C(z) into itself. Multiplication byW ∗(z−1)
is the contractive transformation of ext C(z) into itself which takes f(z) into g(z) whenever
multiplication by W ∗(z) takes f(z−1) into g(z−1). The adjoint of multiplication by W (z)
as a transformation of ext C(z) into itself is multiplication by W ∗(z−1). The adjoint of
multiplication byW (z) as a transformation of C(z) into itself takes an element f(z) of C(z)
into the power series which has the same coefficient of zn as

W ∗(z−1)f(z)
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for every nonnegative integer n.

A construction of invariant subspaces is due to David Hilbert for contractive transfor-
mations of a Hilbert space into itself whose adjoint is isometric. A canonical model of
such transformations appears in an expository treatment of the construction by Gustav
Herglotz [9].

A Herglotz space is a Hilbert space of power series with vector coefficients such that
a contractive transformation of the space into itself with isometric adjoint is defined by
taking f(z) into [f(z)−f(0)]/z and such that a continuous transformation of the space into
the coefficient space is defined by taking a power series f(z) into its constant coefficient
f(0).

A transformation T with domain and range in a Hilbert space H is said to be dissipative
if

〈Tf, f〉H + 〈f, Tf〉H
is nonnegative for every element f of the domain of T . The transformation is said to be
maximal dissipative if every element of the Hilbert space is a sum

f + Tf

with f in the domain of T .

If φ(z) is a power series with operator coefficients such that a maximal dissipative
transformation in C(z) is defined by taking f(z) into

φ(z)f(z)

whenever f(z) and φ(z)f(z) belong to C(z), then a power series

W (z) = [1− φ(z)]/[1 + φ(z)]

with operator coefficients is defined such that multiplication by W (z) is a contractive
transformation of C(z) into itself. The Herglotz space L(φ) is a Hilbert space of power
series with vector coefficients such that an isometric transformation of the space onto the
space H(W ) is defined by taking f(z) into

[1 +W (z)]f(z).

A contractive transformation of the space L(φ) into itself which has an isometric adjoint
is defined by taking f(z) into [f(z) − f(0)]/z. A continuous transformation of the space
L(φ) into the coefficient space is defined by taking a power series f(z) into its constant
coefficient f(0). The space L(φ) is a Herglotz space. A Herglotz space is isometrically
equal to a space L(φ) for some Herglotz function φ(z). The Herglotz spaces associated
with two Herglotz functions are isometrically equal if, and only if, the Herglotz functions
differ by a constant which is a skew–conjugate operator.
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The extension space E(φ) of a Herglotz space L(φ) is a Hilbert space whose elements
are Laurent series with vector coefficient such that multiplication by z is an isometric
transformation of the space onto itself and such that a partially isometric transformation
of E(φ) onto L(φ) is defined by taking a Laurent series into the power series which has the
same coefficient of zn for every nonnegative integer n.

The Herglotz space L(φ) is isometrically equal to C(z) when φ(z) is the constant one.
The extension space of the space L(φ) is then isometrically equal to ext C(z). A Hilbert
space whose elements are Laurent series is isometrically equal to the extension space of
a Herglotz space if multiplication by z is an isometric transformation of the space onto
itself and if a continuous transformation of the space into the coefficient space is defined
by taking a Laurent series into its constant coefficient.

A convex structure applies to the Hilbert spaces which are contained contractively in
a given Hilbert space. If Hilbert spaces P and Q are contained contractively in the given
Hilbert space, and if t is in the interval [0, 1], a unique Hilbert space

H = (1− t)P + tQ

exists, which is contained contractively in the given Hilbert space, such that the convex
combination

c = (1− t)a+ tb

belongs to H whenever a belongs to P and b belongs to Q, such that the inequality

‖c‖2H ≤ (1− t)‖a‖2P + t‖b‖2Q

is satisfied, and such that every element c of H is a convex combination for which equality
holds.

If E(φ) and E(ψ) are extension spaces of Herglotz spaces L(φ) and L(ψ), then a Herglotz
space

L(φ+ ψ) = L(φ) ∨ L(ψ)

exists in which the Herglotz spaces L(φ) and L(ψ) are contained contractively as com-
plementary spaces. The extension spaces E(φ) and E(ψ) are contained contractively as
complementary space in the extension space

E(φ+ ψ) = E(φ) ∨ E(ψ).

A Herglotz space L(θ) exists such that the extension space

E(θ) = E(φ) ∧ E(ψ)

is the intersection spaces of the extension spaces E(φ) and E(ψ).

A Herglotz space L(φ − θ) exists such that the extension space E(φ − θ) is the com-
plementary space in the extension space E(φ) of the extension space E(φ). A Herglotz
space L(ψ − θ) exists such that the extension space E(ψ − θ) is the complementary space
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in the extension space E(ψ) of the extension space E(θ). A Herglotz space L(φ+ θ) exists
such that the extension space E(φ+ θ) is the complementary space in the extension space
E(φ+ ψ) of the extension space E(ψ− θ). A Herglotz space L(ψ + θ) exists such that the
extension space E(ψ + φ) is the complementary space in the extension space E(φ+ ψ) of
the extension space E(φ− θ). The extension space

E(φ) = (1− t)E(φ+ θ) + tE(ψ − θ)

is a convex combination of the extension spaces E(φ + θ) and E(φ − θ) with t and 1 − t
equal. The extension space

E(ψ) = (1− t)E(ψ + θ) + tE(ψ − θ)

is a convex combination of the extension spaces E(ψ + θ) and E(ψ − θ) with t and 1 − t
equal.

The Herglotz space L(θ) is contained contractively in the Herglotz spaces L(φ) and
L(ψ). The Herglotz space L(φ−θ) is the complementary space in the Herglotz space L(φ)
of the Herglotz space L(θ). The Herglotz space L(ψ − θ) is the complementary space in
the Herglotz space L(ψ) of the Herglotz space L(θ). The Herglotz space L(φ + θ) is the
complementary space in the Herglotz space L(φ+ψ) of the Herglotz space L(ψ− θ). The
Herglotz space L(ψ+ θ) is the complementary space in the Herglotz space L(φ+ψ) of the
Herglotz space L(φ− θ). The Herglotz space

L(φ) = (1− t)L(φ+ θ) + tL(φ− θ)

is a convex combination of the Herglotz spaces L(φ + θ) and L(φ − θ) with t and 1 − t
equal. The Herglotz space

L(ψ) = (1− t)L(ψ + θ) + tL(ψ − θ)

is a convex combination of the Herglotz spaces L(ψ + θ) and L(ψ − θ) with t and 1 − t
equal.

An extreme point of a convex set is an element of the set which is not a convex combi-
nation

(1− t)a+ tb

of distinct elements of the set with t and 1 − t positive. An element of the convex set
of Herglotz spaces which are contained contractively in a given Herglotz space L(ψ) is an
extreme point if, and only if, it is a Herglotz space whose extension space is contained
isometrically in the extension space E(ψ).
A convex combination of Hilbert spaces of power series with vector coefficients which

satisfy the inequality for difference quotients is a Hilbert space of power series with vector
coefficients which satisfies the inequality for difference quotients. A Hilbert space of power
series with vector coefficients is said to satisfy the identity for difference quotients if it
satisfies the inequality for difference quotients and if equality always holds.
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A Hilbert space H of power series with vector coefficients which satisfies the identity for
difference quotients is an extreme point of the convex set of Hilbert spaces of power series
with vector coefficients which satisfy the inequality for difference quotients. If

H = (1− t)P + tQ

is a convex combination with t and 1− t positive of Hilbert space P and Q of power series
with vector coefficients which satisfy the inequality for difference quotients, then every
element

h(z) = (1− t)f(z) + tg(z)

of H is a convex combination of elements f(z) of P and g(z) of Q such that equality holds
in the inequality

‖h(z)‖2H ≤ (1− t)‖f(z)‖2P + t‖g(z)‖2Q.

Since the inequality

‖[h(z)− h(0)]/z‖2H ≤ (1− t)‖[f(z)− f(0)]/z‖2P + t‖[g(z)− g(0)]/z‖2Q

holds with
‖[f(z)− f(0)]/z‖2P ≤ ‖f(z)‖2P − |f(0)|2

and
‖[g(z)− g(0)]/z‖2Q ≤ ‖g(z)‖2Q − |g(0)|2,

the inequality

‖[h(z)− h(0)]/z‖2H ≤ ‖h(z)‖2H − (1− t)|f(0)|2 − t|g(0)|2

is satisfied. The inequality reads

‖[h(z)− h(0)]/z‖2H ≤ ‖h(z)‖2H − h(0)|2 − t(1− t)|g(0)− f(0)|2

since the convexity identity

|(1− t)f(0) + tg(0)|2 + t(1− t)|g(0)− f(0)|2 = (1− t)|f(0)|2 + t|g(0)|2

is satisfied. Since the space H satisfies the identity for difference quotients, the constant
coefficients in f(z), g(z), and h(z) are equal. An inductive argument shows that the n–
th coefficients of f(z), g(z), and h(z) are equal for every nonnegative integer n. Since
f(z), g(z), and h(z) are always equal, the spaces P,Q, and H are isometrically equal.
If a Hilbert space H of power series with vector coefficients satisfies the inequality for

difference quotients, the augmented space is the Hilbert space H′ of power series f(z) with
vector coefficients such that [f(z)− f(0)]/z belongs to H with scalar product determined
by the identity

‖[f(z)− f(0)]/z‖2H = ‖f(z)‖2H′ − |f(0)|2.
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The space H is contained contractively in the space H′. The complementary space B to H
in H′ is a Hilbert space which is contained contractively in the complementary spaceM to
H in C(z). Multiplication by z is an isometric transformation ofM onto the complementary
space to B inM.
If W (z) is a power series with operator coefficients such that multiplication by W (z)

is a contractive transformation of C(z) into itself, then multiplication by W (z) admits a
unique continuous extension as a contractive transformation of ext C(z) into itself which
commutes with multiplication by z.

The conjugate power series

W ∗(z) =W−0 +W
−
1 z +W

−
2 z
2 + . . .

is defined with operator coefficients which are adjoints of the operator coefficients of

W (z) =W0 +W1z +W2z
2 + . . .

Multiplication by W ∗(z) is a contractive transformation of C(z) into itself. The adjoint of
multiplication byW (z) as a transformation of ext C(z) into itself takes f(z) into g(z) when
multiplication by W ∗(z) takes z−1f(z−1) into z−1g(z−1). The adjoint of multiplication by
W (z) as a transformation of C(z) into itself takes an element f(z) of C(z) into the element
g(z) of C(z) which has the same coefficient of zn for every nonnegative integer n as the
element of ext C(z) obtained from f(z) under the adjoint of multiplication by W (z) as a
transformation of ext C(z) into itself.

If U(z) and V (z) are power series with operator coefficients such that multiplication by
U(z) and multiplication by V (z) are contractive transformations of C(z) into itself, then
multiplication by

W (z) = U(z)V (z)

is a continuous transformation of C(z) into itself. The spaceH(U) is contained contractively
in the space H(W ). Multiplication by U(z) is a partially isometric transformation of the
space H(V ) onto the complementary space to the space H(U) in the space H(W ).
A factorization is derived from a contractive inclusion.

Theorem 3. If U(z) and W (z) are power series with operator coefficients such that mul-
tiplication by U(z) and multiplication by W (z) are contractive transformations of C(z) into
itself and if the space H(U) is contained contractively in the space H(W ), then

W (z) = U(z)V (z)

for a power series V (z) with operator coefficients such that multiplication by V (z) is a
contractive transformation of C(z) into itself and such that the range of multiplication by
V (z) as a transformation of ext C(z) into itself is orthogonal to the kernel of multiplication
by U(z) as a transformation of ext C(z) into itself.
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Proof of Theorem 3. A Hilbert space Cr(z), which is contained isometrically in ext C(z), is
defined for every nonnegative integer r as the set of elements f(z) such that zrf(z) belongs
to C(z). Multiplication by U(z) and multiplication byW (z) are contractive transformations
of Cr(z) into itself. The adjoint transformations of Cr(z) into itself are compositions of the
adjoints of multiplication by U(z) and of multiplication by W (z) as transformations of
ext C(z) into itself with the orthogonal projection of ext C(z) onto Cr(z).
A space H(Ur) is defined with

Ur(z) = z
rU(z).

The set of elements f(z) of Cr(z) such that zrf(z) belongs to the space H(Ur) is a Hilbert
space Hr(U) which is mapped isometrically onto the space H(Ur) on multiplication by zr.
The space Hr(U) is contained contractively in Cr(z). Multiplication U(z) is a partially
isometric transformation of Cr(z) onto the complementary space to the space Hr(U) in
Cr(z). If h(z) is an element of Cr(z), a unique element f(z) of C(z) exists such that

h(z)− U(z)f(z)

belongs to the space Hr(U) and such that equality holds in the inequality

‖h(z)‖2 ≤ ‖h(z)− U(z)f(z)‖2Hr(U) + ‖f(z)‖
2.

The element f(z) of Cr(z) is obtained from h(z) under the adjoint of multiplication by
U(z) as a transformation of C(z) into itself.
A space H(Wr) is defined with

Wr(z) = z
rW (z).

The set of elements f(z) of Cr(z) such that zrf(z) belongs to the space H(Wr) is a Hilbert
space Hr(W ) which is mapped isometrically onto the space H(Wr) on multiplication by zr.
The space Hr(W ) is contained contractively in Cr(z). Multiplication byW (z) is a partially
isometric transformation of Cr(z) onto the complementary space to the space Hr(W ) in
Cr(z). If h(z) is an element of Cr(z), a unique element g(z) of Cr(z) exists such that

h(z)−W (z)g(z)

belongs to the space Hr(W ) and such that equality holds in the inequality

‖h(z)‖2 ≤ ‖h(z)−W (z)g(z)‖2Hr(W ) + ‖g(z)‖
2.

The element g(z) of Cr(z) is obtained from h(z) under the adjoint of multiplication by
W (z) as a transformation of Cr(z) into itself.

The space Hr(U) is contained contractively in the space Hr(W ) since the space H(Ur)
is contained contractively in the space H(Wr). Since the element

h(z)− U(z)f(z)
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of the space Hr(U) is obtained from h(z) under the adjoint of the inclusion of the space
in Cr(z) and since the element

h(z)−W (z)g(z)

of the space Hr(W ) is obtained from h(z) under the adjoint of the inclusion of the space
in Cr(z), the element

h(z)− U(z)f(z)

of the space Hr(U) is obtained from the element

h(z)−W (z)g(z)

of the space Hr(W ) under the adjoint of the inclusion of the space Hr(U) in the space
Hr(W ). The inequality

‖g(z)‖ ≤ ‖f(z)‖

follows from the inequality

‖h(z)− U(z)f(z)‖Hr(U) ≤ ‖h(z)−W (z)g(z)‖Hr(W ).

If the adjoint of multiplication by U(z) as a transformation of ext C(z) into itself takes
h(z) into f(z) and if the coefficient of zn in h(z) vanishes when n is less than −r, then the
coefficient of zn in f(z) vanishes when n is less than −r. If the adjoint of multiplication by
W (z) as a transformation of ext C(z) into itself takes h(z) into g(z) and if the coefficient
of zn in h(z) vanishes when n is less than −r, then the coefficient of zn in g(z) vanishes
when n is less than −r.

If h(z) is an element of ext C(z), a unique element hr(z) of Cr(z) exists such that the
coefficient of zn in

h(z)− hr(z)

vanishes when n is not less than −r. If the adjoint of multiplication by U(z) as a trans-
formation of ext C(z) into itself takes h(z) into f(z), an element fr(z) of Cr(z) exists such
that the coefficient of zn in

f(z)− fr(z)

vanishes when n is not less than −r. If the adjoint of multiplication by W (z) as a trans-
formation of ext C(z) into itself takes h(z) into g(z), an element gr(z) of Cr(z) exists such
that the coefficient of zn in

g(z)− gr(z)

vanishes when n is not less than −r. The element

hr(z)− U(z)fr(z)

of Cr(z) belongs to the space Hr(U) and equality holds in the inequality

‖hr(z)‖2 ≤ ‖hr(z)− U(z)fr(z)‖2Hr(U) + ‖fr(z)‖
2.
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The element
hr(z)−W (z)gr(z)

of Cr(z) belongs to the space Hr(W ) and equality holds in the inequality

‖hr(z)‖2 ≤ ‖hr(z)−W (z)gr(z)‖2Hr(W ) + ‖gr(z)‖
2.

The inequality
‖g(z)‖ ≤ ‖f(z)‖

holds since the inequality
‖gr(z)‖ ≤ ‖fr(z)‖

holds for every nonnegative integer r.

The transformation which takes f(z) into g(z) admits a unique continuous extension as
a contractive transformation of ext C(z) into itself which annihilates the kernel of multipli-
cation by U(z). The transformation commutes with multiplication by z and takes elements
of ext C(z) whose coefficient of zn vanishes when n is not less than −r into elements of
ext C(z) whose coefficient of zn vanishes when n is not less than −r.
A unique power series V (z) with operator coefficients exists such that multiplication

by V (z) is a contractive transformation of C(z) into itself and such that the adjoint of
multiplication by V (z) takes f(z) into g(z) for every element f(z) of ext C(z). The identity

W (z) = U(z)V (z)

is satisfied since
W ∗(z) = V ∗(z)U∗(z).

This completes the proof of the theorem.

If W (z) is a power series with operator coefficiently such that multiplication by W (z) is
a contractive transformation of C(z) into itself, then multiplication byW (z) is an isometric
transformation of C(z) into itself when, and only when,

W ∗(z)W (z−1) = 1.

Multiplication by W ∗(z) is an isometric transformation of C(z) into itself when, and only
when,

W (z−1)W ∗(z) = 1.

IfW (z) is a power series with operator coefficients such that multiplication byW (z) and
multiplication byW ∗(z) are isometric transformations of C(z) into itself, then an isometric
transformation of ext C(z) onto itself is defined by taking f(z) into

W (z)z−1f(z−1).
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The inverse transformation takes f(z) into

W ∗(z)z−1f(z−1).

An isometric transformation of the space H(W ) onto the space H(W ∗) is defined by
taking f(z) into

W ∗(z)z−1f(z−1).

The inverse transformation takes f(z) into

W (z)z−1f(z−1).

The adjoint of the transformation of the space H(W ) into itself which takes f(z) into
[f(z)− f(0)]/z is unitarily equivalent to the transformation of the space H(W ∗) into itself
which takes f(z) into [f(z)−f(0)]/z. The adjoint of the transformation of the spaceH(W ∗)
into itself which takes f(z) into [f(z)−f(0)]/z is unitarily equivalent to the transformation
of the space H(W ) into itself which takes f(z) into [f(z)− f(0)]/z.
When W (z) is a power series with operator coefficients such that multiplication by

W (z) is a contractive transformation of C(z) into itself, the isometric transformation of
the space H(W ) onto the space H(W ∗) is replaced by a relation whose graph is a Hilbert
space D(W ) of pairs (f(z), g(z)) of elements f(z) of the space H(W ) and g(z) of the space
H(W ∗).

Theorem 4. If W (z) is a power series with operator coefficients such that multiplication
by W (z) is a contractive transformation of C(z) into itself, then a unique Hilbert space
D(W ) exists whose elements are pairs (f(z), g(z)) of power series f(z) and g(z) with
vector coefficients such that

([f(z)− f(0)]/z, zg(z)−W ∗(z)f(0))

and
(zf(z)−W (z)g(0), [g(z)− g(0)]/z)

belong to the space whenever (f(z), g(z)) belongs to the space and such that the identities

‖([f(z)− f(0)]/z, zg(z)−W ∗(z)f(0))‖2D(W ) = ‖(f(z), g(z))‖2D(W ) − |f(0)|2

and

‖(zf(z)−W (z)g(0), [g(z)− g(0)]/z)‖2D(W ) = ‖(f(z), g(z))‖2D(W ) − |g(0)|2

are satisfied. A partially isometric transformation of the space D(W ) onto the space H(W )
is defined by taking (f(z), g(z)) into f(z). A partially isometric transformation of the space
D(W ) onto the space H(W ∗) is defined by taking (f(z), g(z)) into g(z). An isometric
transformation of the space D(W ) onto the space D(W ∗) is defined by taking (f(z), g(z))
into (g(z), g(z)).



SQUARE SUMMABLE POWER SERIES 37

Proof of Theorem 4. The construction of the space D(W ) applies properties of the space
H(Wr) defined by

Wr(z) = z
rW (z)

for every nonnegative integer r. Multiplication by zr is an isometric transformation of
the space H(W ) onto the space H(Wr). The orthogonal complement of the image of
the space H(W ) in the space H(Wr) is contained isometrically in C(z) and consists of
the elements of C(z) which are polynomials of degree less than r. The space H(W ) is
contained contractively in the spaceH(Wr). Multiplication byW (z) is a partially isometric
transformation of the Hilbert space of polynomial elements of C(z) of degree less than r
onto the complementary space to the space H(W ) in the space H(Wr).
A Hilbert space Dr(W ) is defined as the set of pairs (f(z), g(z)) of elements f(z) of the

space H(W ) and polynomial elements

g(z) = a0 + a1z + . . .+ ar−1z
r−1

of C(z) of degree less than r such that the element

zrf(z)−W (z)(a0zr−1 + . . .+ ar−1)

of the space H(Wr) belongs to the space H(W ). The scalar product in the space D(W ) is
determined by the identity

‖zrf(z)−W (z)(a0zr−1 + . . .+ ar−1)‖2H(W )
= ‖(f(z), g(z))‖2Dr(W ) − |a0|

2 − . . .− |ar−1|2.

If f(z) is an element of the space H(W ), a unique polynomial element g(z) of C(z) of
degree less than r exists such that

‖f(z)‖H(W ) = ‖(f(z), g(z))‖Dr(W ).

A partially isometric transformation of the space Dr+1(W ) onto the space Dr(W ) is defined
by taking (f(z), g(z)) into (f(z), h(z)) with h(z) the polynomial of degree less than r whose
coefficient of zn is equal to the coefficient of zn in g(z) when n is less than r.

The pair
(zf(z)−W (z)g(0), [g(z)− g(0)]/z)

belongs to the space Dr(W ) whenever (f(z), g(z)) belongs to the space Dr+1(W ) and the
identity

‖(zf(z)−W (z)g(0), [g(z)− g(0)]/z)‖2Dr(W )
= ‖(f(z), g(z))‖2Dr+1(W ) − |g(0)|

2

is satisfied.

The adjoint of the transformation of the space H(W ) into C which takes

f(z) =
∑
anz

n
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into
ar

for a nonnegative integer r is the transformation which takes a vector c into the element

zrc−W (z)(W−0 zr + . . .+W−r )c

of the space H(W ).
The adjoint of the transformation of the space Dr+1(W ) into C which takes (f(z), g(z))

into f(0) is the transformation which takes a vector c into the element

([1−W (z)W (0)−]c, (W−1 +W−2 z + . . .+W−r zr)c)

of the space Dr+1(W ).
The space D(W ) is defined as the set of pairs (f(z), g(z)) of elements f(z) of the space

H(W ) and power series g(z) with vector coefficients such that an element (f(z), gr(z)) of
the space Dr(W ) is defined for every nonnegative integer r with gr(z) the polynomial of
degree less than r whose coefficient of zn is equal to the coefficient of zn in g(z) when n is
less than r, and such that the sequence of numbers

‖(f(z), gr(z))‖2Dr(W )

is bounded. A limit exists since the sequence is nondecreasing. The scalar product of the
space D(W ) is determined by the requirement that the limit is equal to

‖(f(z), g(z))‖2D(W ).

A contractive transformation of the spaceD(W ) into itself is defined by taking (f(z), g(z))
into

(zf(z)−W (z)g(0), [g(z)− g(0)]/z).

The identity

‖(zf(z)−W (z)g(0), [g(z)− g(0)]/z)‖2D(W ) = ‖(f(z), g(z))‖2D(W ) − |g(0)|2.

The adjoint of the transformation of the space D(W ) into C which takes f(z), g(z)) into
f(0) is the transformation which takes a vector c into the element

([1−W (z)W (0)−]c, [W ∗(z)−W (0)−]c/z)

of the space D(W ).

The adjoint of the transformation of the space D(W ) into itself which takes (f(z), g(z))
into

(zf(z)−W (z)g(0), [g(z)− g(0)]/z)
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is the transformation which takes (f(z), g(z)) into

([f(z)− f(0)]/z, zg(z)−W ∗(z)f(0)).

The identity

‖([f(z)− f(0)]/z, zg(z)−W ∗(z)f(0))‖2D(W ) = ‖(f(z), g(z))‖2D(W ) − |f(0)|2

is satisfied.

Assume that a Hilbert space D whose elements are pairs (f(z), g(z)) of power series
f(z) and g(z) with vector coefficients has the required properties: The pairs

([f(z)− f(0)]/z, zg(z)−W ∗(z)f(0))

and
([zf(z)−W (z)g(0), [g(z)− g(0)]/z)

belong to the space whenever (f(z), g(z)) belongs to the space and the identities

‖([f(z)− f(0)]/z, zg(z)−W ∗(z)f(0))‖2D = ‖(f(z), g(z))‖2D − |f(0)|2

and
‖(zf(z)−W (z)g(0), [g(z)− g(0)]/z)‖2D = ‖(f(z), g(z))‖2D − |g(0)|2

are satisfied.

A partially isometric transformation of D onto a Hilbert space H of power series with
vector coefficients which satisfies the inequality for difference quotients is defined by taking
(f(z), g(z)) into f(z). The space H is isometrically equal to the space H(W ) since it is
the state space of a canonical linear system which is conjugate isometric and has transfer
function W (z). An inductive argument constructs a partially isometric transformation of
the space D onto the space Dr(W ) for every nonnegative integer r. The transformation
takes (f(z), g(z)) into (f(z), gr(z)) with gr(z) the polynomial of degree less than r whose
coefficient of zn is equal to the coefficient of zn in g(z) when n is less than r. The space
D is isometrically equal to the space D(W ) by the construction of the space D(W ).

The isometric transformation of the space D(W ) onto the space D(W ∗) which takes
(f(z), g(z)) into (g(z), f(z)) is a consequence of the characterization of the spaces.

This completes the proof of the theorem.

The relationship between spaces H(W ) and H(W ∗) is well behaved in factorization.
Assume that U(z) and V (z) are power series with operator coefficients such that multi-
plication by U(z) and multiplication by V (z) are contractive transformations of C(z) into
itself. Then

W (z) = U(z)V (z)

is a power series with operator coefficients such that multiplication byW (z) is a contractive
transformation of C(z) into itself. A partially isometric transformation of the space D(U)
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onto a Hilbert space which is contained contractively in the space D(W ) is defined by
taking (f(z), g(z)) into

(f(z), V ∗(z)g(z)).

A partially isometric transformation of the space D(V ) onto a Hilbert space which is
contained contractively in the space D(W ) is defined by taking (f(z), g(z)) into

(U(z)f(z), g(z)).

The image of the space D(U) and the image of the space D(V ) are complementary sub-
spaces of the space D(W ).

A Herglotz space is associated with a power series W (z) with operator coefficients such
that multiplication by W (z) is a contractive transformation of C(z) into itself. Since the
adjoint of multiplication byW (z) as a transformation of C(z) into itself takes [f(z)−f(0)]/z
into [g(z)−g(0)]/z whenever it takes f(z) into g(z), the adjoint acts as a partially isometric
transformation of C(z) onto a Herglotz space L(φ) which is contained contractively in C(z).
The adjoint of multiplication by W (z) as a transformation of ext C(z) into itself acts as
a partially isometric transformation of ext C(z) onto ext L(φ). The complementary space
to the space L(φ) in C(z) is the Herglotz space L(1 − φ). The complementary space to
ext L(φ) in ext C(z) is ext L(1− φ).
An element f(z) of C(z) belongs to the Herglotz space L(1−φ) if, and only if,W (z)f(z)

belongs to the space H(W ). The identity

‖f(z)‖2L(1−φ) = ‖f(z)‖2 + ‖W (z)f(z)‖2H(W )

is satisfied. An element
f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− φ) if, and only if, f(z) and g(z) are elements of C(z) such
that

(W (z)f(z),−g(z))

belongs to the space D(W ). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−φ) = ‖f(z) + z−1g(z−1)‖2 + ‖(W (z)f(z),−g(z))‖2D(W )

is satisfied.

An element f(z) of C(z) belongs to the space H(W ) if, and only if, the adjoint of
multiplication by W (z) as a transformation of C(z) into itself takes f(z) into an element
h(z) of the Herglotz space L(1− φ). The identity

‖f(z)‖2H(W ) = ‖f(z)‖2 + ‖h(z)‖2L(1−φ)

is satisfied.

If U(z), V (z), and
W (z) = U(z)V (z)
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are power series with operator coefficients such that multiplication by U(z), V (z), and
W (z) are contractive transformations of C(z) into itself and if the adjoint of multiplication
by U(z) acts as a partially isometric transformation of C(z) onto a Herglotz space L(φ), the
adjoint of multiplication by V (z) acts as a partially isometric transformation of C(z) onto a
Herglotz space L(θ), and the adjoint of multiplication byW (z) acts as a partially isometric
transformation of C(z) onto a Herglotz space L(ψ), then the space L(ψ) is contained
contractively in the space L(θ) and the adjoint of multiplication by V (z) acts as a partially
isometric transformation of the space L(φ) onto the complementary space to the space L(ψ)
in the space L(θ). The space L(1 − θ) is contained contractively in the space L(1 − ψ).
The adjoint of multiplication by V (z) acts as a partially isometric transformation of the
space L(1−φ) onto the complementary space to the space L(1− θ) in the space L(1−ψ).
A canonical factorization of a power seriesW (z) with operator coefficients applies when

multiplication by W (z) is a contractive transformation of C(z) into itself but the space
H(W ) does not satisfy the identity for difference quotients.

Theorem 5. If multiplication by a power series W (z) with operator coefficients is a con-
tractive transformation of C(z) into itself, then

W (z) = U(z)V (z)

for power series U(z) and V (z) with operator coefficients such that multiplication by U(z)
and multiplication by V (z) are contractive transformations of C(z) into itself, such that
the space H(U) is contained isometrically in the space H(W ) and satisfies the identity for
difference quotients, such that multiplication by U(z) is a partially isometric transforma-
tion of the space H(V ) onto the orthogonal complement of the space H(U) in the space
H(W ) whose kernel contains [f(z)− f(0)]/z whenever it contains f(z), and such that the
orthogonal complement of the kernel in the space H(V ) is the closure of the set of products
V (z)f(z) with f(z) a polynomial element of the space L(1− θ).

Proof of Theorem 5. The adjoint of multiplication by W (z) as a transformation of C(z)
into itself acts as a partially isometric transformation of C(z) onto a Herglotz space L(ψ)
which is contained contractively in C(z). The complementary space to the space L(ψ) in
C(z) is a Herglotz space L(1− ψ) whose elements are the elements f(z) of C(z) such that
W (z)f(z) belongs to the space H(W ). The identity

‖f(z)‖2L(1−ψ) = ‖f(z)‖2 + ‖W (z)f(z)‖2H(W )

is satisfied.

A Herglotz space L(η) is defined which is contained contractively in C(z) and whose
complementary space in C(z) is a Herglotz space L(1− η) which is contained isometrically
in the space L(1−ψ) and is the closure of the polynomial elements of the space. The space
L(ψ) is the closure of its polynomial elements and is contained contractively in the space
L(η). A Herglotz space L(θ) is defined which is contained isometrically in the space L(η)
and is the closure of the polynomial elements of the space. The space L(ψ) is contained
contractively in the space L(θ).
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The orthogonal complement of the space L(θ) in the space L(η) is a Herglotz space
L(η− θ) which contains no nonzero polynomial. The space L(1− η) is contained contrac-
tively in the space L(1−θ). Since the space L(η−θ) is contained isometrically in the space
L(η) and is contained contractively in the space L(η−ψ) which is contained contractively
in the space L(η), the space L(η− θ) is contained isometrically in the space L(η−ψ). The
orthogonal complement of the space L(η − θ) in the space L(η − ψ) is the Herglotz space
L(θ − ψ).
Since the space L(1 − η) is contained isometrically in the space L(1 − ψ), the space

L(η−ψ) is contained isometrically in the space L(1−ψ). The space L(η− θ) is contained
isometrically in the space L(1−ψ) since it is contained isometrically in the space L(η−ψ).
Since the orthogonal complement of the space L(η − θ) in the space L(1− θ) is the space
L(1 − η) which is contained isometrically in the space L(1 − θ), the space L(1 − θ) is
contained isometrically in the space L(1− ψ).
Since the space L(θ) is contained contractively in C(z) and is the closure of its polyno-

mial elements, a power series V (z) with operator coefficients exists such that multiplication
by V (z) is a contractive transformation of C(z) into itself, such that the adjoint of mul-
tiplication by V (z) as a transformation of C(z) into itself acts as a partially isometric
transformation of C(z) onto the space L(θ), and such that the kernel of the transformation
contains zf(z) whenever it contains f(z). The complementary space to the space L(θ) in
C(z) is a Herglotz space L(1− θ) whose elements are the elements f(z) of C(z) such that
V (z)f(z) belongs to the space H(V ). The identity

‖f(z)‖2L(1−θ) = ‖f(z)‖2 + ‖V (z)f(z)‖2H(V ).

The kernel of the adjoint of multiplication by V (z) as a transformation of C(z) into itself is
contained isometrically in the space H(V ) and is the orthogonal complement of the image
of the space L(1− θ) in the space H(V ). A partially isometric transformation of the space
H(V ) into the space H(W ) exists which takes V (z)f(z) into W (z)f(z) for every element
f(z) of the space L(1− θ) and whose kernel is the kernel of the adjoint of multiplication
by V (z) as a transformation of C(z) into itself.
An element

f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1−ψ) if, and only if, f(z) and g(z) are elements of C(z) such
that (W (z)f(z),−g(z)) belongs to the space D(W ). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−ψ) = ‖f(z) + z−1g(z−1)‖2 + ‖(W (z)f(z),−g(z))‖2D(W )
is satisfied.

An element
f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− θ) if, and only if, f(z) and g(z) are elements of C(z) such
that (V (z)f(z),−g(z)) belongs to the space D(V ). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−θ) = ‖f(z) + z−1g(z−1)‖2 + ‖(V (z)f(z),−g(z))‖2D(V )
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is satisfied. An isometric transformation of the kernel of the adjoint of multiplication by
V (z) as a transformation of C(z) into itself into the space D(V ) is defined by taking f(z)
into (f(z), 0). The image of the kernel is the orthogonal complement in the space D(V ) of
the image of ext L(1− θ).
Since the space ext L(1 − θ) is contained isometrically in the space ext L(1 − ψ), a

partially isometric transformation of the space D(V ) into the space D(W ) exists which
takes (V (z)f(z),−g(z)) into (W (z)f(z),−g(z)) whenever f(z) and g(z) are elements of
C(z) such that

f(z) + z−1g(z−1)

belongs to the space ext L(1 − θ) and whose kernel is the set of elements (f(z), 0) with
f(z) in the kernel of the adjoint of multiplication by V (z) as a transformation of C(z) into
itself.

The space H(V ∗) is continued isometrically in the space H(W ∗). A power series U(z)
with operator coefficients exists by Theorem 3 such that multiplication by U(z) is a con-
tractive transformation of C(z) into itself, such that

W (z) = U(z)V (z),

and such that the range of multiplication by V (z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by U(z) as a transformation of ext C(z)
into itself.

Since the kernel of multiplication by V ∗(z) as a transformation of ext C(z) into itself
is orthogonal to the range of multiplication by U∗(z) as a transformation of ext C(z) into
itself, the kernel of the adjoint of multiplication by V (z) as a transformation of C(z) into
itself is orthogonal to the range of multiplication by U∗(z) as a transformation of C(z) into
itself and is contained isometrically in the space H(U∗). Multiplication by U(z) annihilates
the kernel of the adjoint of multiplication by V (z) as a transformation of C(z) into itself.
The space H(U) is contained isometrically in the space H(W ) since multiplication by U(z)
is a partially isometric transformation of the space H(V ) into the space H(W ).
The adjoint of multiplication by U(z) as a transformation of C(z) into itself acts as a

partially isometric transformation of C(z) onto a Herglotz space L(φ) which is contained
contractively in C(z). The complementary space to the space L(φ) in C(z) is a Herglotz
space L(1− φ) whose elements are the elements f(z) of C(z) such that U(z)f(z) belongs
to the space H(U). The identity

‖f(z)‖2L(1−φ) = ‖f(z)‖2 + ‖U(z)f(z)‖2H(U)

is satisfied.

The adjoint of multiplication by V (z) as a transformation of C(z) into itself acts as a
partially isometric transformation of the space L(1− φ) onto the orthogonal complement
of the space L(1 − θ) in the space L(1 − ψ). The kernel of the adjoint of multiplication
by V (z) as a transformation of C(z) into itself is contained isometrically in the space
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L(1−φ). Since the orthogonal complement of the kernel is mapped isometrically onto the
orthogonal complement of the space L(1−θ) in the space L(1−ψ), since the transformation
takes [f(z) − f(0)]/z into [g(z) − g(0)]/z whenever it takes f(z) into g(z), and since the
orthogonal complement of the space L(1 − θ) in the space L(1 − ψ) contains no nonzero
polynomial, the polynomial elements of the space L(1 − φ) belong to the kernel of the
adjoint of multiplication by V (z) as a transformation of C(z) into itself. Since the kernel
is contained isometrically in the space L(1− φ), the space H(U) satisfies the identity for
difference quotients.

This completes the proof of the theorem.

An application of commutant lifting [6] is made to the structure of a contractive trans-
formation of a spaceH(A) into a space H(B) which takes [f(z)−f(0)]/z into [g(z)−g(0)]/z
whenever it takes f(z) into g(z).

Theorem 6. If a contractive transformation T of a space H(A) which satisfies the identity
for difference quotients into a spaceH(B) takes [f(z)−f(0)]/z into [g(z)−g(0)]/z whenever
it takes f(z) into g(z) for power series A(z) and B(z) with operator coefficients such that
multiplication by A(z) and multiplication by B(z) are contractive transformations of C(z)
into itself, then a contractive transformation T ′ of the augmented space H(A′),

A′(z) = zA(z)

into the augmented space H(B′),

B′(z) = zB(z),

exists which extends T and takes [f(z)−f(0)]/z into [g(z)−g(0)]/z whenever it takes f(z)
into g(z).

Proof of Theorem 6. The construction of T ′ is an application of complementation. The
coefficient space C is contained isometrically in the spacesH(A′) andH(B′). Multiplication
by z is an isometric transformation of the space H(A) onto the orthogonal complement
of C in the space H(A′) and of the space H(B) onto the orthogonal complement of C in
H(B′). The space H(A) is contained isometrically in the space H(A′) since the space H(A)
satisfies the identity for difference quotients. The space H(B) is contained contractively
in the space H(B′).

Since T ′ is defined to agree with T on the space H(A), it remains to define T ′ on
the orthogonal complement of the space H(A) in the space H(A′). The action of T ′ is
determined within a constant since the transformation is required to take [f(z)− f(0)]/z
into [g(z) − g(0)]/z whenever it takes f(z) into g(z). A contractive transformation S is
defined of the space H(A′) onto the orthogonal complement of C in the space H(B′). The
transformation S is defined on the space H(A) to take f(z) into g(z)− g(0) when T takes
f(z) into g(z). The transformation S is defined on the orthogonal complement of C to take
f(z) into g(z) with g(0) equal to zero when T takes [f(z)−f(0)]/z into [g(z)−g(0)]/z. The
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definition of S on H(A) is consistent with the definition of S on the orthogonal complement
of C since T takes [f(z)− f(0)]/z into [g(z)− g(0)]/z whenever it takes f(z) into g(z).
The transformation S acts as a partially isometric transformation of the space H(A)

onto a Hilbert space P which is contained contractively in the orthogonal complement of C
in the space H(B′). The transformation acts as a partially isometric transformation of the
space H(A′) onto a Hilbert space M which is contained contractively in the orthogonal
complement of C in the space H(B′). The space P is contained contractively inM. The
transformation acts as a partially isometric transformation of the orthogonal complement
of the space H(A) in the space H(A′) onto the complementary space Q to P inM.

A Hilbert spaceM′ is defined as the set of elements f(z) of the space H(B′) such that
f(z)− f(0) belongs toM with scalar product determined by the identity

‖f(z)‖2M′ = ‖f(z)− f(0)‖2M + |f(0)|2.

Since T acts as partially isometric transformation of the spaceH(A) onto a Hilbert space P ′
which is contained contractively in the space H(B′) and since S takes f(z) into g(z)−g(0)
whenever T takes f(z) into g(z), a partially isometric transformation of P ′ onto P is
defined by taking g(z) into g(z) − g(0). The space P ′ is contained contractively in M′.
The complementary spaceQ′ to P ′ inM′ is a Hilbert space which is contained contractively
in M′. A partially isometric transformation of Q′ into Q is defined by taking g(z) into
g(z)− g(0). The transformation T ′ is defined on the orthogonal complement of the space
H(A) in the space H(A′) to take f(z) into g(z) when g(z) is the element of Q′ of least
norm such that S takes f(z) into g(z)− g(0).
This completes the proof of the theorem.

If A(z) and B(z) are power series with operator coefficients such that multiplication by
A(z) and multiplication by B(z) are contractive transformations of C(z) into itself and if

A(z)C(z) = D(z)B(z)

for power series C(z) and D(z) with operator coefficients such that multiplication by C(z)
and multiplication by D(z) are contractive transformations of C(z) into itself, then the
spaceH(A) is contained contractively in the spaceH(DB) and a contractive transformation
T of the space H(A) into the space H(B) which takes [f(z)− f(0)]/z into [g(z)− g(0)]/z
whenever it takes f(z) into g(z) is defined by taking f(z) into g(z) when

f(z)−D(z)g(z)

belongs to the space H(D) and equality holds in the inequality

‖f(z)‖2H(DB) ≤ ‖f(z)−D(z)g(z)‖2H(D) + ‖g(z)‖2H(B).

Every contractive transformation T of the space H(A) into the space H(B) which takes
[f(z)− f(0)]/z into [g(z)− g(0)]/z whenever it takes f(z) into g(z) is obtained when the
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space H(A) satisfies the identity for difference quotients. The construction of the power
series D(z) is an application of commutant lifting.

Spaces H(Ar) and H(Br) are defined by

Ar(z) = z
rA(z)

and
Br(z) = z

rB(z)

for every nonnegative integer r. The spaces H(Ar) satisfy the identity for difference quo-
tients since the space H(A) satisfies the identity for difference quotients. A contractive
transformation Tr of the space H(Ar) into the space H(Br) which takes [f(z) − f(0)]/z
into [g(z)− g(0)]/z whenever it takes f(z) into g(z) is defined inductively for nonnegative
integers r. The transformation T0 of the space H(A0) into the space H(B0) is the trans-
formation T of the space H(A) into the space H(B). When Tr is defined with the required
properties, the transformation Tr+1 is defined with the required properties by Theorem 5
so as to extend the transformation Tr.

A transformation of the union of the spaces H(Ar) into the union of the spaces H(Br)
is defined with agrees with Tr on the space H(Ar) for every nonnegative integer r. The
space of polynomial elements of C(z) of degree less than r is contained isometrically in the
space H(Ar) and in the space H(Br) for every nonnegative integer r. The transformation
Tr of the space H(Ar) into the space H(Br) takes polynomials of degree less than r
into polynomials of degree less than r since it takes [f(z) − f(0)]/z into [g(z) − g(0)]/z
whenever it takes f(z) into g(z). Since the polynomial elements of C(z) are dense in C(z),
the transformation has a unique continuous extension as a contractive transformation of
C(z) into itself which takes [f(z)− f(0)]/z into [g(z)− g(0)]/z whenever it takes f(z) into
g(z). The transformation is the adjoint of multiplication by D(z) as a transformation of
C(z) into itself for a power series D(z) with operator coefficients such that multiplication
by D(z) is a contractive transformation of C(z) into itself.
The transformation of the space H(A) into the space H(B) determines a factorization

by the choice of D(z). The identity for difference quotients is not required for the space
H(A).

Theorem 7. If A(z), B(z), and D(z) are power series with operator coefficients such that
multiplication by A(z), multiplication by B(z), and multiplication by D(z) are contrac-
tive transformations of C(z) into itself and if the adjoint of multiplication by D(z) as a
transformation of C(z) into itself acts as a contractive transformation of the space H(A)
into the space H(B), then a power series C(z) with operator coefficients exists such that
multiplication by C(z) is a contractive transformation of C(z) into itself, such that

A(z)C(z) = D(z)B(z),

and such that the range of multiplication by C(z) as a transformation of ext C(z) into itself
is orthogonal to the kernel of multiplication by A(z) as a transformation of ext C(z) into
itself.
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Proof of Theorem 7. Since the adjoint of multiplication by D(z) as a transformation of
C(z) into itself acts as a contractive transformation of the space H(A) into the space H(B),
the adjoint of multiplication by D(z) as a transformation of ext C(z) into itself acts as a
contractive transformation of the space ext H(A) into the space ext H(B). Multiplication
by D(z) acts as a contractive transformation of the complementary space to the space
H(B) in C(z) into the complementary space to the space H(A) in C(z). Since multiplica-
tion by D(z) acts as a partially isometric transformation of the complementary space to
the space H(B) in C(z) onto the complementary space to the space H(DB) in C(z), the
complementary space to the space H(DB) in C(z) is contained contractively in the com-
plementary space to the space H(A) in C(z). The space H(A) is contained contractively
in the space H(DB).
A power series C(z) with operator coefficients exists by Theorem 3 such that multipli-

cation by C(z) is a contractive transformation of C(z) into itself, such that

A(z)C(z) = D(z)B(z),

and such that the range of multiplication by C(z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by A(z) as a transformation of ext C(z)
into itself.

This completes the proof of the theorem.

A power series W (z) with operator coefficients such that multiplication by W (z) is a
contractive transformation of C(z) into itself admits by Theorem 5 a canonical factorization

W (z) = U(z)V (z)

into power series U(z) and V (z) with operator coefficients such that multiplication by U(z)
and multiplication by V (z) are contractive transformations of C(z) into itself: The space
H(U) is contained isometrically in the space H(W ) and satisfies the identity for difference
quotients. The set of elements of the space H(V ) which are products V (z)f(z) for a
polynomial element of C(z) is dense in the orthogonal complement of the set of elements
of the space which belong to the kernel of multiplication by U(z).

The factorization is compatible with contractive transformations of the space H(W )
into itself which take [f(z)−f(0)]/z into [g(z)−g(0)]/z whenever they take f(z) into g(z).

Theorem 8. If multiplication by a power series W (z) with operator coefficients is a con-
tractive transformation of C(z) into itself and if in the canonical factorization

W (z) = U(z)V (z)

the adjoint of multiplication by P (z) acts as a contractive transformation of the spaceH(W )
into itself, then the adjoint of multiplication by W (z) acts as a contractive transformation
of the space H(U) into itself.

Proof of Theorem 8. The adjoint of multiplication by W (z) as a transformation of C(z)
into itself acts as a partially isometric transformation of C(z) onto a Herglotz space L(ψ)
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which is contained contractively in C(z). The complementary space to the space L(ψ) in
C(z) is a Herglotz space L(1− ψ) whose elements are the elements f(z) of C(z) such that
W (z)f(z) belongs to the space H(W ). The identity

‖f(z)‖2L(1−ψ) = ‖f(z)‖2 + ‖W (z)f(z)‖2H(W )

is satisfied.

A power series Q(z) with operator coefficients exists by Theorem 7 such that multipli-
cation by Q(z) is a contractive transformation of C(z) into itself, such that

W (z)Q(z) = P (z)W (z),

and such that the range of multiplication by Q(z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by W (z) as a transformation of ext C(z)
into itself.

An element f(z) of C(z) belongs to the space H(W ) if, and only if, the adjoint of
multiplication byW (z) takes f(z) into an element g(z) of the space L(1−ψ). The identity

‖f(z)‖2H(W ) = ‖f(z)‖2 + ‖g(z)‖2L(1−ψ)

is satisfied. The adjoint of multiplication by Q(z) as a transformation of C(z) into itself
acts as a contractive transformation of the space L(1− ψ) into itself.

The adjoint of multiplication by V (z) as a transformation of C(z) into itself acts as a
partially isometric transformation of C(z) onto a Herglotz space L(θ) which is contained
contractively in C(z). The complementary space to the space L(θ) in C(z) is a Herglotz
space L(1− θ) whose elements are the elements f(z) of C(z) such that V (z)f(z) belongs
to the space H(V ). The identity

‖f(z)‖2L(1−θ) = ‖f(z)‖2 + ‖V (z)f(z)‖2H(V )

is satisfied.

The space L(1− θ) is contained isometrically in the space L(1− ψ). The closure of the
polynomial elements of the space L(1−ψ) is a Herglotz space L(1− η) which is contained
isometrically in the space L(1 − θ). Since the space L(1 − η) is contained contractively
in C(z), the complementary space to the space L(1 − η) in C(z) is a Herglotz space L(η)
which is contained contractively in C(z). The space L(θ) is contained isometrically in the
space L(η) and is the closure of the polynomial elements of the space.

The adjoint of multiplication by Q(z) as a transformation of C(z) into itself acts as a
contractive transformation of the space L(1− ψ) into itself since

Q∗(z)W ∗(z) =W ∗(z)P ∗(z).

The transformation takes polynomial elements of the space L(1 − ψ) into polynomial
elements of the space since it takes [f(z)− f(0)]/z into [g(z)− g(0)]/z whenever it takes
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f(z) into g(z). Since the space L(1− η) is contained isometrically in the space L(1− ψ)
and is the closure of the polynomial elements of the space, the transformation acts as a
contractive transformation of the space L(1− η) into itself.

The adjoint of multiplication by Q(z) as a transformation of ext C(z) into itself acts as a
contractive transformation of ext L(1−η) into itself which takes zf(z) into zg(z) whenever
it takes f(z) into g(z). Since multiplication by z is an isometric transformation of ext L(1−
η) onto itself, multiplication by Q(z) is a contractive transformation of ext L(1− η) into
itself. The adjoint of multiplication by Q(z) as a transformation of ext C(z) into itself acts
as a contractive transformation of ext L(η) into itself since ext L(η) is the complementary
space to ext L(1−η) in ext C(z). The adjoint of multiplication by Q(z) as a transformation
of C(z) into itself acts as a contractive transformation of the space L(η) into itself.
Since the space L(θ) is contained isometrically in the space L(η) and is the closure of the

polynomial elements of the space, the adjoint of multiplication by Q(z) as a transformation
of C(z) into itself acts as a contractive transformation of the space L(θ) into itself and of the
space L(1− θ) into itself. Since the adjoint of multiplication by Q(z) acts as a contractive
transformation of the space L(1− ψ) into itself, it acts as a contractive transformation of
the orthogonal complement L(θ−ψ) of the space L(1−θ) in the space L(1−ψ) into itself.
The adjoint of multiplication by U(z) as a transformation of C(z) into itself acts as a

partially isometric transformation of C(z) onto a Herglotz space L(φ) which is contained
contractively in C(z). The complementary space to the space L(φ) in C(z) is a Herglotz
space L(1− φ) whose elements are the elements f(z) of C(z) such that U(z)f(z) belongs
to the space H(U). The identity

‖f(z)‖2L(1−φ) = ‖f(z)‖2 + ‖U(z)f(z)‖2H(U)

is satisfied. An element f(z) of C(z) belongs to the space H(U) if, and only if, the adjoint
of multiplication by U(z) takes f(z) into an element g(z) of the space L(1 − φ). The
identity

‖f(z)‖2H(U) = ‖f(z)‖2 + ‖g(z)‖2L(1−φ)
is satisfied.

The adjoint of multiplication by V (z) as a transformation of C(z) into itself acts as a
partially isometric transformation of the space L(1 − φ) onto the space L(θ − ψ) whose
kernel is the adjoint of multiplication by V (z) as a transformation of C(z) into itself. The
adjoint of multiplication by W (z) as a transformation of C(z) into itself acts as a partially
isometric transformation of the space L(1− φ) onto the space L(θ − ψ) since

W ∗(z) = V ∗(z)U∗(z).

The kernel of the transformation is the kernel of the adjoint of multiplication by U(z) as
a transformation of C(z) into itself.
An element f(z) of C(z) belongs to the space H(U) if, and only if, the adjoint of

multiplication byW (z) takes f(z) into an element g(z) of the space L(θ−ψ). The identity

‖f(z)‖2H(U) = ‖f(z)‖2 + ‖g(z)‖2L(θ−ψ)
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is satisfied. The adjoint of multiplication by P (z) as a transformation of C(z) into itself
acts as a contractive transformation of the space H(U) into itself since the adjoint of
multiplication by Q(z) as a transformation of the space L(θ − ψ) into itself and since

W ∗(z)P ∗(z) = Q∗(z)W ∗(z).

This completes the proof of the theorem.

Since the adjoint of multiplication by P (z) as a transformation of C(z) into itself acts
as a contractive transformation of the space H(U) into itself a power series S(z) with
operator coefficients exists by Theorem 7 such that multiplication by S(z) is a contractive
transformation of C(z) into itself, such that

U(z)S(z) = P (z)U(z),

and such that the range of multiplication by S(z) as a transformation of ext C(z) into itself
is orthogonal to the kernel of multiplication by U(z) as a transformation of ext C(z) into
itself. The adjoint of multiplication by S(z) as a transformation of C(z) into itself acts as
a contractive transformation of the space H(V ) into itself since

V (z)Q(z) = S(z)V (z).

A variant of the canonical decomposition has similar invariance properties. Assume
that a Herglotz space L(ψ) is contained contractively in C(z) and is the closure of its
polynomial elements. A power series W (z) with operator coefficients exists such that
multiplication by W (z) is a contractive transformation of C(z) into itself, such that the
adjoint of multiplication by W (z) acts as a partially isometric transformation of C(z) onto
the space L(ψ), and such that the kernel of the transformation contains zf(z) whenever it
contains f(z).

The complementary space to the space L(ψ) in C(z) is a Herglotz space L(1−ψ) whose
elements are the elements f(z) of C(z) such that W (z)f(z) belongs to the space H(W ).
The identity

‖f(z)‖2L(1−ψ) = ‖f(z)‖2 + ‖W (z)f(z)‖2H(W )
is satisfied. An element

f(z) + z−1g(z−1)

is ext C(z) belongs to ext L(1− ψ) if, and only if, f(z) and g(z) are elements of C(z) such
that (W (z)f(z),−g(z)) belongs to the space D(W ). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−ψ) = ‖f(z) + z−1g(z−1)‖2 + ‖(W (z)f(z),−g(z))‖2D(W )

is satisfied. The orthogonal complement in the space H(W ) of the image of the space
L(1− ψ) is the set of elements of C(z) whose coefficients are annihilated by the adjoint of
multiplication by W (z). The orthogonal complement in the space D(W ) of the image of
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ext L(1−ψ) is the set of pairs (f(z), g(z)) of elements of C(z) such that g(z) vanishes and
the coefficients of f(z) are annihilated by the adjoint of multiplication by W (z).

A Herglotz space L(1−θ) is defined which is contained contractively in the space L(1−ψ)
such that ext L(1− θ) is the set of elements

h(z) = f(z) + z−1g(z−1)

of ext L(1− ψ) with scalar product determined by the identity

‖h(z)‖2ext L(1−θ) = ‖h(z)‖2 + ‖h(z)‖2ext L(1−ψ).

The space L(1− θ) is the complementary space in C(z) of a Herglotz space L(θ) which is
contained contractively in C(z). The space L(ψ) is contained contractively in the space
L(θ) since ext L(ψ) is contained contractively in ext L(θ).
The space ext L(ψ) is dense in the space ext L(θ): If a Hilbert space P is contained

contractively in a Hilbert space H and if a Hilbert space Q is defined as the set of elements
c of P with scalar product determined by the identity

‖c‖2Q = ‖c‖2H + ‖c‖2P ,

then the complementary space to P in H is dense in the complementary space to Q in H.
The proof is given by reduction to the case in which H is one–dimensional.
The space L(ψ) is dense in the space L(θ) since ext L(ψ) is dense in ext L(θ). The

space L(θ) is the closure of its polynomial elements since the space L(ψ) is the closure of
its polynomial elements. A power series V (z) with operator coefficients exists such that
multiplication by V (z) is a contractive transformation of C(z) into itself, such that the
adjoint of multiplication by V (z) acts as a partially isometric transformation of C(z) onto
the space L(θ), and such that the kernel of the adjoint of multiplication by V (z) contains
zf(z) whenever it contains f(z).

The complementary space to the space L(θ) in C(z) is a Herglotz space L(1− θ) whose
elements are the elements f(z) of C(z) such that V (z)f(z) belongs to the space H(V ). The
identity

‖f(z)‖2L(1−θ) = ‖f(z)‖2 + ‖V (z)f(z)‖2H(V )
is satisfied. An element

f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− θ) if, and only if, f(z) and g(z) are elements of C(z) such
that (V (z)f(z),−g(z)) belongs to the space D(V ). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−θ) = ‖f(z) + z−1g(z−1)‖2 + ‖(V (z)f(z),−g(z))‖2D(V )

is satisfied. The orthogonal complement in the space H(V ) of the image of the space
L(1− θ) is the set of elements of C(z) whose coefficients are annihilated by the adjoint of
multiplication by V (z). The orthogonal complement in the space D(V ) of the image of
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ext L(1− θ) is the set of pairs (f(z), g(z)) of elements of C(z) such that g(z) vanishes and
the coefficients of f(z) are annihilated by the adjoint of multiplication by V (z).

A contractive transformation of the space D(V ) into the space D(W ) is defined which
takes (V (z)f(z),−g(z)) into (W (z)f(z),−g(z)) whenever f(z) and g(z) are elements of
C(z) such that

f(z) + z−1g(z−1)

belongs to ext L(1 − θ) and which annihilates elements of the space D(V ) which are
orthogonal to the image of ext L(1− θ).
The space H(V ∗) is contained contractively in the space H(W ∗). A power series U(z)

with operator coefficients exists by Theorem 3 such that multiplication by U(z) is a con-
tractive transformation of C(z) into itself, such that

W (z) = U(z)V (z),

and such that the range of multiplication by U∗(z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by V ∗(z) as a transformation of ext C(z)
into itself.

A contractive transformation of the spaceD(U) into the spaceD(W ) which take (f(z), g(z))
into (f(z), V (z)g(z)) acts as a partially isometric transformation of the space D(U) onto
a Hilbert space which is contained contractively in the space D(W ). The contractive
transformation of the space D(V ) into the space D(W ) which takes (f(z), g(z)) into
(V (z)f(z), g(z)) acts as a partially isometric transformation of the space D(V ) onto the
complementary space to the image of the space D(U) in the space D(W ).
If a dense set of elements of the space H(W ) are products W (z)f(z) with f(z) a poly-

nomial element of the space L(1−ψ), a partially isometric transformation of ext L(1−ψ)
onto the image of the space D(V ) in the space D(W ) is defined by taking

f(z) + z−1g(z−1)

for elements f(z) and g(z) of C(z) into

(W (z)f(z),−g(z)).

The space H(U) is contained contractively in the space H(W ). A partially isometric
transformation of the space L(1− ψ) onto the complementary space to the space H(U) in
the space H(W ) is defined by taking f(z) into W (z)f(z). If P (z) is a power series with
operator coefficients such that multiplication by P (z) is a contractive transformation of
C(z) into itself and such that the adjoint of multiplication by P (z) acts as a contractive
transformation of the space H(W ) into itself, then the adjoint of multiplication by P (z)
acts as a contractive transformation of the space H(U) into itself.

A convex decomposition is made of a Hilbert space of power series with vector coefficients
which satisfies the inequality for difference quotients but which does not satisfy the identity
for difference quotients when the space is suitably confined.
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A space H of power series with vector coefficients which satisfies the inequality for
difference quotients is assumed to be contained contractively in a space H(W ) for a power
series W (z) with operator coefficients such that multiplication by W (z) is a contractive
transformation of C(z) into itself and such that the space H(W ) satisfies the inequality for
difference quotients.

The coefficient space can be assumed without less of generality to have infinite dimen-
sion. A power series U(z) with operator coefficients exists by the proof of Theorem 1 such
that multiplication by U(z) is a contractive transformation of C(z) into itself and such
that the space H(W ) is isometrically equal to the space H(U). A power series V (z) with
operator coefficients exists by Theorem 3 such that multiplication by V (z) is a contractive
transformation of C(z) into itself, such that

W (z) = U(z)V (z),

and such that the range of multiplication by V (z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by U(z) as a transformation of ext C(z)
into itself.

The adjoint of multiplication by W (z) as a transformation of C(z) into itself acts as a
partially isometric transformation of C(z) onto a Herglotz space L(ψ) which is contained
contractively in C(z). The complementary space to the space L(ψ) in C(z) is a Herglotz
space L(1− ψ) whose elements are the elements f(z) of C(z) such that W (z)f(z) belongs
to the space H(W ). The identity

‖f(z)‖2L(1−ψ) = ‖f(z)‖2 + ‖W (z)f(z)‖2H(W )
is satisfied. Multiplication byW (z) annihilates polynomial elements of the space L(1−ψ).
The adjoint of multiplication by V (z) as a transformation of C(z) into itself acts as a

partially isometric transformation of C(z) onto a Herglotz space L(θ) which is contained
contractively in C(z). The complementary space to the space L(θ) in C(z) is a Herglotz
space L(1− θ) whose elements are the elements f(z) of C(z) such that V (z)f(z) belongs
to the space H(V ). The identity

‖f(z)‖2L(1−θ) = ‖f(z)‖2 + ‖V (z)f(z)‖2H(V )
is satisfied. Multiplication by V (z) annihilates polynomial elements of the space L(1− θ).
The polynomial elements of the space L(1− θ) are identical with the polynomial elements
of the space L(1−ψ). The complementary space to the space L(1−θ) in the space L(1−ψ)
is a Herglotz space L(θ−ψ) which contains no nonzero polynomial. The space L(θ) is the
closure of its polynomial elements.

The adjoint of multiplication by U(z) as a transformation of C(z) into itself acts as a
partially isometric transformation of C(z) onto a Herglotz space L(φ) which is contained
contractively in C(z). The complementary space to the space L(φ) in C(z) is a Herglotz
space L(1− φ) whose elements are the elements f(z) of C(z) such that U(z)f(z) belongs
to the space H(U). The identity

‖f(z)2L(1−φ) = ‖f(z)‖2 + ‖U(z)f(z)‖2H(U)
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is satisfied. The adjoint of multiplication by V (z) as a transformation of C(z) into itself
acts as a partially isometric transformation of the space L(1−φ) onto the space L(θ−ψ).
Since the space L(θ−ψ) contains no nonzero polynomial, the adjoint of multiplication by
V (z) annihilates the polynomial elements of the space L(1− φ).
A Herglotz space L(1−η) is defined which is contained isometrically in the space L(1−φ)

and which is the closure of the polynomial elements of the space. The space L(φ) is the
closure of its polynomial elements and is contained contractively in the Herglotz space
L(η) which is the complementary space to the space L(1 − η) in C(z). A Herglotz space
L(α) is defined which is contained isometrically in the space L(η) and which is the closure
of the polynomial elements of the space. The space L(φ) is contained contractively in the
space L(α). The space L(1−η) is contained isometrically in the space L(1−α). The space
L(1− α) is contained isometrically in the space L(1− φ).
Since the adjoint of multiplication by V (z) as a transformation of C(z) into itself acts as

a partially isometric transformation of C(z) onto the space L(θ) and since the space L(α)
is contained contractively in C(z), the adjoint of multiplication by V (z) acts as a partially
isometric transformation of the space L(α) onto a Herglotz space L(β) which is contained
contractively in the space L(θ). The complementary space to the space L(β) in the space
L(θ) is a Herglotz space L(θ−β). The adjoint of multiplication by V (z) acts as a partially
isometric transformation of the space L(1− α) onto the space L(θ− β). Since the adjoint
of multiplication by V (z) acts as a contractive transformation of the space L(1− η) into a
space L(θ − ψ) which contains no nonzero polynomial and since the space L(1− η) is the
closure of its polynomial elements, the adjoint of multiplication by V (z) annihilates the
elements of the space L(1− η). The adjoint of multiplication by V (z) acts as a partially
isometric transformation of the space L(η) onto the space L(θ).
Since the adjoint of multiplication by V (z) as a transformation of C(z) into itself acts

as a partially isometric transformation of the space L(α) onto the space L(β), the adjoint
of multiplication by V (z) as a transformation of ext C(z) into itself acts as a partially
isometric transformation of ext L(α) onto ext L(β). The adjoint of multiplication by V (z)
as a transformation of ext C(z) into itself acts as a partially isometric transformation of
ext L(β) onto ext L(η).
Since the space L(α) is contained isometrically in the space L(η), ext L(α) is contained

isometrically in ext L(η). Since the polynomial elements of the space L(α) are the polyno-
mial elements of the space L(η), the partially isometric transformations of ext L(α) onto
the space L(α) and of ext L(β) onto the space L(β) have the same kernel. The space L(β)
which is the image of the space L(α) is contained isometrically in the space L(θ) which is
the image of the space L(η).
The space L(θ − β) is the closure of its polynomial elements since it is contained iso-

metrically in the space L(θ) which is the closure of its polynomial elements. Since the
space L(θ − β) is contained contractively in a space L(θ − ψ) which contains no nonzero
polynomial, the space L(θ − β) contains no nonzero element. The space L(β) is isometri-
cally equal to the space L(θ). Since the space L(1 − α) is contained in the kernel of the
adjoint of multiplication by V (z) as a transformation of C(z) into itself, it is contained
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contractively in the set of elements of the space H(V ) which are included isometrically in
C(z).
A convex decomposition of a space H which satisfies the inequality for difference quo-

tients but does not satisfy the identity of difference quotients is made when the space is
contained contractively in a space H(W ) such that the space D(W ) is the graph of an
injective transformation of the space H(W ) onto the space H(W ∗).
The space H can be assumed isometrically equal to a space H(U) for a power series

U(z) with operator coefficients such that multiplication by U(z) is a contractive transfor-
mation of C(z) into itself. A power series V (z) with operator coefficients exists such that
multiplication by V (z) is a contractive transformation of C(z) into itself, such that

W (z) = U(z)V (z),

and such that the range of multiplication by V (z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by V (z) as a transformation of ext C(z)
into itself.

Power series A(z) and C(z) with operator coefficients exist by Theorem 5 such that
multiplication by A(z) and multiplication by C(z) are contractive transformations of C(z)
into itself, such that

U(z) = C(z)A(z),

such that the space H(C) is contained isometrically in the space H(U) and satisfies the
identity for difference quotients, and such that the orthogonal complement in the space
H(A) of the set of products A(z)f(z) with f(z) a polynomial element of C(z) is the kernel
of multiplication by C(z) as a transformation of the space H(A) into the space H(U).

Power series B(z) and D(z) with operator coefficients exist by Theorem 5 such that
multiplication by B(z) and multiplication by D(z) are contractive transformations of C(z)
into itself, such that

V (z) = B(z)D(z),

such that the space H(D∗) is contained isometrically in the space H(V ∗) and satisfies the
identity for difference quotients, and such that the orthogonal complement in the space
H(B∗) of elements which are products B∗(z)f(z) with f(z) a polynomial element of C(z)
is the kernel of multiplication by D∗(z) as a transformation of the space H(B∗) into the
space H(V ∗).
As in the proof of Theorem 5 a partially isometric transformation of the space D(A)

into the space D(U) is defined by taking (f(z), g(z)) into (C(z)f(z), g(z)). A partially
isometric transformation of the space D(C) onto the orthogonal complement of the image
of the space D(A) in the space D(U) is defined by taking (f(z), g(z)) into (f(z), A∗(z)g(z)).
The kernel of the transformation is the set of pairs (f(z), g(z)) of elements of C(z) such
that f(z) vanishes and g(z) belongs to the kernel of multiplication by A∗(z).

The space D(U∗) is the graph of a transformation of the space H(U∗) into the space
H(U) since the space D(W ∗) is the graph of a transformation of the space H(W ∗) onto
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the space H(W ). The space H(A∗) satisfies the identity for difference quotients since it
is contained isometrically in the space H(U∗) which satisfies the identity for difference
quotients. Multiplication by A∗(z) annihilates every polynomial element f(z) of C(z) such
that A∗(z)f(z) belongs to the space H(A∗).
As in the proof of Theorem 5 a partially isometric transformation of the spaceD(B∗) into

the space D(V ∗) is defined by taking (f(z), g(z)) into (D∗(z)f(z), g(z)). A partially iso-
metric transformation of the space D(D∗) onto the orthogonal complement of the image of
the space D(B∗) in the space D(V ∗) is defined by taking (f(z), g(z)) into (f(z), B(z)g(z)).
The kernel of the transformation is the set of pairs (f(z), g(z)) of elements of C(z) such
that f(z) vanishes and g(z) belongs to the kernel of multiplication by B(z).

The space D(V ) is the graph of a transformation of the space H(V ) onto the space
H(V ∗) since the space D(W ) is the graph of a transformation of the space H(W ) onto
the space H(W ∗). The space H(B) satisfies the identity for difference quotients since
it is contained isometrically in the space H(V ) which satisfies the identity for difference
quotients. Multiplication by B(z) annihilates every polynomial element f(z) of C(z) such
that B(z)f(z) belongs to the space H(B).
The adjoint of multiplication by A(z) as a transformation of C(z) into itself acts as a

partially isometric transformation of C(z) onto a Herglotz space L(θ) which is contained
contractively in C(z). The complementary space to the space L(θ) in C(z) is a Herglotz
space L(1 − θ) whose elements are the elements f(z) of C(z) such that A(z)f(z) belongs
to the space H(A). The identity

‖f(z)‖2L(1−θ) = ‖f(z)‖2 + ‖A(z)f(z)‖2H(A)
is satisfied. The orthogonal complement in the space H(A) of the image of the space
L(1− θ) is the kernel of multiplication by C(z) as a transformation of the space H(A) into
the space H(U).
Since the space D(W ) is the graph of a transformation of the space H(W ) into the

space H(W ∗), the adjoint of multiplication by V (z) as a transformation of C(z) into itself
annihilates the elements of the space L(1−θ). The space L(1−θ) is contained contractively
in the set of elements of the space H(V ) which are included isometrically in C(z). Since the
space H(B) satisfies the identity for difference quotients, the space L(1− θ) is contained
contractively in the set of elements of the space H(B) which are included isometrically in
C(z). The space L(1− θ) is the set of elements f(z) of the space H(B) such that A(z)f(z)
belongs to the space H(A). The identity

‖f(z)‖2L(1−φ) = ‖f(z)‖2H(B) + ‖A(z)f(z)‖2H(A)
is satisfied.

An element
f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− θ) if, and only if, f(z) and g(z) are elements of C(z) such
that (A(z)f(z),−g(z)) belongs to the space D(A). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−θ) = ‖f(z) + z−1g(z−1)‖2 + ‖(A(z)f(z),−g(z))‖2D(A)
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is satisfied. Since (f(z),−B∗(z)g(z)) is an element of the space D(B) which has the same
norm as the element f(z) + z−1g(z−1) of ext C(z), an element

f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− θ) if, and only if, f(z) and g(z) are elements of C(z) such
that (A(z)f(z),−g(z)) belongs to the space D(A) and (−f(z), B∗(z)g(z)) belongs to the
space D(B). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−θ) = ‖(A(z)f(z),−g(z))‖2D(A) + ‖(−f(z), B∗(z)g(z))‖2D(B)

is satisfied.

The adjoint of multiplication by B∗(z) as a transformation of C(z) into itself acts as a
partially isometric transformation of C(z) onto a Herglotz space L(φ) which is contained
contractively in C(z). The complementary space to the space L(φ) in C(z) is a Herglotz
space L(1− φ) whose elements are the elements f(z) of C(z) such that B∗(z)f(z) belongs
to the space H(B∗). The identity

‖f(z)‖2L(1−φ) = ‖f(z)‖2 + ‖B∗(z)f(z)‖2H(B∗)

is satisfied. The orthogonal complement in the space H(B∗) of the image of the space
L(1− φ) is the kernel of multiplication by A∗(z) as a transformation of the space H(B∗)
into the space H(V ∗).
Since the space D(W ∗) is the graph of a transformation of the space H(W ∗) into the

space H(W ), the adjoint of multiplication by U∗(z) as a transformation of C(z) into itself
annihilates the elements of the space L(1−φ). The space L(1−φ) is contained contractively
in the set of elements of the spaceH(U∗) which are included isometrically in C(z). Since the
space H(A∗) satisfies the identity for difference quotients, the space L(1− φ) is contained
contractively in the set of elements of the space H(A∗) which are included isometrically
in C(z). The space L(1 − φ) is the set of elements f(z) of the space H(A∗) such that
B∗(z)f(z) belongs to the space H(B∗). The identity

‖f(z)‖2L(1−φ) = ‖f(z)‖2H(A∗) + ‖B∗(z)f(z)‖2H(B∗)

is satisfied.

An element
f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− φ) if, and only if, f(z) and g(z) are elements of C(z) such
that (B∗(z)f(z),−g(z)) belongs to the space D(B∗). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−φ) = ‖f(z) + z−1g(z−1)‖2 + ‖(B∗(z)f(z),−g(z))‖2D(B∗)

is satisfied. Since (f(z),−A(z)g(z)) is an element of the space D(A∗) which has the same
norm as the element f(z) + z−1g(z−1) of ext C(z), an element

f(z) + z−1g(z−1)
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of ext C(z) belongs to ext L(1− φ) if, and only if, f(z) and g(z) are elements of C(z) such
that (B∗(z)f(z),−g(z)) belongs to the space D(B∗) and (−f(z), A(z)g(z)) belongs to the
space D(A∗). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−φ) = ‖(B∗(z)f(z),−g(z))‖2D(B∗) + ‖(−f(z), A(z)g(z))‖2D(A∗)

is satisfied.

An isometric transformation of ext L(1− φ) onto ext L(1− θ) is defined by taking

f(z) + z−1g(z−1)

into
g(z) + z−1f(z−1)

with f(z) and g(z) elements of C(z). A Herglotz space L(θ∗) exists,

θ∗(z) =
∑
θ−n z

n

if
θ(z) =

∑
θnz

n.

The spaces L(φ) and L(θ∗) are isometrically equal.

Preparations are made for a convex decomposition.

Theorem 9. If a Hilbert space H of power series with vector coefficients satisfies the
inequality for difference quotients and is contained contractively in a space H(W ) for a
power series W (z) with operator coefficients such that multiplication by W (z) is a con-
tractive transformation of C(z) into itself and such that the space D(W ) is the graph of an
injective transformation of the space H(W ) onto the space H(W ∗), then a convex decom-
position

H = (1− t)H+ + tH−
applies with t and 1 − t equal and with H+ and H− Hilbert spaces of power series with
vector coefficients which satisfy the inequality for difference quotients and which are not
isometrically equal when H does not satisfy the identity for difference quotients.

Proof of Theorem 9. Previous constructions are assembled in a consistent notation. The
space H can be assumed isometrically equal to the space H(U) for a power series U(z)
with operator coefficients such that multiplication by U(z) is a contractive transformation
of C(z) into itself, such that

W (z) = U(z)V (z),

and such that the range of multiplication by V (z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by U(z) as a transformation of ext C(z)
into itself.
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A Herglotz space L(ψ) is constructed which is contained contractively in C(z) and is
the closure of its polynomial elements such that U(z)f(z) belongs to the space H(U) for
every element f(z) of the space L(1− ψ) and such that the identity

‖f(z)‖2L(1−ψ) = ‖f(z)‖2 + ‖U(z)f(z)‖2H(U)

is satisfied. The Herglotz space L(ψ∗) is contained contractively in C(z) and is the closure
of its polynomial elements. If f(z) is an element of the space L(1− ψ∗), then V ∗(z)f(z)
is an element of the space H(V ∗) which satisfies the identity

‖f(z)‖2L(1−ψ∗) = ‖f(z)‖2 + ‖V ∗(z)f(z)‖2H(V ∗).

The contractive transformation of the space D(U) into the space D(W ) which takes
(f(z), g(z)) into (f(z), V ∗(z)g(z)) acts as a partially isometric transformation of the space
D(U) onto a Hilbert space which is contained contractively in the space D(W ). The
contractive transformation of the space D(V ) into the space D(W ) which takes (f(z), g(z))
into (V (z)f(z), g(z)) acts as a partially isometric transformation of the space D(V ) onto
the complementary space to the image of the space D(U) in the space D(W ).

A Herglotz space L(θ) which is contained contractively in C(z) and which is the closure
of its polynomial elements is defined so that ext L(1 − θ) is the set of elements h(z) of
ext L(1− ψ) in the scalar product determined by the identity

‖h(z)‖2ext L(1−θ) = ‖h(z)‖2 + ‖h(z)‖2ext L(1−ψ).

The space L(θ∗) is the closure of its polynomial elements.

A power series A(z) with operator coefficients is defined so that multiplication by A(z)
is a contractive transformation of C(z) into itself, so that the adjoint of multiplication
by A(z) acts as a partially isometric transformation of C(z) onto the space L(θ), and so
that the kernel of the transformation contains zf(z) whenever it contains f(z). The space
L(1− θ) is the set of elements f(z) of C(z) such that A(z)f(z) belongs to the space H(A).
The identity

‖f(z)‖2L(1−θ) = ‖f(z)‖2 + ‖A(z)f(z)‖2H(A)
is satisfied. The orthogonal complement in the space H(A) of the image of the space
L(1− θ) is the set of elements of C(z) whose coefficients are annihilated by the adjoint of
multiplication by A(z). An element

f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− θ) if, and only if, f(z) and g(z) are elements of C(z) such
that (A(z)f(z),−g(z)) belongs to the space D(A). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−θ) = ‖f(z) + z−1g(z−1)‖2 + ‖(a(z)f(z),−g(z))‖2D(A)

is satisfied.
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A power series C(z) with operator coefficients exists such that multiplication by C(z)
is a contractive transformation of C(z) into itself, such that

U(z) = C(z)A(z),

and such that the range of multiplication by A(z) as a transformation of ext C(z) into itself
is orthogonal to the kernel of multiplication by C(z) as a transformation of ext C(z) into
itself.

The space H(C) is contained contractively in the space H(U). Multiplication by C(z)
is a partially isometric transformation of the space H(A) onto the complementary space to
the space H(C) in the space H(U). The kernel of the transformation is the set of elements
of C(z) whose coefficients are annihilated by the adjoint of multiplication by A(z). A
partially isometric transformation of the space L(1−ψ) onto the image of the space H(A)
is defined by taking f(z) into U(z)f(z).

The contractive transformation of the space D(C) into the space D(U) which takes
(f(z), g(z)) into (f(z), A∗(z)g(z)) acts as a partially isometric transformation of the space
D(C) onto a Hilbert space which is contained contractively in the space D(U). The con-
tractive transformation of the space D(A) into the space D(U) which takes (f(z), g(z))
into (C(z)f(z), g(z)) acts as a partially isometric transformation of the space D(A) onto
the complementary space to the image of the space D(C) in the space D(U). The kernel
of the transformation is the set of pairs (f(z), g(z)) of elements of C(z) such that g(z)
vanishes and the coefficients of f(z) are annihilated by the adjoint of multiplication by
A(z). A partially isometric transformation of ext L(1 − ψ) onto the image of the space
D(A) is defined by taking f(z) + z−1g(z−1) into (U(z)f(z),−g(z)).

A power series B(z) with operator coefficients is defined so that multiplication by B(z)
is a contractive transformation of C(z) into itself, so that the adjoint of multiplication by
B∗(z) acts as a partially isometric transformation of C(z) onto the space L(θ∗), and so
that the kernel of the transformation contains zf(z) whenever it contains f(z). The space
L(1 − θ∗) is the set of elements f(z) of C(z) such that B∗(z)f(z) belongs to the space
H(B∗). The identity

‖f(z)‖2L(1−θ∗) = ‖f(z)‖2 + ‖B∗(z)f(z)‖2H(B∗)

is satisfied. The orthogonal complement in the space H(B∗) of the image of the space
L(1− θ∗) is the set of elements of C(z) whose coefficients are annihilated by the adjoint of
multiplication by B∗(z). An element

f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− θ∗) if, and only if, f(z) and g(z) are elements of C(z) such
that (B∗(z)f(z),−g(z)) belongs to the space D(B∗). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−θ∗) = ‖f(z) + z−1g(z−1)‖2 + ‖(B∗(z)f(z),−g(z))‖2D(B∗)

is satisfied.
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A power series D(z) with operator coefficients exists such that multiplication by D(z)
is a contractive transformation of C(z) into itself, such that

V (z) = B(z)D(z),

and such that the range of multiplication by B∗(z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by D∗(z) as a transformation of ext C(z)
into itself.

The space H(D∗) is contained contractively in the space H(V ∗). Multiplication by
D∗(z) is a partially isometric transformation of the space H(B∗) into the complementary
space to the space H(D∗) in the space H(V ∗). The kernel of the transformation is the set
of elements of C(z) whose coefficients are annihilated by the adjoint of multiplication by
B∗(z). A partially isometric transformation of the space L(1− ψ∗) onto the image of the
space H(B∗) is defined by taking f(z) into V ∗(z)f(z).
The contractive transformation of the space D(D∗) into the space D(V ∗) which takes

(f(z), g(z)) into (f(z), B(z)g(z)) acts as a partially isometric transformation of the space
D(D∗) onto a Hilbert space which is contained contractively in the space D(V ∗). The con-
tractive transformation of the space D(B∗) into the space D(V ∗) which takes (f(z), g(z))
into (D∗(z)f(z), g(z)) acts as a partially isometric transformation of the space D(B∗) onto
the complementary space to the image of the space D(D∗) in the space D(V ∗). The kernel
of the transformation is the set of pairs (f(z), g(z)) of elements of C(z) such that g(z)
vanishes and the coefficients of f(z) are annihilated by the adjoint of multiplication by
B∗(z). A partially isometric transformation of ext L(1− ψ∗) onto the image of the space
D(B∗) is defined by taking f(z) + z−1g(z−1) into (V ∗(z)f(z),−g(z)).
The convex decompositions

H(U) = (1− t)H(C) + tH(UB)

and
H(V ∗) = (1− t)H(D∗) + tH(V ∗A∗)

apply with t and 1− t equal. The spaces H(C) and H(UB) are isometrically equal if, and
only if, the coefficients of every element of the space L(1−ψ) are annihilated by the adjoint
of multiplication by U(z) as a transformation of C(z) into itself, in which case the space
H(U) satisfies the identity for difference quotients. The spaces H(D∗) and H(V ∗A∗) are
isometrically equal if, and only if, the coefficients of every element of the space L(1− ψ∗)
are annihilated by the adjoint of multiplication by V ∗(z) as a transformation of C(z) into
itself, in which case the space H(V ∗) satisfies the identity for difference quotients. The
space H(U) satisfies the identity for difference quotients if, and only if, the space H(V ∗)
satisfies the identity for difference quotients.

This completes the proof of the theorem.

The convex decomposition is compatible with commuting transformations. If P (z) is
a power series with operator coefficients such that multiplication by P (z) is a contractive
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transformation of C(z) into itself, such that the adjoint of multiplication by P (z) is a
contractive transformation of the space H(W ) into itself, and such that the adjoint of
multiplication by P (z) is a contractive transformation of the space H(U) into itself, then
the adjoint of multiplication by P (z) is a contractive transformation of the space H(C)
into itself and the adjoint of multiplication by P (z) is a contractive transformation of the
space H(UB) into itself.
A Hilbert space of power series with vector coefficients which satisfies the identity for

difference quotients determines an invariant subspace when it is suitably confined.

Theorem 10. A Hilbert space of power series with vector coefficients which satisfies the
identity for difference quotients is contained isometrically in C(z) if it is contained con-
tractively in a space H(W ) for a power series W (z) with operator coefficients such that
multiplication by W (z) and multiplication by W ∗(z) are isometric transformations of C(z)
into itself.

Proof of Theorem 10. A Hilbert space of power series with vector coefficients which satisfies
the identity for difference quotients is by Theorem 2 isometrically equal to a space H(U)
for a power series U(z) with operator coefficients such that multiplication by U(z) is a
contractive transformation of C(z) into itself. If the space H(U) is contained contractively
in the space H(W ), then a power series V (z) with operator coefficients exists by Theorem
3 such that multiplication by V (z) is a contractive transformation of C(z) into itself, such
that

W (z) = U(z)V (z),

and such that the range of multiplication by V (z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by U(z) as a transformation of ext C(z)
into itself. Multiplication by V (z) is an isometric transformation of C(z) into itself since
multiplication by W (z) is an isometric transformation of C(z) into itself. Multiplication
by U∗(z) is an isometric transformation of C(z) into itself since multiplication by W ∗(z)
is an isometric transformation of C(z) into itself.
The contractive transformation of the space D(U) into the space D(W ) which takes

(f(z), g(z)) into (f(z), V ∗(z)g(z)) acts as a partially isometric transformation of the space
D(U) onto a Hilbert space which is contained contractively in the space D(W ). The
contractive transformation of the space D(V ) into the space D(W ) which takes (f(z), g(z))
into (V (z)f(z), g(z)) acts as partially isometric transformation of the space D(V ) onto the
complementary space to the image of the space D(U) in the space D(W ).
The adjoint of multiplication by U(z) as a transformation of C(z) into itself acts as a

partially isometric transformation of C(z) onto a Herglotz space L(φ) which is contained
contractively in C(z). The complementary space to the space L(φ) in C(z) is a Herglotz
space L(1 − φ) whose elements are the elements f(z) of C(z) such that u(z)f(z) belongs
to the space H(U). The identity

‖f(z)‖2L(1−φ) = ‖f(z)‖2 + ‖U(z)f(z)‖2H(U)
is satisfied. The adjoint of multiplication by V (z) as a transformation of C(z) into itself
takes an element f(z) of the space L(1−φ) into an element g(z) of C(z) such thatW (z)g(z)
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belongs to the space H(W ). Since multiplication by W (z) is an isometric transformation
of C(z) into itself, no nonzero element g(z) of C(z) exists such that W (z)g(z) belongs to
the space H(W ). The adjoint of multiplication by V (z) as a transformation of C(z) into
itself annihilates the elements of the space L(1 − φ). The space L(1 − φ) is contained
contractively in the space H(V ) which is contained isometrically in C(z).

The space D(V ) is the graph of a transformation of the space H(V ) onto the space
H(V ∗) since the space D(W ) is the graph of a transformation of the space H(W ) onto the
space H(W ∗). An element

f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1− φ) if, and only if, f(z) and g(z) are elements of C(z) such
that (U(z)f(z),−g(z)) belongs to the space D(U). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−φ) = ‖f(z) + z−1g(z−1)‖2 + ‖(U(z)f(z),−g(z))‖2D(U)

is satisfied. Since (f(z),−V ∗(z)g(z)) is an element of the space D(V ) which has the same
norm as the element f(z) of the space H(V ), the identity

‖f(z) + z−1g(z−1)‖2ext L(1−φ) = ‖(U(z)f(z),−g(z))‖2D(U) + ‖(−f(z), V ∗(z)g(z))‖2D(V )

is satisfied.

The adjoint of multiplication by V ∗(z) as a transformation of C(z) into itself acts as a
partially isometric transformation of C(z) onto a Herglotz space L(ψ) which is contained
contractively in C(z). The complementary space to the space L(ψ) in C(z) is a Herglotz
space L(1− ψ) whose elements are the elements f(z) of C(z) such that V ∗(z)f(z) belongs
to the space H(V ∗). The identity

‖f(z)‖2L(1−ψ) = ‖f(z)‖2 + ‖V ∗(z)f(z)‖2H(V ∗)

is satisfied. The adjoint of multiplication by U∗(z) as a transformation of C(z) into itself
takes an element f(z) of the space L(1−ψ) into an element g(z) of C(z) such thatW ∗(z)g(z)
belongs to the space H(W ∗). Since multiplication byW ∗(z) is an isometric transformation
of C(z) into itself, no nonzero element g(z) of C(z) exists such that W ∗(z)g(z) belongs to
the space H(W ∗) The adjoint of multiplication by U∗(z) as a transformation of C(z) into
itself annihilates the elements of the space L(1 − ψ). The space L(1 − ψ) is contained
contractively in the space H(U∗) which is contained isometrically in C(z).
The space D(U∗) is the graph of a transformation of the space H(U∗) onto the space

H(U) since the space D(W ∗) is the graph of a transformation of the space H(W ∗) onto
the space H(W ). An element

f(z) + z−1g(z−1)

of ext C(z) belongs to ext L(1−ψ) if, and only if, f(z) and g(z) are elements of C(z) such
that (V ∗(z)f(z),−g(z)) belongs to the space D(V ∗). The identity

‖f(z) + z−1g(z−1)‖2ext L(1−ψ) = ‖f(z) + z−1g(z−1)‖2 + ‖(V ∗(z)f(z),−g(z))‖2D(V ∗)
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is satisfied. Since (f(z),−U(z)g(z)) is an element of the space D(U∗) which has the same
norm as the element of the space H(U∗), the identity

‖f(z) + z−1g(z−1)‖2ext L(1−ψ) = ‖(−f(z), U(z)g(z))‖2D(U∗) + ‖(V ∗(z)f(z),−g(z)‖2D(V ∗)

is satisfied.

Since an isometric transformation of ext L(1−ψ) onto ext L(1−φ) is defined by taking

f(z) + z−1g(z−1)

into
g(z) + z−1f(z−1)

when f(z) and g(z) are elements of C(z), the function

φ∗(z) = ψ(z)

can be chosen for the function ψ(z) with

φ∗(z) = Σφ−n z
n

if
φ(z) = Σφnz

n.

A Herglotz space L(θ) which is contained contractively in C(z) and which is the closure
of its polynomial elements is defined so that ext L(1 − θ) is the set of elements h(z) of
ext L(1− φ) with scalar product determined by the identity

‖h(z)‖2ext L(1−φ) = ‖h(z)‖2 + ‖h(z)‖2ext L(1−φ).

The space L(θ∗) is contained contractively in C(z) and is the closure of its polynomial
elements.

A power series A(z) with operator coefficients exists such that multiplication by A(z)
is a contractive transformation of C(z) into itself, such that the adjoint of multiplication
by A(z) acts as a partially isometric transformation of C(z) onto the space L(θ), and such
that the kernel of the transformation contains zf(z) whenever it contains f(z).

The space H(A∗) is contained contractively in the space H(U∗). A power series C(z)
with operator coefficients exists such that multiplication by C(z) is a contractive transfor-
mation of C(z) into itself, such that

U(z) = C(z)A(z),

and such that the range of multiplication by C∗(z) as a transformation of ext C(z) into
itself is orthogonal to the kernel of multiplication by A∗(z) as a transformation of ext C(z)
into itself.
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The space H(C) is contained contractively in the space H(U). Multiplication by C(z)
is a partially isometric transformation of the space H(A) onto the complementary space
to the space H(C) in the space H(U). A partially isometric transformation of the space
L(1 − φ) into the space H(A) is defined by taking f(z) into A(z)f(z). The orthogonal
complement of the image of the space L(1 − φ) in the space H(A) is the set of elements
which are annihilated on multiplication by C(z). A partially isometric transformation of
the space L(1 − φ) onto the image of the space H(A) in the space H(U) is defined by
taking f(z) into U(z)f(z).

A power series B(z) with operator coefficients exists such that multiplication by B(z) is
a contractive transformation of C(z) into itself, such that the adjoint of multiplication by
B∗(z) acts as a partially isometric transformation of C(z) onto the space L(θ∗), and such
that the kernel of the transformation contains zf(z) whenever it contains f(z).

The space H(B) is contained contractively in the space H(V ). A power series D(z) with
operator coefficients exists such that multiplication by D(z) is a contractive transformation
of C(z) into itself, such that

V (z) = B(z)D(z),

and such that the range of multiplication by D(z) as a transformation of C(z) into itself
is orthogonal to the kernel of multiplication by B(z) as a transformation of ext C(z) into
itself.

The space H(D∗) is contained contractively in the space H(V ∗). Multiplication by
D∗(z) is a partially isometric transformation of the space H(B∗) onto the complementary
space to the space H(D∗) in the space H(V ∗). A partially isometric transformation of
the space L(1− φ∗) into the space H(B∗) is defined by taking f(z) into B∗(z)f(z). The
orthogonal complement of the space L(1 − φ∗) in the space H(B∗) is the set of elements
which are annihilated on multiplication by D∗(z). A partially isometric transformation of
the space L(1− φ∗) onto the image of the space H(B∗) in the space H(V ∗) is defined by
taking f(z) into V ∗(z)f(z).

The contractive transformation of the space D(B∗) into the space D(V ∗) which takes
(f(z), g(z)) into (f(z), B(z)g(z)) acts as a partially isometric transformation of the space
D(D∗) onto a Hilbert space which is contained contractively in the space D(V ∗). The con-
tractive transformation of the space D(B∗) into the space D(V ∗) which takes (f(z), g(z))
into (B∗(z)f(z), g(z)) acts as a partially isometric transformation of the space D(B∗) onto
the complementary space to the image of the space D(D∗) in the space D(V ∗).
The kernel of the transformation is the set of pairs (f(z), g(z)) of elements of C(z) such

that g(z) vanishes and the coefficients of f(z) are annihilated by the adjoint of multipli-
cation by B∗(z). A partially isometric transformation of ext L(1− φ∗) onto the image of
the space D(B∗) is defined by taking f(z)+z−1g(z−1) into (V ∗(z)f(z),−g(z)). The space
L(1 − φ) is mapped onto the image of the space H(B) in the space H(U) by a partially
isometric transformation which takes f(z) into U(z)f(z).

The convex decomposition

H(U) = (1− t)H(C) + tH(UB)
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applies with t and 1 − t equal. Since the space H(U) satisfies the identity for difference
quotients, the space H(C) and H(UB) are isometrically equal to the space H(U). Since
multiplication by U(z) is a partially isometric transformation of the space L(1− φ) onto
the orthogonal complement of the space H(C) in the space H(U), multiplication by U(z)
annihilates every element of the space L(1−φ). The space H(U) is contained isometrically
in C(z).
This completes the proof of the theorem.

A topology is defined on the space of continuous transformations of a Hilbert space into
itself for the construction of invariant subspaces. The definition is made for the coefficient
space because of convenience in notation but is applicable to an arbitrary Hilbert space.

An operator is a continuous transformation of the coefficient space C into itself. The
adjoint of an operator S is an operator S−. Elements of the space are vectors. The scalar
product

〈a, b〉 = b−a

of vectors a and b is linear in a and conjugate linear in b. The norm |c| of a vector c is the
nonnegative square root of the scalar self–product

|c|2 = c−c.

If a and b are vectors, an operator ab− is defined by the associative law

(ab−)c = a(b−c)

for every vector c. The operator and its adjoint

(ab−)− = ba−

have range of dimension at most one. Every operator whose range has dimension at most
one is equal to ab− for some vectors a and b.

If e1, . . . , er is an orthonormal set of vectors whose vector span contains the range of
the operator and the range of its adjoint, then

a = a1e1 + . . .+ arer

for complex numbers
ak = e

−
k a

and
b = b1e1 + . . .+ brer

for complex numbers
bk = e

−
k b.
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The operator

ab− =
∑
aib
−
j eie

−
j

is represented by a square matrix with entry

aib
−
j

in the i–th row and j–th column for i, j = 1, . . . , r. The trace

b−a = b−1 a1 + . . .+ b
−
r ar

of the matrix is a complex number which is independent of the orthonormal set. The
adjoint operator

ba− =
∑
bia
−
j eie

−
j

is represented by the conjugate transpose matrix which has entry

bia
−
j

in the i–th row and j–th column for i, j = 1, . . . , r. The trace

a−b = a−1 b1 + . . .+ a
−
r br

of the adjoint operator is the complex conjugate of the trace of the operator.

An operator

S =
∑
Sijeie

−
j

whose range is contained in the vector span of the orthonormal set and has adjoint

S− =
∑
S−jieie

−
j

whose range is contained in the vector span of the orthonormal set is represented by a
square matrix with entry

Sij

in the i–th row and j–th column for i, j = 1, . . . , r and has adjoint represented by the
conjugate transpose matrix with entry

S−ji

in the i–th row and j–th column for i, j = 1, . . . , r. The trace

spurS = S11 + . . .+ Srr

of the operator S is a sum which is independent of the choice of orthonormal set. The
trace

spurS− = S−11 + . . .+ S
−
rr
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of the adjoint operator is the complex conjugate

spurS− = (spurS)−

of the trace of the operator.

If T is an operator and if
S = ab−

is an operator whose range has dimension at most one, then the composed operator

TS = Tab−

has range of dimension at most one. Since

S− = ba−

has range of dimension at most one, the composed operator

S−T− = ba−T−

has range of dimension at most one. The trace

spur(S−T−) = a−T−b

is the complex conjugate of the trace

spur(TS) = b−Ta.

If T is an operator and if S is an operator of finite dimensional range, then the composed
operator TS has range of no larger dimension. Since the adjoint operator has range of the
same dimension as the dimension of range of S−, the composed operator S−T− has range
of no larger dimension. The traces of the composed operators TS and S−T− are complex
conjugates since the operators are adjoints of each other.

The operator norm
|S| = sup |b−Sa|

of an operator S is defined as a least upper bound taken over all vectors a and b of norm

|a| ≤ 1

and
|b| ≤ 1

at most one.

The norm of a nonzero operator is positive. The identity

|wT | = |w||T |
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holds for every complex number w if T is an operator.

The inequality
|S + T | ≤ |S|+ |T |

holds for all operators S and T . A contractive operator is an operator T whose operator
norm

|T | ≤ 1
is not greater than one. A contractive operator T does not increase metric distances: The
inequality

|Tb− Ta| ≤ |b− a|
holds for all vectors a and b.

The trace norm of an operator S of finite dimensional range is defined as the least upper
bound

‖S‖ = sup | spur(TS)|
taken over all contractive operators T . Since the adjoint of a contractive operator is
contractive, the adjoint of S− of an operator S of finite dimensional range has the same
trace norm

‖S−‖ = ‖S‖
as S. The trace norm of a nonzero operator S of finite dimensional range is positive. The
identity

‖wS‖ = |w|‖S‖
holds for every complex number w if S is an operator of finite dimensional range. The
inequality

‖S + T‖ ≤ ‖S‖+ ‖T‖
holds for all operators S and T of finite dimensional range.

The trace class is defined as the completion of the space of operators of finite dimen-
sional range in the metric topology defined by the trace norm. An operator is said to be
completely continuous it is a limit in the metric topology defined by the operator norm of
operators of finite dimensional range. Since the inequality

|T | ≤ ‖T‖

holds for every operator T of finite dimensional range, the trace class is contained in the
space of completely continuous operators. The trace class is a vector space with norm
which is the continuous extension of the trace norm.

If T is an operator, the function
spur(TS)

of operators S of finite dimensional range admits a unique continuous extension as a
function of operators S of trace class. The inequality

| spur(TS)| ≤ |T |‖S‖
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holds for every operator S of trace class with ‖S‖ defined by continuity in the trace class.

If T is an operator, the function
spur(ST )

of operators S of finite dimensional range admits a unique continuous extension as a
function of operators S of trace class. The inequality

| spur(TS)| ≤ |T |‖S‖

holds for every operator S of trace class with ‖S‖ defined by continuity in the trace class.

If T if an operator, the function
spur(ST )

of operators S of finite dimensional range admits a unique continuous extension as a
function of operators S of trace class. The inequality

| spur(ST )| ≤ ‖S‖|T |

holds for every operator S of trace class. The compositions ST and TS of an operator S
of trace class and an operator T are operators of trace class. The identity

spur(S−T−) = spur(ST )−

holds for every operator S of trace class and every operator T .

The class of completely continuous operators is a vector space which is complete in the
metric topology defined by the operator norm. Every linear functional on the space of
completely continuous operators which is continuous for metric topology is defined by an
operator S of trace class and takes a completely continuous operator T into

spur(TS) = spur(ST ).

The Dedekind topology of the space of completely continuous operators is derived from
a definition of closure for convex sets. The closure B− of a convex set B of completely
continuous operators is defined to be its closure for the metric topology defined by the
operator norm. A convex set of completely continuous operators is defined to be open if it
is disjoint from the closure to every disjoint convex set of completely continuous operators.
A set of completely continuous operators is defined to be open if it is a union of open
convex sets. A set of completely continuous operators is defined to be closed if it is the
complement of an open set of completely continuous operators. A convex set is closed if,
and only if, it is equal to its closure.

The space of completely continuous operators is a Hausdorff space in the Dedekind
topology whose open and closed sets are defined from the closure operation on convex sets.
The Hahn–Banach theorem applies in the Dedekind topology: If a nonempty open convex
set A is disjoint from a nonempty convex set B, then B is contained in a closed convex
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set whose complement is convex and contains A. The Dedekind topology is identical with
the metric topology defined by the operator norm since the space of completely continuous
operators is complete in the operator norm.

The Dedekind topology of the space of trace class operators is derived from a closure
operation on convex sets. The closure B− of a convex set B of trace class operators is
defined to be its closure for the metric topology defined by the trace norm. A convex set of
trace class operators is defined to be open if it is disjoint from the closure of every disjoint
convex set of trace class operators. A set of trace class operators is defined to be open
if it is a union of open convex sets of trace class operators. A convex set of trace class
operators is closed if, and only if, it is equal to its closure.

The trace class is a Hausdorff space in the topology whose open and closed sets are
defined by the closure operation on convex sets. The Hahn–Banach theorem applies in the
Dedekind topology: If a nonempty open convex set A is disjoint from a nonempty convex
set B, then B is contained in a closed convex set whose complement is convex and contains
A. The Dedekind topology is identical with the metric topology defined by the trace norm
since the trace class is complete in the metric topology.

The Dedekind topology of the space of all operators is derived from a closure operation
on convex sets. The closure B− of a convex set B of operators is defined to be its closure
for the metric topology defined by the operator norm. A convex set of operators is defined
to be open if it is disjoint from the closure of every disjoint convex set of operators. A
set of operators is defined to be open if it is a union of open convex sets of operators. A
convex set of operators is closed if, and only if, it is equal to its closure.

The space of all operators is a Hausdorff space in the topology whose open and closed
sets are defined by the closure operation on convex sets. The Hahn–Banach theorem applies
in the Dedekind topology: If a nonempty open convex set A is disjoint from a nonempty
convex set B, then B is contained in a closed convex set whose complement is convex and
contains A. The Dedekind topology is identical with the metric topology defined by the
operator norm since the space of all operators is complete in the metric topology.

The weak topology of the trace class is defined by the space of completely continuous
operators. A basic open set for the weak topology is defined as a finite intersection of
inverse images of open convex subsets of the complex plane under transformations of the
trace class into the complex plane which take T into

spur(TS)

for a completely continuous operator S. An open set is defined as a union of basic open
sets. A closed set is defined as the complement of an open set.

The trace class is a Hausdorff space in the topology whose open and closed sets are
defined by the space of completely continuous operators. The Hahn–Banach theorem
applies in the weak topology: If a nonempty open convex set A is disjoint from a nonempty
convex set B, then a closed convex set exists which contains B and whose complement is
convex and contains A. A convex is closed for the weak topology if, and only if, its image
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in the complex plane is a closed convex set under the transformation which takes T into

spur(TS)

for every completely continuous operator S.

A subset of the trace class is said to be bounded if its image in the complex plane is
bounded under the transformation which takes T into

spur(TS)

for every completely continuous operator S. A subset of the trace class is bounded if, and
only if, the set of metric distances

‖B − A‖

between elements A and B of the set is bounded. A closed and bounded subset of the
trace class is compact when the trace class is given the weak topology. The inclusion of
the trace class given the Dedekind topology in the trace class given the weak topology is
continuous.

The weak topology of the space of all operators is defined by the trace class. A basic
open set for the weak topology is defined as a finite intersection of inverse images of open
convex subsets of the complex plane under transformations of the space of all operators
into the complex plane which take T into

spur(TS)

for a trace class operator S. An open set is defined by a union of basic open sets. A closed
set is defined as the complement of an open set.

The space of all operators is a Hausdorff space in the topology whose open and closed sets
are defined by the trace class. The Hahn–Banach theorem applies in the weak topology:
If a nonempty open convex set A is disjoint from a nonempty convex set B, then a closed
convex set exists which contains B and whose complement is convex and contains A. A
convex set is closed for the weak topology if, and only if, its image in the complex plane is
a closed convex set under the transformation which takes T into

spur(TS)

for every trace class operator S.

A subset of the space of all operators is said to be bounded if its image in the complex
plane is bounded under the transformation which takes T into

spur(TS)

for every trace class operator S. A subset of the space of all operators is bounded if, and
only if, the set of metric distances

|B − A|
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between elements A and B of the set is bounded. A closed and bounded subset of the
space of all operators is compact when the space is given the weak topology. The inclusion
of the space of all operators given the Dedekind topology in the space of all operators given
the weak topology is continuous.

If S is a completely continuous operator, the norm

|S| = sup |b−Sa|

is a least upper bound taken over all vectors a and b of norm at most one which is achieved
since the set of all contractive trace class operators whose range has dimension at most
one is weakly compact. If a and b are vectors of norm at most one such that

|S| = |b−Sa|

and if S does not vanish, then a and b are vectors of norm one which can be chosen so that

λb = Sa

for a complex number λ such that
|λ| = |S|.

The operator
S − λba−

annihilates a and has adjoint
S− − λ−a−b

which annihilates b.

If S does not have finite dimensional range, a sequence of completely continuous oper-
ators Sn is defined inductively for nonnegative integers n starting with

S0 = S.

When Sn is defined, vectors an and bn of norm one are chosen so that

λnbn = Snan

for a complex number λn such that

|λn| = |Sn|.

An orthonormal set of vectors an and an orthonormal set of vectors bn are defined for
nonnegative integers n. A property of completely continuous operators implies that the
numbers λn converge to zero.

Whenever an orthonormal set of vectors en is defined for nonnegative integers n, then
the action

Sen
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of a completely continuous operator S on the vectors produces a sequence of vectors which
converge to zero. The stated property is immediate when the operator has finite dimen-
sional range. The property follows for every completely continuous operator since the
operator is a limit in the metric topology defined by the operator norm of operators of
finite dimensional range.

The structure of completely continuous operators determines the structure of trace class
operators since every operator which is of trace class is completely continuous. If a trace
class operator S does not have finite dimensional range, then an orthonormal set of vectors
an and an orthonormal set of vectors bn are defined for nonnegative integers n so that

λnbn = San

for a complex number λn for every n and such that

‖S‖ =
∑
|λn|.

A compact convex set is the closed convex span of its extreme points by the Krein–
Milman theorem. Examples of compact convex sets are found in the space of all operators
given the weak topology.

An extreme point of a convex set is an element c of the set which is not a convex
combination

c = (1− t)a+ tb

of distinct elements a and b of the set with t and 1− t positive.
The image of a compact convex set B of operators is a compact convex subset of the

complex plane under the transformation which takes T into

spur(TS)

for every trace class operator S. The image of an extreme point of B is an extreme point
of the image of B.

The elements of B which are mapped into an extreme point of the image of B have
properties which are taken as the definition of a face of B. A face of B is a nonempty
closed convex subset of B such that elements a and b of B belong to the subset whenever
some convex combination

(1− t)a+ tb

with t and 1− t positive belongs to the subset.
A nonempty compact convex set has a face since the full set meets the definition of a

face. An intersection of faces is a face if it is nonempty. If a nonempty class of faces has the
property that every finite intersection is nonempty, then the intersection of all members
of the class is nonempty. Every face contains a minimal face.
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A face which contains more than one element is not minimal since the image of the face
contains more than one element under the transformation which takes T into

spur(TS)

for some trace class operator S. The unique element of a minimal face of a nonempty
compact convex set is an extreme point of the set.

If an operator does not belong to the closed convex span of the extreme points of
a nonempty compact convex set, then the image of the operator in the complex plane
does not belong to the closed convex span of the images of extreme points under the
transformation which takes T into

spur(TS)

for some trace class operator S. Such an operator does not belong to the compact convex
set since otherwise an extreme point can be constructed which has not previously been
observed.

An application of the Krein–Milman theorem is made to the existence of invariant sub-
spaces of a contractive transformation of a Hilbert space into itself which has an isometric
adjoint. Since the coefficient space is an unrestricted Hilbert space, it can be assumed
without loss of generality that the space is a Herglotz space L(φ) and that the transfor-
mation takes f(z) into [f(z) − f(0)]/z. The kernel of the transformation is an invariant
subspace which is of interest when it contains a nonzero element. When the kernel con-
tains no nonzero element, an isometric transformation of ext L(φ) onto L(φ) is defined
by taking a Laurent series into the power series which has the same coefficient of zn for
every nonnegative integer n. The transformation of the space L(φ) into itself which takes
f(z) into [f(z)−f(0)]/z is unitarily equivalent to the transformation of ext L(φ) into itself
which takes f(z) into z−1f(z).

The Krein–Milman theorem is applied to the construction of closed subspaces of ext L(φ)
which are invariant under multiplication by z and under division by z. The Herglotz space
L(φ) is arbitrary. The Herglotz spaces which are contained contractively in the space L(φ)
form a convex set. An extreme point of the set is a Herglotz space L(ψ) such that ext L(ψ)
is contained isometrically in ext L(φ). A topology is defined on the convex set to meet the
compactness hypothesis of the Krein–Milman theorem.

If a Hilbert space P is contained contractively in a Hilbert space H, the adjoint of the
inclusion of P inH is a transformation ofH into P which is treated as a transformation P of
H into itself on composition with the inclusion of P in H. The self–adjoint transformation
P is nonnegative and contractive.

A nonnegative and contractive transformation P of H into itself coincides with the
adjoint of the inclusion in H of a Hilbert space P which is contained contractively in H.
The range of the transformation P is dense in the space P. The identity

〈Pa, Pb〉P = 〈a, Pb〉H
defines the scalar product of those elements of P which belong to the range of P . The
space P is the completion of the range of P in the metric topology defined by the norm.
The scalar product of P is defined by continuity.
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Hilbert spaces which are contained contractively in a Hilbert space H are in one–to–one
correspondence with nonnegative and contractive transformations of H into itself. The
correspondence is a homomorphism of convex structure: If Hilbert spaces P and Q are
contained contractively n H and if the Hilbert space

(1− t)P + tQ

is a convex combination of P and Q, then the adjoint of the inclusion of the space in H
coincides with

(1− t)P + tQ

with P the adjoint of the inclusion of P in H and Q the adjoint of the inclusion of Q in H.
The adjoint of the inclusion of H in itself is multiplication by the number one. Multipli-

cation by the number zero coincides with the adjoint of the inclusion in H of the Hilbert
space containing no nonzero element. If a nonnegative and contractive transformation P
coincides with the adjoint of the inclusion of a Hilbert space P in H, then the nonnegative
and contractive transformation 1 − P coincides with the adjoint of the inclusion in H of
the complementary space to P in H.
The set of all Hilbert spaces which are contained contractively in a Hilbert space H is

a compact convex set when given the topology obtained from the weak topology of the
space of all nonnegative and contractive transformations of H into itself. The topology
of transformations is transferred to a topology of spaces by treating the isomorphism of
convex structure as a homeomorphism.

The convex set of all Hilbert spaces which are contained contractively in a Hilbert space
H is the closed convex span of its extreme points by the Krein–Milman theorem. A Hilbert
space which is contained contractively in H is an extreme point of the convex set if, and
only if, it is contained isometrically in H. The identity

P 2 = P

characterizes the adjoint P of the inclusion in H of a Hilbert space P which is contained
isometrically in H. The transformation is the orthogonal projection of H onto P.
Another application of the Krein–Milman theorem is given to the convex set of all

Herglotz spaces which are contained contractively in a Herglotz space L(φ). The convex
set is compact since it is closed subset of a compact set. The convex set is the closed convex
span of its extreme points. The extreme points are the Herglotz spaces L(ψ) such that
ext L(ψ) is contained isometrically in ext L(φ). Closed subspaces of a Hilbert space which
are invariant subspaces for an isometric transformation of the space into itself and for its
inverse are obtained by a computation of Herglotz spaces L(ψ) contained contractively in
a Herglotz space L(φ) such that ext L(ψ) is contained isometrically in ext L(φ).
A continuous function f(w) of ω in the unit circle is parametrized by the function

ω = exp(it)
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of t in the real line. A Herglotz space L(ψ) which is contained contractively in the space
L(φ) is constructed when the function f(ω) of ω takes its values in the interval [0, 1]. A
construction of ext L(ψ) is made in ext L(φ).

A Laurent series

2π(1 + r)hr(z) =
∑∫

( 12 e
−itz + 1

2e
itz−1)nf(eit)dt

is defined for every nonnegative integer r as a sum from n equal to zero to n equal r of
Stieltjes integrals over the unit circle. The coefficient of zn in hr(z) vanishes when n is
greater than r or less than −r. The Laurent series represents a function whose values on
the unit circle belong to the interval [0, 1].

A polynomial Ur(z) of degree at most r exists such that multiplication by Ur(z) is a
contractive transformation of C(z) into itself and such that

hr(z) = Ur(z)U
∗
r (z

−1).

Since the polynomial has complex numbers as coefficients, multiplication by Ur(z) is a
partially isometric transformation of ext L(φ) onto ext L(ψr) for a Herglotz space L(ψr)
which is contained in the Herglotz space L(φ).
A polynomial Vr(z) of degree at most r exists such that multiplication by Vr(z) is a

contractive transformation of C(z) into itself and such that

1− hr(z) = Vr(z)V ∗r (z−1).

Since the polynomial has complex coefficients, multiplication by Vr(z) is a partially isomet-
ric transformation of ext L(φ) onto ext L(θr) for a Herglotz space L(θr) which is contained
contractively in the Herglotz space L(φ).

The Herglotz spaces L(ψr) and L(θr) are complementary spaces in the space L(φ) since
the identity

1 = Ur(z)U
∗
r (z

−1) + Vr(z)V
∗
r (z

−1)

implies that ext L(ψr) and ext L(θr) are contained contractively in ext L(φ) as complemen-
tary spaces to each other. The adjoint of the inclusion of ext L(ψr) in ext L(φ) coincides
with multiplication by

Ur(z)U
∗
r (z

−1)

as a transformation of ext L(φ) into itself. The adjoint of the inclusion of ext L(θr) in
ext L(φ) coincides with multiplication by

Vr(z)V
∗
r (z

−1)

as a transformation of ext L(φ) into itself.
A Laurent series

h(z) = limhr(z)
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with complex coefficients is defined formally as a limit in which the coefficient of zn on the
left is a limit of coefficients of zn on the right for every integer n. If

h(z) =
∑
λnz

n,

then

2πλn =

∫
e−intf(eit)dt

is a Stieltjes integral over the unit circle for every integer n. A Herglotz space L(ψ) which
is contained contractively in the Herglotz space L(φ) exists such that the adjoint of the
inclusion of ext L(ψ) in ext L(φ) coincides with multiplication by h(z) as a transformation
of ext L(φ) into itself.

The continuous functions f(ω) of w in the unit circle whose values are taken in the
interval [0, 1] form a convex set in which convex combinations of functions are defined by
convex combinations of function values. The parametrization of Herglotz spaces which are
contained contractively in the Herglotz space L(φ) is a homomorphism of convex structure.
The space L(φ) is parametrized by the function which is identically one. The function
which is identically zero parametrizes a Herglotz space which contains no nonzero element.

If f(ω) and g(ω) are continuous functions of ω in the unit circle whose values are taken
in the interval [0, 1] and which satisfy the inequality

f(ω) ≤ g(ω)

for every element ω of the unit circle, then the Herglotz space parametrized by the function
f(ω) of ω is contained contractively in the Herglotz space parametrized by the function
g(ω) of ω.

A Herglotz space L(ψ) which is contained contractively in the Herglotz space L(φ)
is parametrized by a closed subset C of the unit circle. The space L(ψ) is contained
contractively in every Herglotz space parametrized by a continuous function with value
one at every element of C. When a Herglotz space L(θ) is contained contractively in every
Herglotz space parametrized by a continuous function with value one at every element of
C, the space L(θ) is contained contractively in the space L(ψ). The adjoint of the inclusion
of ext L(ψ) in ext L(φ) coincides with multiplication by the Laurent series

h(z) =
∑
λnz

n

whose n–th coefficient

2πλn =

∫
e−intf(eit)dt

is defined as a Stieltjes integral over C for every integer n. The inclusion of ext L(ψ) in
ext L(φ) is isometric. The adjoint of the inclusion is an orthogonal projection.

The Baire class of subsets of the unit circle is defined as the smallest class of subsets
which contains the closed sets, which contains the complement of every set of the class,
and which contains every countable union of sets in the class.
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A Herglotz space L(ψ) which is contained contractively in the Herglotz space L(φ) is
parametrized by every Baire subset C of the unit circle. The inclusion of ext L(ψ) in
ext L(φ) is isometric. The orthogonal projection of ext L(φ) onto ext L(ψ) coincides with
multiplication by the Laurent series

h(z) =
∑
λnz

n

whose n–th coefficient

2πλn =

∫
e−intf(eit)dt

is defined as a Lebesgue integral over C for every integer n.

The spectrum of multiplication by z as a transformation of ext L(φ) into itself is defined
as the smallest closed subset of the unit circle which is assigned the orthogonal projection
of ext L(φ) onto itself. The orthogonal projection assigned to a Baire subset of the unit
circle is identical with the orthogonal projection assigned to the intersection of the Baire
set with the spectrum.

A Baire function is a function f(ω) of ω in the unit circle which is a pointwise limit of
elements of a countable set of continuous functions. A function f(ω) of ω in the unit circle
is a Baire function if, and only if, the inverse image of every closed subset of the complex
plane is a Baire set.

If f(ω) is a Baire function of ω in the unit circle which is bounded on the spectrum, a
continuous transformation of ext L(φ) into itself is defined as a Lebesgue integral∫

f(ω)dP (ω)

of orthogonal projections P assigned to Baire subsets of the spectrum. The transformation
commutes with every continuous transformation of ext L(φ) into itself which commutes
with multiplication by z. When the values of the function are taken in the interval [0, 1],
the transformation coincides with the adjoint of the inclusion in ext L(φ) of ext L(ψ)
for a Herglotz space L(ψ) which is contained contractively in the Herglotz space L(φ).
The transformation is multiplication by z when f(ω) = ω and is division by z when
f(ω) = ω−1. If f(z) is a polynomial in z, the transformation defined by the function f(ω)
of ω is multiplication by f(z). If f(z) is a polynomial in z−1, the transformation defined
by the function f(ω) of ω is multiplication by f(z).

Lebesgue integration computes the invariant subspaces whose existence is given by the
Krein–Milman theorem. If a Herglotz space L(ψ) is contained contractively in a Herglotz
space L(φ) and if ext L(ψ) is defined as an integral of projections, then ext L(ψ) is an
invariant subspace for every continuous transformation of ext L(φ) into itself which com-
mutes with multiplication by z. The restricted transformation of ext L(ψ) into itself is
contractive if the transformation of ext L(φ) into itself is contractive.
The construction of invariant subspaces for contractive transformations of a Hilbert

space into itself resembles the construction made by Hilbert for transformations with iso-
metric adjoint. Herglotz spaces are replaced by canonical models of contractive transfor-
mations.
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If W (z) is a power series with operator coefficients such that multiplication by W (z) is
a contractive transformation of C(z) into itself, then invariant subspaces are constructed
for the contractive transformation of the space H(W ) into itself which takes f(z) into
[f(z)− f(0)]/z for every element f(z) of the space.
If P (z) is a power series with complex coefficients such that multiplication by P (z) is

a contractive transformation of C(z) into itself, then the adjoint of multiplication by P (z)
acts as a contractive transformation of the space H(W ) into itself which commutes with
the transformation taking f(z) into [f(z)− f(0)]/z.
The adjoint of multiplication by P (z) acts as a partially isometric transformation of the

space H(W ) onto a Hilbert space H which is contained contractively in the space H(W ).
The adjoint of multiplication by P (z) acts as a partially isometric transformation of the
augmented space H(W ′),

W ′(z) = zW (z)

onto a Hilbert space H′ which is contained contractively in the space H(W ′). The space
H′ is the set of elements f(z) of C(z) such that [f(z) − f(0)]/z belongs to H with scalar
product determined by the identity

‖[f(z)− f(0)]/z‖2H = ‖f(z)‖2H′ − |f(0)|2.

The space H satisfies the inequality for difference quotients since it is contained contrac-
tively in the space H′.
If Q(z) is a power series with operator coefficients such that multiplication by Q(z) is

a contractive transformation of C(z) into itself and such that

Q(z)W (z) = W (z)Q(z),

then the adjoint of multiplication by Q(z) acts as a contractive transformation of the space
H(W ) into itself. The adjoint of multiplication byQ(z) acts as a contractive transformation
of H into itself since

P (z)Q(z) = Q(z)P (z).

The existence of invariant subspaces for a contractive transformation of a Hilbert space
into itself is an application of the Krein–Milman theorem.

Theorem 11. If a contractive transformation of a Hilbert space into itself is not a scalar
multiple of the identity transformation, then a closed subspace of the Hilbert space other
than the least subspace and the greatest subspace exists which is an invariant subspace for
every contractive transformation of the Hilbert space into itself which commutes with the
given transformation.

Proof of Theorem 11. Since a contractive transformation T of a Hilbert space H into itself
can be multiplied by a positive number without change of its invariant subspaces, it can
be assumed without loss of generality that the limit

lim ‖Tnh‖H
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taken over the positive integers n vanishes for every element h of the space and that the
same condition is satisfied when T is replaced by its adjoint T ∗.

A closed subspace is an invariant subspace for every contractive transformation which
commutes with T if, and only if, its orthogonal complement is an invariant subspace for
every contractive transformation which commutes with T ∗. Since T can be replaced by
T ∗, the dimension of the closure of the range of 1−T ∗T can be assumed less than or equal
to the dimension of the closure of the range of 1− TT ∗.

A coefficient space C is chosen whose dimension is equal to the dimension of the closure
of the range of 1−T ∗T . The hypothesis on interates of T implies that the transformation is
unitarily equivalent to the transformation which takes f(z) into [f(z)−f(0)]/z in a Hilbert
space of power series with vector coefficients which satisfies the identity for difference
quotients and is contained isometrically in C(z).
The space is a space H(W ) for a power series W (z) with operator coefficients such that

multiplication by W (z) is a partially isometric transformation of C(z) into itself. Since the
dimension of the coefficient space is less than or equal to the dimension of the closure of the
range of 1−TT ∗, the power series can be chosen so that multiplication byW (z) annihilates
no nonzero vector. Since the kernel of multiplication by W (z) contains [f(z) − f(0)]/z
whenever it contains f(z), multiplication by W (z) is an isometric transformation of C(z)
into itself.

The transformation of the space H(W ) into the space H(W ∗) whose graph is the space
D(W ) is injective by the hypothesis on the iterates of T ∗. Since the space D(W ∗) is the
graph of a transformation of the space H(W ∗) onto the space H(W ), multiplication by
W ∗(z) annihilates no nonzero vector. Since the space H(W ∗) satisfies the identity for
difference quotients, the space is contained isometrically in C(z). Since multiplication by
W ∗(z) is a partially isometric transformation of C(z) into itself whose kernel contains no
nonzero element, multiplication byW ∗(z) is an isometric transformation of C(z) into itself.
A compact convex set is constructed whose elements are Hilbert spaces which are con-

tained contractively in the space H(W ) and which satisfy the inequality for difference
quotients. The adjoint of multiplication by P (z) is required to act as a contractive trans-
formation of a space into itself whenever P (z) is a power series with operator coefficients
such that multiplication by P (z) is a contractive transformation of C(z) into itself such
that the adjoint of multiplication by P (z) acts as a contractive transformation of the space
H(W ) into itself.
The convex set is compact since it is a closed subset of the compact convex set of Hilbert

spaces which are contained contractively in the space H(W ). The convex set is closed since
it is defined by contractive inclusions of spaces which are contained contractively in the
space H(W ). Contractiveness of an inclusion is tested by trace class operations. The
inequality for difference quotients is tested as a contractive inclusion of a space in its
augmented space.

Since the transformation of the space H(W ) into itself which takes f(z) into [f(z) −
f(0)]/z is by hypothesis not a scalar multiple of the identity transformation, it acts as a
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partially isometric transformation of the space H(W ) onto a Hilbert space which belongs
to the convex set and is not a convex combination of the least subspace and the greatest
subspace of the space H(W ). The convex set is the closed convex span of its extreme
points by the Krein–Milman theorem since it is compact. An extreme point exists other
than the least subspace and the greatest subspace of the space H(W ).

An extreme point is a space which is contained isometrically in the space H(W ) by
Theorem 9 since multiplication by W (z) and multiplication by W ∗(z) are isometric trans-
formations of C(z) into itself. The space is an invariant subspace for every commuting
transformation by Theorem 7.

This completes the proof of the theorem.

The relationship between factorization and invariant subspaces applies to a larger class of
power series with operator coefficients. The power series are transfer functions of canonical
linear systems whose state space is given an indefinite scalar product but whose topology
is identical with that of a Hilbert space.

A Krein space is a vector space with scalar product which is the orthogonal sum of a
Hilbert space and the anti–space of a Hilbert space. A Krein space is characterized as a
vector space with scalar product which is self–dual for a norm topology.

Theorem 12. A vector space with scalar product is a Krein space if it admits a norm
which satisfies the convexity identity

‖(1− t)a+ tb‖2 + t(1− t)‖b− a‖2 = (1− t)‖a‖2 + t‖b‖2

for all elements a and b of the space when 0 < t < 1 and if the linear functionals on
the space which are continuous for the metric topology defined by the norm are the linear
functionals which are continuous for the weak topology induced by duality of the space with
itself.

Proof of Theorem 12. Norms on the space are considered which satisfy the hypotheses of
the theorem. The hypotheses imply that the space is complete in the metric topology
defined by any such norm. If a norm ‖c‖+ is given for elements c of the space, a dual norm
‖c‖− for elements c of the space is defined by the least upper bound

‖a‖− = sup |〈a, b〉|

taken over the elements b of the space such that

‖b‖+ < 1.

The least upper bound is finite since every linear functional which is continuous for the
weak topology induced by self–duality is assumed continuous for the metric topology. Since
every linear functional which is continuous for the metric topology is continuous for the
weak topology induced by self–duality, the set of elements a of the space such that

‖a‖− ≤ 1
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is compact in the weak topology induced by self–duality. The set of elements a of the space
such that

‖a‖− < 1

is open for the metric topology induced by the plus norm. The set of elements b of the
space such that

‖b‖+ ≤ 1

is compact in the weak topology induced by self–duality.

The convexity identity

‖(1− t)a+ tb‖2+ + t(1− t)‖b− a‖2+ = (1− t)‖a‖2+ + t‖b‖2+

holds by hypothesis for all elements a and b of the space when 0 < t < 1. It will be shown
that the convexity identity

‖(1− t)u+ tv‖2− + t(1− t)‖v − u‖2− = (1− t)‖u‖2− + t‖v‖2−

holds for all elements u and v of the space when 0 < t < 1. Use is made of the convexity
identity

〈(1− t)a+ tb, (1− t)u+ tv〉+ t(1− t)〈b− a, v − u〉
= (1− t)〈a, u〉+ t〈b, v〉

for elements a, b, u, and v of the space when 0 < t < 1. Since the inequality

|(1− t)〈a, u〉+ t〈b, v〉|
≤ ‖(1− t)a+ tb‖+‖(1− t)u+ tv‖− + t(1− t)‖b− a‖+‖v − u‖−

holds by the definition of the minus norm, the inequality

|(1− t)〈a, u〉+ t〈b, v〉|2 ≤ [‖(1− t)a+ tb‖2+ + t(1− t)‖b− a‖2+]
×[‖(1− t)u+ tv‖2− + t(1− t)‖v − u‖2−]

is satisfied. The inequality

|(1− t)〈a, u〉+ t〈b, v〉|2 ≤ [(1− t)‖a‖2+ + t‖b‖2+]
×[‖(1− t)u+ tv‖2− + t(1− t)‖v − u‖2−]

holds by the convexity identity for the plus norm. The inequality is applied for all elements
a and b of the space such that the inequalities

‖a‖+ ≤ ‖u‖−

and
‖b‖+ ≤ ‖v‖−
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are satisfied. The inequality

(1− t)‖u‖2− + t‖v‖2− ≤ ‖(1− t)u+ tv‖2− + t(1− t)‖v − u‖2−

follows by the definition of the minus norm. Equality holds since the reverse inequality is
a consequence of the identities

(1− t)[(1− t)u+ tv] + t[(1− t)u− (1− t)v] = (1− t)u

and
[(1− t)u+ tv]− [(1− t)u− (1− t)v] = v.

It has been verified that the minus norm satisfies the hypotheses of the theorem. The
dual norm to the minus norm is the plus norm. Another norm which satisfies the hypotheses
of the theorem is defined by

‖c‖2t = (1− t)‖c‖2+ + t‖c‖2−

when 0 < t < 1. Since the inequalities

|〈a, b〉| ≤ ‖a‖+‖b‖−

and
|〈a, b〉| ≤ ‖a‖−‖b‖+

hold for all elements a and b of the space, the inequality

|〈a, b〉| ≤ (1− t)‖a‖+‖b‖− + t‖a‖−‖b‖+

holds when 0 < t < 1. The inequality

|〈a, b〉| ≤ ‖a‖t‖b‖1−t

follows for all elements a and b of the space when 0 < t < 1. The inequality implies that
the dual norm of the t norm is dominated by the 1− t norm. A norm which dominates its
dual norm is obtained when t = 1

2 .

Consider the norms which satisfy the hypotheses of the theorem and which dominate
their dual norms. Since a nonempty totally ordered set of such norms has a greatest lower
bound, which is again such a norm, a minimal such norm exists by the Zorn lemma. If a
minimal norm is chosen as the plus norm, it is equal to the t–norm obtained when t = 1

2 .
It follows that a minimal norm is equal to its dual norm.

If a norm satisfies the hypotheses of the theorem and is equal to its dual norm, a
related scalar product is introduced on the space which may be different from the given
scalar product. Since the given scalar product assumes a subsidiary role in the subsequent
argument, it is distinguished by a prime. A new scalar product is defined by the identity

4〈a, b〉 = ‖a+ b‖2 − ‖a− b‖2 + i‖a+ ib‖2 − i‖a− ib‖2.
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The symmetry of a scalar product is immediate. Linearity will be verified.

The identity
〈wa,wb〉 = w−w〈a, b〉

holds for all elements a and b of the space if w is a complex number. The identity

〈ia, b〉 = i〈a, b〉

holds for all elements a and b of the space. The identity

〈ta, b〉 = t〈a, b〉

will be verified for all elements a and b of the space when t is a positive number. It is
sufficient to verify the identity

‖ta+ b‖2 − ‖ta− b‖2 = t‖a+ b‖2 − t‖a− b‖2

since a similar identity follows with b replaced by ib. The identity holds since

‖ta+ b‖2 + t‖a− b‖2 = t(1 + t)‖a‖2 + (1 + t)‖b‖2

and
‖ta− b‖2 + t‖a+ b‖2 = t(1 + t)‖a‖2 + (1 + t)‖b‖2

by the convexity identity.

If a, b, and c are elements of the space and if 0 < t < 1, the identity

4〈(1− t)a+ tb, c〉 = ‖(1 + t)(a+ c) + t(b+ c)‖2

−‖(1− t)(a− c) + t(b− c)‖2 + i‖(1− t)(a+ ic) + t(b+ ic)‖2

−i‖(1− t)(a− ic) + t(b− ic)‖2

is satisfied with the right side equal to

(1− t)‖a+ c‖2 + t‖b+ c‖2 − (1− t)‖a− c‖2 − t‖b− c‖2

+i(1− t)‖a+ ic‖2 + it‖b+ ic‖2 − i(1− t)‖a− ic‖2 − it‖b− ic‖2

= 4(1− t)〈a, c〉+ 4t〈b, c〉.

The identity
〈(1− t)a+ tb, c〉 = (1− t)〈a, c〉+ t〈b, c〉

follows.

Linearity of a scalar product is now easily verified. Scalar self–products are nonnegative
since the identity

〈c, c〉 = ‖c‖2
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holds a for every element c of the space. A Hilbert space is obtained whose norm is the
minimal norm. Since the inequality

|〈a, b〉′| ≤ ‖a‖‖b‖

holds for all elements a and b of the space, a contractive transformation J of the Hilbert
space into itself exists such that the identity

〈a, b〉′ = 〈Ja, b〉

holds for all elements a and b of the space. The symmetry of the given scalar product
implies that the transformation J is self–adjoint. Since the Hilbert space norm is self–
dual with respect to the given scalar product, the transformation J is also isometric with
respect to the Hilbert space scalar product. The space is the orthogonal sum of the space
of eigenvectors of J for the eigenvalue one and the space of eigenvectors of J for the
eigenvalue minus one. These spaces are also orthogonal with respect to the given scalar
product. They are the required Hilbert space and anti–space of a Hilbert space for the
orthogonal decomposition of the vector space with scalar product to form a Krein space.

This completes the proof of the theorem.

The orthogonal decomposition of a Krein space is not unique since equivalent norms
can be used. The dimension of the anti–space of a Hilbert space in the decomposition is
however an invariant called the Pontryagin index of the Krein space. Krein spaces are a
natural context for a complementation theory which was discovered in Hilbert spaces [5].

A generalization of the concept of orthogonal complement applies when a Krein space P
is contained continuously and contractively in a Krein space H. The contractive property
of the inclusion means that the inequality

〈a, a〉H ≤ 〈a, a〉P

holds for every element a of P. Continuity of the inclusion means that an adjoint trans-
formation of H into P exists. A self–adjoint transformation P of H into H is obtained on
composing the inclusion with the adjoint. The inequality

〈Pc, Pc〉H ≤ 〈Pc, Pc〉P

for elements c of H implies the inequality

〈P 2c, c〉H ≤ 〈Pc, c〉H

for elements c of H, which is restated as an inequality

P 2 ≤ P

for self–adjoint transformations in H.
The properties of adjoint transformations are used in the construction of a complemen-

tary space Q to P in H.
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Theorem 13. If a Krein space P is contained continuously and contractively in a Krein
space H, then a unique Krein space Q exists, which is contained continuously and contrac-
tively in H, such that the inequality

〈c, c〉H ≤ 〈a, a〉P + 〈b, b〉Q

holds whenever c = a+b with a in P and b in Q and such that every element c of H admits
some such decomposition for which equality holds.

Proof of Theorem 13. Define Q to be the set of elements b of H such that the least upper
bound

〈b, b〉Q = sup[〈a+ b, a+ b〉H − 〈a, a〉P ]

taken over all elements a of P is finite. It will be shown that Q is a vector space with
scalar product having the desired properties. Since the origin belongs to P, the inequality

〈b, b〉H ≤ 〈b, b〉Q

holds for every element b of Q. Since the inclusion of P in H is contractive, the origin
belongs to Q and has self–product zero. If b belongs to Q and if w is a complex number,
then wb is an element of Q which satisfies the identity

〈wb, wb〉Q = w−w〈b, b〉Q.

The set Q is invariant under multiplication by complex numbers. The set Q is shown to
be a vector space by showing that it is closed under convex combinations.

It will be shown that (1− t)a+ tb belongs to Q whenever a and b are elements of Q and
t is a number, 0 < t < 1. Since an arbitrary pair of elements of P can be written in the
form (1− t)a+ tv and v − u for elements u and v of P, the identity

〈(1− t)a+ tb, (1− t)a+ tb〉Q + t(1− t)〈b− a, b− a〉Q
= sup[〈(1− t)(a+ u) + t(b+ v), (1− t)(a+ u) + t(b+ v)〉H

+t(1− t)〈(b+ v)− (a+ u), (b+ v)− (a+ u)〉H
−〈(1− t)u+ tv, (1− t)u+ tv〉P − t(1− t)〈v − u, v − u〉P ]

holds with the least upper bound taken over all elements u and v of P. By the convexity
identity the least upper bound

〈(1− t)a+ tb, (1− t)a+ tb〉Q + t(1− t)〈b− a, b− a〉Q
= sup[〈a+ u, a+ u〉H − 〈u, u〉P ] + sup[〈b+ v, b+ v〉H − 〈v, v〉P ]

holds over all elements u and v of P. It follows that the identity

〈(1− t)a+ tb, (1− t)a+ tb〉Q + t(1− t)〈b− a, b− a〉Q
= (1− t)〈a, a〉Q + t〈b, b〉Q
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is satisfied.

This completes the verification that Q is a vector space. It will be shown that a scalar
product is defined on the space by the identity

4〈a, b〉Q = 〈a+ b, a+ b〉Q − 〈a− b, a− b〉Q + i〈a+ ib, a+ ib〉Q − i〈a− ib, a− ib〉Q.

Linearity and symmetry of a scalar product are verified as in the characterization of Krein
spaces. The nondegeneracy of a scalar product remains to be verified.

Since the inclusion of P in H is continuous, a self–adjoint transformation P of H into
itself exists which coincides with the adjoint of the inclusion of P in H. If c is an element
of H and if a is an element of P, the inequality

〈a− Pc, a− Pc〉H ≤ 〈a− Pc, a− Pc〉P

implies the inequality

〈(1− P )c, (1− P )c〉Q ≤ 〈c, c〉H − 〈Pc, Pc〉P .

Equality holds since the reverse inequality follows from the definition of the self–product
in Q. If b is an element of Q and if c is an element of H, the inequality

〈b− c, b− c〉H ≤ 〈Pc, Pc〉P + 〈b− (1− P )c, b− (1− P )c〉Q

can be written

〈b, b〉H − 〈b, c〉H − 〈c, b〉H ≤ 〈b, b〉Q − 〈b, (1− P )c〉Q − 〈(1− P )c, b〉Q.

Since b can be replaced by wb for every complex number w, the identity

〈b, c〉H = 〈b, (1− P )c〉Q

is satisfied. The nondegeneracy of a scalar product follows in the space Q. The space
Q is contained continuously in the space H since 1 − P coincides with the adjoint of the
inclusion of Q in the space H.

The intersection of P and Q is considered as a vector space P ∧Q with scalar product

〈a, b〉P∧Q = 〈a, b〉P + 〈a, b〉Q.

Linearity and symmetry of a scalar product are immediate, but nondegeneracy requires
verification. If c is an element of H,

P (1− P )c = (1− P )Pc

is an element of P ∧Q which satisfies the identity

〈a, P (1− P )c〉P∧Q = 〈a, c〉H
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for every element a of P ∧ Q. Nondegeneracy of a scalar product in P ∧ Q follows from
nondegeneracy of the scalar product in H. The space P ∧ Q is contained continuously in
the space H. The self–adjoint transformation P (1− P ) in H coincides with the adjoint of
the inclusion of P ∧ Q in H. The inequality

0 ≤ 〈c, c〉P∧Q

holds for every element c of P ∧Q since the identity

0 = c− c

with c in P and −c in Q implies the inequality

0 ≤ 〈c, c〉P + 〈c, c〉Q.

The intersection space is shown to be a Hilbert space by showing that it is complete
in the metric topology defined by its norm. A Cauchy sequence of elements cn of the
intersection space converges in the weak topology of P. The limit is an element c of P
such that the identity

〈c, a〉P = lim〈cn, a〉P
holds for every element a of P. The identity

〈c, c〉P = lim〈cn, cn〉P

is satisfied. The identity
〈c, a〉H = lim〈cn, a〉H

holds for every element a of H. The identity

〈c, c〉H = lim〈cn, cn〉H

is satisfied.

Since the limit
lim〈cn, b〉Q

exists for every element b of Q and since the limit

lim〈cn, cn〉Q

exists, c is an element of Q which is the limit of the elements cn in the metric topology of
Q. The element c of the intersection space is the limit of the elements cn of the intersection
space in the metric topology of the space.

The Cartesian product of P and Q is isomorphic to the Cartesian product of H and
P ∧ Q. If a is an element of P and if b is an element of Q, a unique element c of P ∧ Q
exists such that the identity

〈a− c, a− c〉P + 〈b+ c, b+ c〉Q = 〈a+ b, a+ b〉H + 〈c, c〉P∧Q
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is satisfied. Every element of the Cartesian product of H and P ∧Q is a pair (a+ b, c) for
elements a of P and b of Q for such an element c of P ∧ Q. Since H is a Krein space and
since P ∧ Q is a Hilbert space, the Cartesian product of P and Q is a Krein space. Since
P is a Krein space, it follows that Q is a Krein space.
The existence of a Krein space Q with the desired properties has now been verified.

Uniqueness is proved by showing that a Krein spaceQ′ with these properties is isometrically
equal to the space Q constructed. Such a space Q′ is contained contractively in the space
Q. The self–adjoint transformation 1− P in H coincides with the adjoint of the inclusion
of Q′ in H. The space P ∧ Q′ is a Hilbert space which is contained contractively in the
Hilbert space P ∧ Q. Since the inclusion is isometric on the range of P (1− P ), which is
dense in both spaces, the space P ∧Q′ is isometrically equal to the space P ∧Q. Since the
Cartesian product of P and Q′ is isomorphic to the Cartesian product of P and Q, the
spaces Q and Q′ are isometrically equal.
This completes the proof of the theorem.

The space Q is called the complementary space to P in H. The space P is recovered as
the complementary space to the space Q in H. The decomposition of an element c of H
as c = a+ b with a an element of P and b an element of Q such that equality hold in the
inequality

〈c, c〉H ≤ 〈a, a〉P + 〈b, b〉Q
is unique. The minimal decomposition results when a is obtained from c under the adjoint
of the inclusion of P in H and b is obtained from c under the adjoint of the inclusion of Q
in H.

A construction is made of complementary subspaces whose inclusion in the full space
have adjoints coinciding with given self–adjoint transformations.

Theorem 14. If a self–adjoint transformation P of a Krein space into itself satisfies the
inequality

P 2 ≤ P,
then unique Krein spaces P and Q exist, which are contained continuously and contractively
in H and which are complementary spaces in H, such that P coincides with the adjoint of
the inclusion of P in H and 1− P coincides with the adjoint of the inclusion of Q in H.

Proof of Theorem 14. The proof repeats the construction of a complementary space under
a weaker hypothesis. The range of P is considered as a vector space P ′ with scalar product
determined by the identity

〈Pc, Pc〉P′ = 〈Pc, c〉H,
for every element c of H. The space P ′ is contained continuously and contractively in the
space H. The transformation P coincides with the adjoint of the inclusion of P ′ in H. A
Krein space Q, which is contained continuously and contractively in H, is defined as the
set of elements b of H such that the least upper bound

〈b, b〉Q = sup[〈a+ b, a+ b〉H − 〈a, a〉P′]
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taken over all elements a of P ′ is finite. The adjoint of the inclusion of Q in H coincides
with 1 − P . The complementary space to Q in H is a Krein space P which contains the
space P ′ isometrically and which is contained continuously and contractively in H. The
adjoint of the inclusion of P in H coincides with 1− P .
This completes the proof of the theorem.

A factorization of continuous and contractive transformations in Krein spaces is an
application of complementation theory.

Theorem 15. The kernel of a continuous and contractive transformation T of a Krein
space P into a Krein space Q is a Hilbert space which is contained continuously and
isometrically in P and whose orthogonal complement in P is mapped isometrically onto a
Krein space which is contained continuously and contractively in Q.

Proof of Theorem 15. Since the transformation T of P intoQ is continuous and contractive,
the self–adjoint transformation P = TT ∗ in Q satisfies the inequality P 2 ≤ P . A unique
Krein spaceM, which is contained continuously and contractively in Q, exists such that
P coincides with the adjoint of the inclusion ofM in Q. It will be shown that T maps P
contractively intoM.

If a is an element of P and if b is an element of Q, then
〈Ta+ (1− P )b, Ta+ (1− P )b〉Q

= 〈T (a− T ∗b), T (a− T ∗b)〈Q+〉b, b〉Q + 〈b, T (a− T ∗b)〉Q + 〈T (a− T ∗b), b〉Q
is less than or equal to

〈a− T ∗b, a− T ∗b〉P + 〈b, b〉Q + 〈T ∗b, a− T ∗b〉P + 〈a− T ∗b, T ∗b〉P
= 〈a, a〉P + 〈(1− TT ∗)b, b〉Q.

Since b is an arbitrary element of Q, Ta is an element ofM which satisfies the inequality

〈Ta, Ta〉M ≤ 〈a, a〉P .
Equality holds when a = T ∗b for an element b of Q since

〈TT ∗b, TT ∗b〉M = 〈TT ∗b, b〉Q = 〈T ∗b, T ∗b〉P .

Since the transformation of P into M is continuous, the adjoint transformation is an
isometry. The range of the adjoint transformation is a Krein space which is contained
continuously and isometrically in P and whose orthogonal complement is the kernel of T .
Since T is contractive, the kernel of T is a Hilbert space.

This completes the proof of the theorem.

A continuous transformation of a Krein space P into a Krein space Q is said to be a
partial isometry if its kernel is a Krein space which is contained continuously and isometri-
cally in P and whose orthogonal complement is mapped isometrically into Q. A partially
isometric transformation of a Krein space into a Krein space is contractive if, and only
if, its kernel is a Hilbert space. Complementation is preserved under contractive partially
isometric transformations of a Krein space onto a Krein space.
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Theorem 16. If a contractive partially isometric transformation T maps a Krein space
H onto a Krein space H′ and if Krein spaces P and Q are contained continuously and
contractively as complementary subspaces of H, then Krein spaces P ′ and Q′, which are
contained continuously and contractively as complementary subspaces of H′, exist such that
T acts as a contractive partially isometric transformation of P onto P ′ and of Q onto Q′.

Proof of Theorem 16. Since the Krein spaces P and Q are contained continuously and
contractively in H and since T is a continuous and contractive transformation of H into
H′, T acts as a continuous and contractive transformation of P into H′ and of Q into H′.
Krein spaces P ′ and Q′, which are contained continuously and contractively in H′, exist
such that T acts as a contractive partially isometric transformation of P onto P ′ and of
Q onto Q′. It will be shown that P ′ and Q′ are complementary subspaces of H′.

An element a of P ′ is of the form Ta for an element a of P such that

〈Ta, Ta〉P′ = 〈a, a〉P .

An element b of Q′ is of the form Tb for an element b of Q such that

〈Tb, T b〉Q′ = 〈b, b〉Q.

The element c = a+ b of H satisfies the inequalities

〈c, c〉H ≤ 〈a, a〉P + 〈b, b〉Q

and
〈Tc, T c〉H′ ≤ 〈c, c〉H.

The element Tc = Ta+ Tb of H′ satisfies the inequality

〈Tc, T c〉H′ ≤ 〈Ta, Ta〉P′ + 〈Tb, T b〉Q′ .

An element of H′ is of the form Tc for an element c of H such that

〈Tc, T c〉H′ = 〈c, c〉H.

An element a of P and an element b of Q exist such that c = a+ b and

〈c, c〉H = 〈a, a〉P + 〈b, b〉Q.

Since the element Ta of P ′ satisfies the inequality

〈Ta, Tb〉P′ ≤ 〈a, a〉P

and since the element Tb of Q′ satisfies the inequality

〈Tb, T b〉Q′ ≤ 〈b, b〉Q,
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the element Tc of H satisfies the inequality

〈Tc, T c〉H′ ≥ 〈Ta, Ta〉P′ + 〈Tb, T b〉Q′ .

Equality holds since the reverse inequality is satisfied.

This completes the proof of the theorem.

A canonical linear system which is conjugate isometric and whose state space is a Krein
space is constructed whose transfer function is a given power seriesW (z) with operator co-
efficients when multiplication by W (z) is densely defined as a transformation with domain
and range in C(z).

A self–adjoint transformation H with domain and range in the Cartesian product C(z)×
C(z) is defined by taking (f(z), g(z)) into (u(z), v(z)) when multiplication by W (z) takes
f(z) into v(z) and the adjoint of multiplication by W (z) takes g(z) into u(z). The spectral
subspace of contractivity for the self–adjoint transformation H is an invariant subspace in
which the restriction of H is contractive and whose orthogonal complement is an invariant
subspace in which the inverse of H is contractive. Eigenfunctions for the eigenvalues one
and minus one are included in the spectral subspace of contractivity for the transformation
H.

The existence and uniqueness of the spectral subspace of contractivity for the self–
adjoint transformation H are given by the Hilbert construction of invariant subspaces for
the isometric transformation

(H − w−)−1(H − w)
of the Cartesian product space C(z) × C(z) into itself when w is a nonreal number. The
construction is independent of the choice of w.

An element of the spectral subspace of contractivity for H is the sum of an element
(f(z), g(z)) for which g(z) vanishes and an element (f(z), g(z)) for which f(z) vanishes.

An element of the orthogonal complement of the spectral subspace of contractivity for
H is the sum of an element (f(z), g(z)) for which g(z) vanishes and an element (f(z), g(z))
for which f(z) vanishes.

The spectral subspace of contractivity for multiplication byW (z) is defined as the set of
elements f(z) of C(z) such that (f(z), 0) belongs to the spectral subspace of contractivity
for H.

The spectral subspace of contractivity for the adjoint of multiplication byW (z) is the set
of elements g(z) of C(z) such that (0, g(z)) belongs to the spectral subspace of contractivity
for H.

Since multiplication by z is an isometric transformation of C(z) into itself which com-
mutes with multiplication by W (z), the adjoint transformation which takes f(z) into
[f(z) − f(0)]/z acts as a partially isometric transformation of the spectral subspace of
contractivity for the adjoint of multiplication by W (z) into itself. The transformation
which takes f(z) into [f(z)−f(0)]/z acts as a partially isometric transformation of the or-
thogonal complement of the spectral subspace of contractivity for multiplication by W (z)
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onto itself. The spectral subspace of contractivity for multiplication by W (z) contains
zf(z) for an element f(z) of C(z) if, and only if, it contains f(z). The orthogonal comple-
ment of the spectral subspace of contractivity for the adjoint of multiplication by W (z)
contains zf(z) for an element f(z) of C(z) if, and only if, it contains f(z).
Since multiplication by W (z) is a contractive transformation of the spectral subspace

of contractivity for multiplication by W (z) into the spectral subspace of contractivity for
the adjoint of multiplication by W (z), it acts as a partially isometric transformation of the
spectral subspace of contractivity for multiplication by W (z) onto a Hilbert space which is
contained contractively in the spectral subspace of contractivity for the adjoint of multi-
plication by W (z). The complementary space in the spectral subspace of contractivity for
the adjoint of multiplication byW (z) of the image of the spectral subspace of contractivity
for multiplication by W (z) is a Hilbert space P which is contained contractively in the
spectral subspace of contractivity for the adjoint of multiplication by W (z).

Since the inverse of multiplication by W (z) is an injective and contractive transforma-
tion of the orthogonal complement of the spectral subspace of contractivity for the adjoint
of multiplication by W (z) into the orthogonal complement of the spectral subspace of
contractivity for multiplication by W (z), it acts as an isometric transformation of the
orthogonal complement of the spectral subspace of contractivity for the adjoint of multi-
plication by W (z) onto a Hilbert space which is contained contractively in the orthogonal
complement of the spectral subspace of contractivity for multiplication byW (z). The com-
plementary space in the orthogonal complement of the spectral subspace of contractivity
for multiplication by W (z) in the image of the orthogonal complement of the spectral
subspace of contractivity for the adjoint of multiplication by W (z) is a Hilbert space Q
which is contained contractively in the orthogonal complement of the spectral subspace of
contractivity for multiplication by W (z).

A transformation is defined of the set of elements of the spectral subspace of contractivity
for multiplication by W (z) which are orthogonal to the elements with constant coefficient
zero into the space Q by taking f(z) into [f(z)− f(0)]/z. The elements of Q obtained are
included isometrically in C(z).
A transformation is defined of the set of elements of the orthogonal complement of

the spectral subspace of contractivity for the adjoint of multiplication by W (z) which are
orthogonal to the elements with constant coefficient zero into the space P by taking f(z)
into [f(z)− f(0)]/z. The elements of P obtained are included isometrically in C(z).
The augmented space P ′ is the set of elements f(z) of C(z) such that [f(z) − f(0)]/z

belongs to P with scalar product determined by the identity for difference quotients

‖[f(z)− f(0)]/z‖2P = ‖f(z)‖2P′ − |f(0)|2.

The space P is contained contractively in the space P ′. The elements of the orthogonal
complement of the spectral subspace of contractivity for the adjoint of multiplication by
W (z) which are orthogonal to elements with constant coefficient zero belongs to P ′ and
are orthogonal to P. They are elements of the complementary space to P in P ′ which are
included isometrically in C(z) and whose orthogonal complement is the set of elements of
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the complementary space to P in P ′ which belong to the spectral subspace of contractivity
for the adjoint of multiplication by W (z). Multiplication by W (z) acts as a partially
isometric transformation of the set of elements of the spectral subspace of contractivity
for multiplication by W (z) which are orthogonal to elements with constant coefficient zero
onto the set of elements of the complementary space to P in P ′ which belong to the spectral
subspace of contractivity for the adjoint of multiplication by W (z).

The augmented space Q′ is the set of elements f(z) of C(z) such that [f(z) − f(0)]/z
belongs to Q with scalar product determined by the identity for difference quotients

‖[f(z)− f(0)]/z‖2Q = ‖f(z)‖2sQ′ − |f(0)|2.

The space Q is contained contractively in the space Q′. The elements of the spectral
subspace of contractivity for multiplication by W (z) which are orthogonal to elements
with constant coefficient zero belong to Q′ and are orthogonal to Q. They are elements
of the complementary space to Q in Q′ which are included isometrically in C(z) and
whose orthogonal complement is the set of elements of the complementary space to Q in
Q′ which belong to the orthogonal complement of the spectral subspace of contractivity
for multiplication by W (z). The inverse of multiplication by W (z) acts as an isometric
transformation of the set of elements of the orthogonal complement of the spectral subspace
of contractivity for the adjoint of multiplication byW (z) which are orthogonal to elements
with constant coefficient zero onto the set of elements of the complementary space to Q in
Q′ which belong to the orthogonal complement of the spectral subspace of contractivity
for multiplication by W (z).

Multiplication by W (z) acts as a partially isometric transformation of the complemen-
tary space to Q in Q′ onto the complementary space to P in P ′. An injective and con-
tractive transformation of the complementary space to Q in Q′ into the coefficient space
is defined by taking a power series into its constant coefficient. Since the dimension of the
complementary space to Q in Q′ does not exceed the dimension of the coefficient space,
a power series V (z) with operator coefficients exists such that multiplication by V (z) is a
contractive transformation of C(z) into itself and such that multiplication by V (z) acts as
a partially isometric transformation of the coefficient space onto the complementary space
to Q in Q′. The space Q is isometrically equal to the state space H(V ) of a canonical
linear system which is conjugate isometric and has transfer function V (z).

Multiplication by the power series

U(z) =W (z)V (z)

with operator coefficients is a contractive transformation of C(z) onto itself which acts as
a partially isometric transformation of the coefficient space onto the complementary space
to P in P ′. The space P is isometrically equal to the state space H(U) of a canonical
linear system which is conjugate isometric and has transfer function U(z).

The spaces H(U) and H(V ) are applied in the construction of a canonical linear system
which is conjugate isometric and whose transfer function is W (z). The state space H(W )
of the linear system is a Krein space.
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Theorem 17. if W (z) is a power series with operator coefficients such that multiplication
by W (z) is densely defined as a transformation with domain and range in C(z), then W (z)
is the transfer function of a canonical linear system which is conjugate isometric and whose
state space H(W ) is a Krein space. Power series V (z) and

U(z) =W (z)V (z)

with operator coefficients exist such that multiplication by U(z) and multiplication by V (z)
are contractive transformations of C(z) into itself, such that the space H(U) is contained
contractively in the space H(W ), and such that multiplication by W (z) is an anti–isometric
transformation of the space H(V ) onto the orthogonal complement of the space H(U) in
the space H(W ).

Proof of Theorem 17. It will be shown that the Krein space H which is the orthogonal
sum of the Hilbert space P and the anti–isometric image of the Hilbert space Q under
multiplication by W (z) is the state space of a canonical linear system which is conjugate
isometric and has transfer function W (z).

The augmented space H′ is defined as the set of power series f(z) with vector coefficients
such that [f(z)− f(0)]/z belongs to H with scalar product determined by the identity for
difference quotients

〈[f(z)− f(0)]/z, [f(z)− f(0)]/z〉H = 〈f(z), f(z)〉H′ − |f(0)|2.

The augmented space H′ is a Krein space which is the orthogonal sum of the augmented
Hilbert space P ′ and the anti–isometric image of the Hilbert space Q under multiplication
by zW (z).

The Hilbert space P is contained contractively in the Krein space H′. The comple-
mentary space to P in H′ is the orthogonal sum of a Hilbert space, which is the partially
isometric image of the coefficient space under multiplication by

U(z) =W (z)V (z),

and the anti–isometric image of the Hilbert space Q under multiplication by zW (z).
The partially isometric image of the coefficient space under multiplication by U(z) is

the partially isometric image under multiplication by W (z) of the complementary space
to Q in Q′.

Multiplication by W (z) is a partially anti–isometric transformation of the augmented
Hilbert space Q′ onto the complementary space to P in H′ whose kernel is the comple-
mentary space to Q in Q′. Multiplication by W (z) is an anti–isometric transformation of
Q into the complementary space to P in H.

Multiplication by W (z) acts as a partially isometric transformation of the coefficient
space onto the complementary space to the image of Q in the complementary space to P
in H′. This verifies that the Krein space H is contained contractively in the augmented
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Krein space H′ and that multiplication by W (z) is a partially isometric transformation of
the coefficient space onto the complementary space to H in H′.
This completes the proof of the theorem.

The transfer function of a canonical linear system which is conjugate isometric admits
a factorization when the state space is a Krein space.

Theorem 17. If W (z) is a power series with operator coefficients such that multiplication
by W (z) is densely defined as a transformation with domain and range in C(z), then power
series U(z) and V (z) with operator coefficients exist such that

W (z) = U(z)V (z),

such that multiplication by U(z) is a contractive transformation of C(z) into itself and such
that the space H(U) is contained isometrically in the space H(W ), such that multiplication
by V (z) is densely defined as a transformation with domain and range in C(z) and has
contractive inverse, and such that multiplication by U(z) is an isometric transformation
of the space H(V ) onto the orthogonal complement of the space H(U) in the space H(W ).
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Chapter 2. Skew–Planes

The Lagrange skew–plane is a generalization of the Gauss plane. A Lagrange number

ξ = d+ ia+ jb+ kc

has rational numbers a, b, c, and d as coordinates. The addition and multiplication of
Lagrange numbers are defined from the addition and multiplication of rational numbers
by the multiplication table

ij = k, jk = i, ki = j,

ji = −k, kj = −i, ik = −j,
ii = −1, jj = −1, kk = −1.

The properties of the Lagrange skew–plane resemble those of the Gauss plane except for
the noncommutativity of multiplication.

The associative law
(α+ β) + γ = α+ (β + γ)

holds for all Lagrange numbers α, β, and γ. The commutative law

α+ β = β + α

holds for all Lagrange numbers α and β. The origin 0 of the Lagrange skew–plane, which
has vanishing coordinates, satisfies the identity

0 + γ = γ = γ + 0

for every element γ of the Lagrange skew–plane. For every element α of the Lagrange
skew–plane a unique element

β = −α

of the Lagrange skew–plane exists such that

α+ β = 0 = β + α.

The identity
(α+ β)− = α− + β−

holds for all Lagrange numbers α and β.

Multiplication by a Lagrange number γ is a homomorphism of additive structure. The
identity

γ(α+ β) = γα+ γβ

holds for all Lagrange numbers α and β. The parametrization of homomorphisms is con-
sistent with additive structure: The identity

(α+ β)γ = αγ + βγ
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holds for all Lagrange numbers α, β, and γ. Multiplication by γ is the homomorphism
which annihilates every element of the Lagrange skew–plane when γ is the origin. Multi-
plication by γ is the identity homomorphism when γ is the unit.

The composition of homomorphisms is consistent with multiplicative structure: The
associative law

(αβ)γ = α(βγ)

holds for all Lagrange numbers α, β, and γ. Conjugation is an anti–homomorphism of
multiplicative structure: The identity

(αβ)− = β−α−

holds for all Lagrange numbers α and β.

A rational number is a Lagrange number

γ = γ−

which is self–conjugate. If
γ = d+ ia+ jb+ kc

is a nonzero Lagrange number, then

γ−γ = a2 + b2 + c2 + d2

is a positive rational number. A nonzero Lagrange number α has an inverse

β = α−/(α−α)

such that
βα = 1 = αβ.

A Lagrange number is said to be integral if its coordinates are either all integers or all
halves of odd integers. Sums and products of integral Lagrange numbers are integral. The
conjugate of an integral Lagrange number is integral. If ξ is a nonzero integral Lagrange
number, ξ−ξ is a positive integer. The Euclidean algorithm is adapted to the search for
integral Lagrange numbers ξ which represent a given positive integer

r = ξ−ξ.

If α is an integral Lagrange number and if β is a nonzero integral Lagrange number,
then an integral Lagrange number γ exists which satisfies the inequality

(α− βγ)−(α− βγ) < β−β.

The choice of the coordinates of γ is made so that the coordinates of

β−α− β−βγ = d+ ia+ jb+ kc
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satisfy the inequalities
−β−β ≤ 2a ≤ β−β,

and
−β−β ≤ 2b ≤ β−β,

and
−β−β ≤ 2c ≤ β−β,

and
−β−β ≤ 2d ≤ β−β

and so that a strict inequality

(β−α− β−βγ)(β−α− β−βγ) < (β−β)2

is obtained.

A nonempty set of integral Lagrange numbers is said to be a left ideal if it contains the
sum

α+ β

of any elements α and β and if it contains the product

αβ

of any element β with an integral Lagrange number α.

A nonempty set of integral Lagrange numbers is said to be a right ideal if it contains
the sum

α+ β

of any elements α and β and if it contains the product

αβ

of any element α with an integral Lagrange number β.

Conjugation transforms a left ideal into a right ideal and a right ideal into a left ideal.
A determination of structure is made for right ideals.

A nonzero integral Lagrange number β belongs to a right ideal whose elements are the
products βγ with integral Lagrange numbers γ. A right ideal which contains a nonzero
element contains a nonzero element β which minimizes the positive integer β−β. If α is an
element of the ideal, an integral Lagrange number γ exists which satisfies the inequality

(α− βγ)−(α− βγ) < β−β.

The identity
α = βγ
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follows since α− βγ is an element of the ideal which is not nonzero.

The Euclidean algorithm solves the equation

r = ξ−ξ

for an integral Lagrange number ξ when r is a given positive integer. The solution is
obtained from an approximate solution in a quotient ring of the ring of integral Lagrange
numbers.

A ring of Lagrange numbers is a nonempty set of Lagrange numbers which contains the
difference

α− β
and the product

αβ

of any elements α and β of the set. The set of integral Lagrange numbers is a conjugated
ring: The ring contains ξ− whenever it contains ξ.

A quotient ring of the ring of integral Lagrange numbers is defined for every positive
integer r. Integral Lagrange numbers α and β are said to be congruent modulo r if

β − α = rγ

is divisible by r: The equation admits an integral Lagrange number γ as solution. Con-
gruence modulo r is an equivalence relation on integral Lagrange numbers. The ring is a
union of disjoint equivalence classes.

Equivalence classes inherit addition and multiplication since α1 + β1 and α2 + β2 are
congruent modulo r and since α1β1 and α2β2 are congruent modulo r whenever α1 and α2
are congruent modulo r and β1 and β2 are congruent modulo r. Equivalence classes inherit
conjugation since γ−1 and γ

−
2 are congruent modulo r whenever γ1 and γ2 are congruent

modulo r. Addition and multiplication of equivalence classes have the properties required
of a ring:

The associative law
(α+ β) + γ = α+ (β + γ)

holds for all integral Lagrange numbers α, β, and γ modulo r. The commutative law

α+ β = β + α

holds for all integral Lagrange numbers α and β modulo r. The image of the origin of the
Lagrange numbers is an origin 0 for the Lagrange numbers modulo r: The identity

0 + γ = γ = γ + 0

holds for every integral Lagrange number γ modulo r. For every integral Lagrange number
α modulo r an integral Lagrange number

β = −α
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modulo r exists such that
α+ β = 0 = β + α.

Multiplication by an integral Lagrange number γ modulo r is a homomorphism of
additive structure: The identity

γ(α+ β) = γα+ γβ

holds for all integral Lagrange numbers α and β modulo r. The parametrization of homo-
morphisms is consistent with additive structure: The identity

(α+ β)γ = αγ + βγ

holds for all integral Lagrange numbers α, β, and γ modulo r. Multiplication by γ is the
homomorphism which annihilates every integral Lagrange number modulo r when γ is the
origin. Multiplication by γ is the identity homomorphism when γ is the image 1 of the
unit of the Lagrange numbers.

The composition of homomorphisms is consistent with multiplicative structure: The
associative law

(αβ)γ = α(βγ)

holds for all integral Lagrange numbers α, β, and γ modulo r.

The ring of integral Lagrange numbers modulo r is conjugated: The identity

(αβ)− = β−α−

holds for all integral Lagrange numbers α and β modulo r.

There are twenty–four integral Lagrange numbers ξ which represent

1 = ξ−ξ.

These Lagrange units form a group under multiplication. The eight elements of the group
which are fourth roots of unity form a normal subgroup whose quotient is a cyclic group
of three elements.

If r is an odd positive integer, every integral Lagrange number is congruent modulo r
to a unique Lagrange number whose coordinates are nonnegative integers less than r. The
number of integral Lagrange numbers modulo r is equal to r4.

If r and s are relatively prime positive integers, the equation

1 = ra+ sb

admits a solution in integers a and b. A canonical homomorphism of the ring of integral
Lagrange numbers modulo rs onto the ring of integral Lagrange numbers modulo r exists
whose kernel is the conjugated ideal of elements divisible by s. A canonical homomorphism
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of the ring of integral Lagrange numbers modulo rs onto the ring of integral Lagrange
numbers modulo s exists whose kernel is the conjugated ideal of elements divisible by r.
The conjugated ring of integral Lagrange numbers modulo rs is canonically isomorphic to
the Cartesian product of the conjugated ring of integral Lagrange numbers modulo r and
the conjugated ring of integral Lagrange numbers modulo s.

The ring of integral Lagrange numbers modulo two contains sixteen elements. The in-
vertible elements of the ring are represented by Lagrange units. There are twelve integral
Lagrange numbers modulo two since a Lagrange unit ω and its negative −ω are congruent
modulo two. A canonical homomorphism exists of the ring of integral Lagrange numbers
modulo 2r onto the ring of integral Lagrange numbers modulo r whose kernel is the con-
jugated ideal of elements divisible by r. Since the ideal contains sixteen elements, every
integral Lagrange number modulo r is represented by sixteen integral Lagrange numbers
modulo 2r. The number of integral Lagrange numbers modulo r is equal to r4 for every
positive integer r.

The multiplicative group of nonzero integers modulo p is cyclic for every odd prime
p. The number of nonzero integers modulo p which are square of integers modulo p is
1
2 (p− 1) as is the number of integers modulo p which are nonsquares. The product of two
squares and the product of two nonsquares are squares. The product of a square and a
nonsquare is a nonsquare. Since a nonsquare exists, some sum of two squares exists which
is a nonsquare.

A skew–conjugate integral Lagrange number

ι = ia+ jb

modulo p is defined by the choice of integers a and b modulo p such that the equation

a2 + b2 = c2

admits no solution c in the integers modulo p. If u and v are integers modulo p such that

(u+ iv)−(u+ iv) = u2 − ι2v2

vanishes, then u and v both vanish. A conjugated field of p2 elements is obtained whose
elements are integral Lagrange numbers

u+ ιv

modulo p with integers u and v modulo p as coordinates.

An integer a modulo p exists such that

−1− a2

is a square since 12(p+1) integers modulo p are represented whereas there are only
1
2 (p−1)

nonsquares. A skew–conjugate integral Lagrange number

κ = ia+ jb+ k
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modulo p exists for some integer b modulo p such that

κ−κ = 0.

Every integral Lagrange number is represented as

α+ κβ

for unique elements α and β of the field. The identity

(α+ κβ)−(α+ κβ) = α−α

is satisfied.

If p is a prime, a canonical homomorphism of the ring of integral Lagrange numbers
modulo rp onto the ring of integral Lagrange numbers modulo r exists whose kernel is the
conjugated ideal of elements divisible by r.

If I is a right ideal of the ring of integral Lagrange numbers modulo r, then the set
of integral Lagrange numbers which represent elements of the ideal is a right ideal which
contains r. An integral Lagrange number ξ exists such that the elements of the ideal are
the products ξη with η an integral Lagrange number. The representation

r = ξ−ξ

holds if I contains no nonzero element which is self–conjugate.

The number of right ideals of the ring of integral Lagrange numbers modulo r which
contain no nonzero self–conjugate element is equal to the sum of the odd divisors of r.
The number of integral Lagrange numbers ξ which represent

r = ξ−ξ

is equal to twenty–four times the sum of the odd divisors of r.

The Lagrange skew–plane admits topologies which are compatible with addition and
multiplication. The Dedekind topology is derived from convex structure.

A convex combination
(1− t)ξ + tη

of elements ξ and η of the Lagrange skew–plane is an element of the Lagrange skew–plane
when t is a rational number in the interval [0, 1]. A subset of the Lagrange skew–plane
is said to be preconvex if it contains all elements of the Lagrange skew–plane which are
convex combinations of elements of the set. The preconvex span of a subset of the Lagrange
skew–plane is defined as the smallest preconvex subset of the Lagrange skew–plane which
contains the given set.

The closure in the Lagrange skew–plane of a preconvex subset B is the set B− of
elements ξ of the Lagrange skew–plane such that the set whose elements are ξ and the
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elements of B is preconvex. The closure of a preconvex set is a preconvex set which is its
own closure.

A nonempty preconvex set is defined as open if it is disjoint from the closure of every
disjoint nonempty preconvex set. The intersection of two nonempty open preconvex sets
is an open preconvex set if it is nonempty.

A subset of the Lagrange skew–plane is said to be open if it is a union of nonempty
open preconvex sets. The empty set is open since it is an empty union of such sets. Unions
of open subsets are open. Finite intersections of open sets are open.

An example of an open set is the complement in the Lagrange skew–plane of the closure
of a nonempty preconvex set. A subset of the Lagrange skew–plane is said to be closed if it
is the complement in the Lagrange skew–plane of an open set. Intersections of closed sets
are closed. Finite unions of closed sets are closed. The Lagrange skew–plane is a Hausdorff
space in the topology whose open and closed sets are defined by convexity. These open
and closed sets define the Dedekind topology of the Lagrange skew–plane.

If a nonempty open preconvex set A is disjoint from a nonempty preconvex set B, then
a maximal preconvex set exists which contains B and is disjoint from A. The maximal
preconvex set is closed and has preconvex complement. The existence of the maximal
preconvex set is an application of the Kuratowski–Zorn lemma.

Addition and multiplication are continuous as transformations of the Cartesian prod-
uct of the Lagrange skew–plane with itself into the Lagrange skew–plane. Conjugation is
continuous as a transformation of the Lagrange skew–plane into the Lagrange skew–plane.
The Dedekind skew–plane is the completion of the Lagrange skew–plane in the uniform
Dedekind topology. Neighborhoods of a Lagrange number are determined by neighbor-
hoods of the origin. If an open set A contains the origin and if ξ is a Lagrange number,
then the set of sums of ξ and elements of A is an open set which contains ξ. Every open
set which contains ξ is obtained from an open set which contains the origin.

A Cauchy class of closed subsets of the Lagrange skew–plane is a nonempty class of
closed subsets such that the intersection of the members of any finite subclass is nonempty
and such that for every open set A containing the origin some member B of the class exists
such that all differences of elements of B belong to A.

A Cauchy class of closed subsets is contained in a maximal Cauchy class of closed subsets.
A Cauchy sequence is a sequence of elements ξ1, ξ2, ξ3, . . . of the Lagrange skew–plane such
that a Cauchy class of closed subsets is defined whose members are the closed preconvex
spans of ξr, ξr+1, ξr+2, . . . for every positive integer r. A Cauchy sequence determines a
maximal Cauchy class. Every maximal Cauchy class is determined by a Cauchy sequence.

An element of the Dedekind skew–plane is defined by a maximal Cauchy class of elements
of the Lagrange skew–plane. An element of the Lagrange skew–plane determines the
maximal Cauchy class of closed sets which contain the element. The Lagrange skew–plane
is contained in the Dedekind skew–plane.

If B is a closed subset of the Lagrange skew–plane, the closure B− of B in the Dedekind
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skew–plane is defined as the set of elements of the Dedekind skew–plane whose maximal
Cauchy class has B as a member. A subset of the Dedekind skew–plane is defined as open
if it is disjoint from the closure in the Dedekind skew–plane of every disjoint closed subset
of the Lagrange skew–plane. Unions of open subsets of the Dedekind skew–plane are open.
Finite intersections of open subsets of the Dedekind skew–plane are open. A subset of
the Lagrange skew–plane is open if, and only if, it is the intersection with the Lagrange
skew–plane of an open subset of the Dedekind skew–plane.

A subset of the Dedekind skew–plane is defined as closed if its complement in the
Dedekind skew–plane is open. Intersections of closed subsets of the Dedekind skew–plane
are closed. Finite unions of closed subset of the Dedekind skew–plane are closed. The
closure of a subset of the Dedekind skew–plane is defined as the smallest closed set con-
taining the given set. The closure in the Lagrange skew–plane of a subset of the Lagrange
skew–plane is the intersection with the Lagrange skew–plane of the closure of the set in
the Dedekind skew–plane.

The Dedekind skew–plane is a Hausdorff space in the topology whose open sets and
closed sets are determined by convexity. These open sets and closed sets define the
Dedekind topology of the Dedekind skew–plane.

The Lagrange skew–plane is dense in the Dedekind skew–plane. Addition and multipli-
cation admit unique continuous extensions as transformations of the Cartesian product of
the Dedekind skew–plane with itself into the Dedekind skew–plane. Conjugation admits a
unique continuous extension as a transformation of the Dedekind skew–plant into itself.

Properties of addition in the Lagrange skew–plane are preserved in the Dedekind skew–
plane. The associative law

(α+ β) + γ = α+ (β + γ)

holds for all elements α, β, and γ of the Dedekind skew–plane. The commutative law

α+ β = β + α

holds for all elements α and β of the Dedekind skew–plane. The origin 0 of the Lagrange
skew–plane satisfies the identities

0 + γ = γ = γ + 0

for every element γ of the Dedekind skew–plane. For every element α of the Dedekind
skew–plane a unique element

β = −α

of the Dedekind skew–plane exists such that

α+ β = 0 = β + α.

Conjugation is a homomorphism of additive structure: The identity

(α+ β)− = α− + β−
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holds for all elements α and β of the Dedekind skew–plane.

Multiplication by an element γ of the Dedekind skew–plane is a homomorphism of
additive structure: The identity

γ(α+ β) = γα+ γβ

holds for all elements α and β of the Dedekind skew–plane. The parametrization of homo-
morphisms is consistent with additive structure: The identity

(α+ β)γ = αγ + βγ

holds for all elements α, β, and γ of the Dedekind skew–plane. Multiplication by γ is the
homomorphism which annihilates every element of the Dedekind skew–plane when γ is
the origin. Multiplication by γ is the identity homomorphism when γ is the unit 1 of the
Lagrange skew–plane.

The composition of homomorphisms is consistent with multiplicative structure: The
associative law

(αβ)γ = α(βγ)

holds for all elements α, β, and γ of the Dedekind skew–plane. Conjugation is an anti–
homomorphism of multiplicative structure: The identity

(αβ)− = β−α−

holds for all elements α and β of the Dedekind skew–plane.

The inclusion of the complex plane in the Dedekind skew–plane is a homomorphism
of additive and multiplicative structure which commutes with conjugation. The com-
plex plane is a closed subset of the Dedekind skew–plane. The Dedekind topology of
the Dedekind plane is the subspace topology of the Dedekind topology of the Dedekind
skew–plane.

If γ is a nonzero element of the Dedekind skew–plane, the real number

γ−γ

is positive. If α is a nonzero element of the Dedekind skew–plane, the nonzero element

β = α−/(α−α)

satisfies the identities

βα = 1 = αβ.

The Dedekind skew–plane is complete in the uniform Dedekind topology: Every Cauchy
class of closed subsets of the Dedekind skew–plane has a nonempty intersection. Closed
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and bounded subsets of the Dedekind skew–plane compact: A subset of the Dedekind
skew–plane is said to be bounded if a positive number c exists such that the inequality

γ−γ ≤ c

holds for every element γ of the set. A nonempty class of closed subsets has a nonempty
intersection if every finite subclass has a nonempty intersection and if some member of the
class is bounded.

The axiomatization of topology has consequences which are unfamiliar to those whose
experience is limited to Dedekind topologies. A topology is defined for a set by a class of
subsets which are said to be open or equivalently by a class of subsets which are said to be
closed. The two formulations of topology are equivalent since a set is assumed to be open
if, and only if, its complement is closed. The union of every class of open sets is assumed to
be open. Equivalently the intersection of every class of closed sets is assumed to be closed.
The intersection of every finite class of open sets is assumed to be open. Equivalently the
union of every finite class of closed sets is assumed to be closed. This definition of topology
is supplemented by a condition which defines a Hausdorff space: Distinct elements a and b
of the space are contained in disjoint open sets A and B, a contained in A and b contained
in B.

A trivial example of such a topology is defined for a finite set. A finite set is a Hausdorff
space in a unique topology: All subsets are both open and closed. This discrete topology
of a finite set is applied in the construction of nontrivial topologies.

If a nonempty class C of nonempty sets is given, the Cartesian product of the sets is
defined as the set of all functions defined on the members of the class such that the value
of the function on a member set is always an element of the set. The usual function
notation is however replaced by the notation applied to sequences: if N is a member of the
class, the value of the function at N is written CN . When the members of the class are
parametrized by positive integers, the notation Cn means CN with n the positive integer
which parametrizes the member set N . The concept of a Cartesian product is applied
to classes C which are unlimited in cardinality. The class C need not be finite. If it is
infinite, it need not be countable. The concept of a Cartesian product can be applied more
generally when the class C is empty or when some member of the class is empty. The
Cartesian product is then defined to be empty. (The graph of the function contains no
element.)

When the member sets are Hausdorff spaces, the Cartesian product is a Hausdorff space
in the Cartesian product topology. The product topology is defined by two conditions:
The projection of the product onto each factor space is continuous. A transformation of a
topological space into the product space is continuous whenever every composition with a
projection into a factor space is continuous.

When the factor spaces are compact Hausdorff spaces, the Cartesian product is a com-
pact Hausdorff space. The proof of compactness is an application of the axiom of choice.
The axiom of choice is equivalent to the assertion that a Cartesian product of nonempty
sets is nonempty. The Kuratowski–Zorn lemma is a consequence of the axiom of choice: A
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partially ordered set contains a maximal element if every well–ordered subset admits an
upper bound in the set.

Compactness of a Hausdorff space is formulated as the assertion that a nonempty class of
closed subsets has a nonempty intersection whenever every finite subclass has the property.
Every such class is contained in a maximal such class by the Kuratowski–Zorn lemma.
When the class is maximal, the intersection of the members of the class contains a unique
element.

If C is a maximal such class of closed subsets of the Cartesian product, then a maximal
such class is seen in every factor space. Seen in a factor space are those closed sets whose
inverse image in the Cartesian product are members of the class C. The element determined
in every factor space defines the desired element of the Cartesian product.

The adic topology of the Lagrange skew–plane resembles the Dedekind topology in its
good relationship to addition and multiplication. The open sets are defined as unions of
sets which are both open and closed. The closed sets are defined as intersections of sets
which are both open and closed. A basic example of a set which is both open and closed
and which contains a given Lagrange number ξ is defined by a positive rational number λ
and consists of the Lagrange numbers η such that

λ(ξ − η)−(ξ − η)

is integral. Every open set is a union of finite intersections of basic open and closed sets.
Every closed set is an intersection of basic open and closed sets.

The Lagrange skew–plane is a Hausdorff space in the adic topology. Addition and
multiplication are continuous as transformations of the Cartesian product of the Lagrange
skew–plane with itself into the Lagrange skew–plane. Conjugation is continuous as a
transformation of the Lagrange skew–plane into itself.

The adic skew–plane is defined as the Cauchy completion of the Lagrange skew–plane
in the uniform adic topology. Addition and multiplication admit unique continuous exten-
sions as transformations of the Cartesian product of the adic skew–plane with itself into
the adic skew–plane. Conjugation admits a unique continuous extension as a transforma-
tion of the adic skew–plane into itself. An element of the adic skew–plane is said to be
integral if it belongs to the closure of the integral elements of the Lagrange skew–plane.
The adic skew–plane is a conjugated ring which contains the set of integral elements as a
conjugated subring. Compactness of the subring is proved by a construction as a closed
subset of a Cartesian product of compact Hausdorff spaces.

The Cartesian product of the conjugated ring of integral Lagrange numbers modulo r
is taken over the positive integers r. The Cartesian product is a conjugated ring whose
addition, multiplication, and conjugation are defined by addition, multiplication, and con-
jugation of projections in factor rings. Since the factor rings are compact Hausdorff spaces
in the discrete topology, the Cartesian product is a compact Hausdorff space in the Carte-
sian product topology. When r1 is a divisor of r2, a canonical homomorphism exists of the
factor ring modulo r2 onto the factor ring modulo r1 whose kernel is the conjugated ideal
of elements divisible by r1.
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A closed subring of the Cartesian product is defined as the set of elements of the Carte-
sian product such that the projection of the factor ring modulo r2 is mapped into the
projection in the factor ring modulo r1 whenever r1 is a divisor of r2. The subring is
conjugated and is a compact Hausdorff space in the subspace topology. A continuous
conjugated homomorphism of the subring onto the ring of integral elements of the adic
skew–plane is defined by taking an element of the subring into the limit of a Cauchy se-
quence whose r–term is an integral element of the Lagrange skew–plane which represents
the projection in the factor ring modulo r.

The adic skew–plane is a ring of quotients of the subring of its integral elements. A
conjugated isomorphism of additive structure of the adic skew–plane onto itself is defined
on multiplication by r for every positive integer r. The transformation is continuous and
has a continuous inverse. Every element of the adic skew–plane is mapped into an integral
element on multiplication by some positive integer.

An integral element of the adic skew–plane is said to be p–adic for some prime p if its
quotient by r is integral for every positive integer r which is not divisible by p. The set
of p–adic elements of the ring of integral elements of the adic skew–plane is a conjugated
ideal which is closed in the adic topology. The conjugated ring of integral elements of the
adic skew–plane is isomorphic to the Cartesian product of its p–adic ideals taken over all
primes p. The topology of the ring of integral elements is the Cartesian product topology
of its p–adic ideals.

A decomposition of the adic skew–plane results from the decomposition of its ring of
integral elements. An element of the adic skew–plane is said to be p–adic if for some prime
p its product with a positive integer is a p–adic integral element of the adic skew–plane.
The set of p–adic elements of the adic skew–plane is a conjugated ideal of the adic skew–
plane which is closed in the adic topology. The p–adic component of an element of the
adic skew–plane is integral for all but a finite number of primes p. If a p–adic element of
the adic skew–plane is chosen for every prime p and if all but a finite number of elements
are integral, an element of the adic skew–plane exists whose p–adic component is the given
p–adic element for every prime p.

The p–adic skew–plane is defined for a prime p as the conjugated ring of p–adic elements
of the adic skew–plane. The p–adic topology of the ring is defined as the subspace topology
of the adic topology of the adic skew–plane. The set of self–conjugate elements of the ring
is the field of p–adic numbers. An element

ξ = d+ ia+ jb+ kc

of the p–adic skew–plane has coordinates a, b, c, and d in the p–adic field which do not all
vanish when ξ does not vanish. The product

ξ−ξ = a2 + b2 + c2 + d2

is a p–adic number which does not vanish when the coordinates of ξ do not all vanish. An
inverse

ξ−1 = ξ−/(ξ−ξ)
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exists in the p–adic skew–plane which satisfies the identities

ξ−1ξ = 1 = ξξ−1

with 1 the unit of the p–adic field and also of the p–adic skew–plane.

The value of the adic skew–plane lies in its relationship to the Dedekind skew–plane
which is found in their Cartesian product. The product skew–plane is the set of pairs
ξ = (ξ+, ξ−) of elements ξ+ of the Dedekind skew–plane and elements ξ− of the adic
skew–plane. The sum

γ = α+ β

of elements α and β is defined by

γ+ = α+ + β+

and
γ− = α− + β−.

The product
γ = αβ

of elements α and β is defined by
γ+ = α+β+

and
γ− = α−β−.

The conjugate
β = α−

of an element α is defined by
β+ = α

−
+

and
β− = α

−
−.

The product skew–plane is a Hausdorff space in the Cartesian product topology of the
Dedekind skew–plane and the adic skew–plane.

The Dedekind skew–plane and the adic skew–plane are spliced by the construction of a
quotient space. A closed subset of the product skew–plane consists of the elements whose
components in the Dedekind skew–plane and the adic skew–plane are elements of the
Lagrange skew–plane with vanishing sum. If α and β are elements of the subset, then so is
α+ β. If α is an element of the subset and if λ is an element of the Lagrange skew–plane,
then an element

β = λα

of the subset is defined by
β+ = λα+
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and
β− = λα−.

If α is an element of the subset, then an element

β = α−

of the subset is defined by
β+ = α

−
+

and
β− = α

−
−.

An equivalence relation is defined of the product skew–plane by defining elements α
and β to be equivalent when β − α belongs to the subset. A fundamental domain for
the equivalence relation is the set of elements ξ of the product skew–plane whose adic
component is integral and whose Dedekind component satisfies the inequality

ξ−+ξ+ < (ξ+ − ω)−(ξ+ − ω)

for every integral element ω of the Lagrange skew–plane with integral inverse. Every
element of the product skew–plane is equivalent to an element of the closure of the funda-
mental domain. Equivalent elements of the fundamental domain are equal.
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Chapter 3. Conformal Mapping

A Riemann mapping is an injective analytic mapping of the unit disk of the complex
plane onto a region of the complex plane. An example of a region which is the image of
the unit disk under a Riemann mapping is enclosed by a Jordan curve. The curve is an
injective continuous mapping of the boundary of the unit disk into the complex plane. The
image of the boundary of the unit disk is a compact subset of the complex plane whose
complement has two connected components, one of which is bounded. The bounded region
is the image of the unit disk under a Riemann mapping. The proof applies estimates of
Riemann mappings of which the Bieberbach conjecture is among the strongest.

The Dedekind skew–plane contains an abundance of conjugated subfields which are
isomorphic to the complex plane. If a skew–conjugate element ι of the Dedekind skew–
plane has absolute value one, a conjugated isomorphism of the complex plane onto a
subfield of the Dedekind skew–plane is defined by taking x + ιy into x + ιy. The image
of the complex plane contains every element of the Dedekind skew–plane which commutes
with ι. The unit skew disk is the set of elements ξ of the Dedekind skew–plane which
satisfy the inequality

ξ−ξ < 1.

The isomorphism maps the unit disk of the complex plane into the unit skew–disk. Every
element of the unit skew–disk is the image of an element of the unit disk under some
isomorphism.

Functions analytic in a region of the complex plane and with values in the complex
plane are fundamental to generalizations. A function f(z) of z = x+ iy in a region of the
complex plane is said to be differentiable at an element w of the region if the function

[f(z)− f(w)]/(z − w)

is continuous at w when suitably defined at w. The value at w is taken as the definition
of the derivative f ′(w) at w. A function is continuous at w if it is differentiable at w.

A square summable power series f(z) with complex coefficients converges in the unit
disk and defines a function in the unit disk. The value

f(w) = 〈f(z), (1− w−z)−1〉

at w of the function represented by a square summable power series f(z) is a scalar product
in the space of square summable power series with the square summable power series

(1− w−z)−1 = 1 + (w−)z + (w−)2z2 + . . .

The function represented by a square summable power series is continuous since the identity

f(β)− f(α) = 〈f(z), (1− β−z)−1 − (1− α−z)−1〉

holds when α and β are in the unit disk and since the square summable power series

(1− β−z)−1 − (1− α−z)−1 = (β − α)−z + (β2 − α2)−z2 + . . .
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satisfies the inequality

‖(1− β−z)−1 − (1− α−z)−1‖2 ≤ |β − α|2(1 + |α+ β|2 + |α2 + αβ + β2|2 + . . . )

If f(z) is a square summable power series, a sequence of square summable power series
fn(z) is defined inductively by

f0(z) = f(z)

and

fn+1(z) = [fn(z)− fn(0)]/z

for every nonnegative integer n. Since the inequality

‖fn(z)‖ ≤ ‖f(z)‖

holds for every nonnegative integer n, the square summable power series

[f(z)− f(α)]/(z − α) = f1(z) + αf2(z) + α2f3(z) + . . .

is a sum in the metric topology of the space of square summable power series when α is
in the unit disk. Since the power series represents a continuous function in the disk, the
power series f(z) represents a differentiable function in the disk. The function

[f(w)− f(α)]/(w − α)

of w in the disk is continuous at α when given a definition f ′(α) at α.

Square summable power series which represent the same function are identical since
the coefficients of a square summable power series are all zero if the function represented
vanishes identically. A square summable power series is identified with the function it
represents. The reproducing kernel function

(1− w−z)−1

for function values at w in the space of square summable power series is the element of
the space which in a scalar product determines the value of the represented function at w
when w is in the unit disk.

If W (z) is a nontrivial power series such that multiplication by W (z) is a contractive
transformation of the space of square summable power series into itself, then

W (z)W (w)−/(1− w−z)

is the reproducing kernel function for function values at w in the range spaceM(W ) when
w is in the unit disk. For if

g(z) =W (z)f(z)
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is an element of the spaceM(W ), the identity

g(w) = 〈g(z),W (z)W (w)−/(1− w−z)〉M(W )

is a consequence of the identity

f(w) = 〈f(z), (1− w−z)−1〉

since multiplication by W (z) is an isometric transformation of the space C(z) onto the
spaceM(W ) and since the identity

g(w) =W (w)f(w)

is satisfied. The reproducing kernel function

W (z)W (w)−/(1− w−z)

for function values at w in the space M(W ) is obtained from the reproducing kernel
function

(1− w−z)−1

for function values at w in the space of square summable power series under the adjoint of
the inclusion ofM(W ) in C(z).

The reproducing kernel function

[1−W (z)W (w)−]/(1− w−z)

for function values at w in the spaceH(W ) is obtained from the reproducing kernel function

(1− w−z)−1

for function values at w in the space of square summable power series under the adjoint of
the inclusion of the space H(W ) in C(z). The identity

f(w) = 〈f(z), [1−W (z)W (w)−]/(1− w−z)〉H(W )

holds for every element f(z) of the space H(W ). Since the identity applies when

f(z) = [1−W (z)W (w)−]/(1− w−z),

the function represented by the power series W (z) is bounded by one in the unit disk.

Reproducing kernel functions are applied to determine the structure of a Hilbert space
H whose elements are functions in the unit disk. A continuous linear functional on the
space is assumed to be defined for every element w of the unit disk by taking function
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values at w. The reproducing kernel function for function values at w is th unique element
K(w, z) of the space which represents the value

f(w) = 〈f(z), K(w, z)〉H

for every element f(z) of the space. The indeterminate z is treated as a dummy variable
in the notation for a function. The function

K(α, β) = 〈K(α, z), K(β, z)〉H

of α and β in the unit disk is treated as an infinite matrix. The symmetry of a scalar
product implies the Hermitian symmetry

K(β, α) = K(α, β)−

of the matrix. The infinite matrix is nonnegative in a sense which is determined by its
finite square submatrices. If γ1, . . . , γr are in the unit disk, then the r × r matrix with
entry

K(γi, γj)

in the i–th row and j–th column is nonnegative. A nonnegative number results when the
matrix is multiplied on the right by a column vector with r entries and on the left by the
conjugate transpose row vector. The nonnegative number is a sum of products

c−i K(γi, γj)cj

taken over i and j equal to 1, . . . , r for complex numbers c1, . . . , cr.

Reproducing kernel functions are applied in interpolation. If γ1, . . . , γr are distinct
elements of disk, the set of elements of the Hilbert space which vanish at these elements
is a closed vector subspace whose orthogonal complement consists of functions which are
determined by their values at these elements. A function on the finite set is extended to
the unit disk so as to be orthogonal to functions which vanish on the finite set. The space
of functions on the finite set is a Hilbert space in the scalar product inherited from the
full space. Every function on the finite set is a linear combination of reproducing kernel
functions which represent values taken on the set. A reproducing kernel function for values
on a set is its own extrapolation to the full space. The nonnegativity of a reproducing
kernel function is the condition for the existence of a scalar product for the functions on
the finite set which creates a Hilbert space compatible with the reproducing property. The
finite linear combinations of reproducing kernel functions form a dense vector subspace of
the Hilbert space of functions defined on the unit disk. The Hilbert space is the metric
completion of the dense subspace. The reproducing property permits the elements of the
completion to be realized as functions defined on the unit disk.

The Jordan curve theorem states that the complex complement of a simple closed curve
in the complex plane is the union of a bounded region and an unbounded region. The
Cauchy formula states that the Stieltjes integral∫

f(z)dz = 0
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of a continuous function over the closed curve is equal to zero if the curve has finite length,
if the function has a continuous extension to the closure of the bounded region, and if
the function is differentiable at all but a finite number of elements of the bounded region.
An example of a simple closed curve is the unit circle, which bounds the unit disk. The
Cauchy formula for the unit circle is proved by decomposing the unit disk into regions
which are bounded by circles centered at the origin and straight lines through the origin.

Points of nondifferentiability are constructed for a function f(z) of z in the unit disk,
which has a continuous extension to the closed disk, when the Cauchy integral

S(1) =

∫ 2π
0

f(eiθ)ieiθdθ

for the unit circle is nonzero. A point of nondifferentiability is constructed in the annulus

a < |z| < b

when the inequality

(b− a)|S(1)| ≤ |
∫ 2π
0

f(beiθ)ibeiθdθ −
∫ 2π
0

f(aeiθ)iaeiθdθ|

is satisfied. If the length of an interval (α, β) is less than 2π, a simple closed curve is
constructed from aeiα to beiα along a radial line away from the origin, from beiα to beiβ

counterclockwise along a circle of radius b centered at the origin, from beiβ to aeiβ along
a radial line towards the origin, and from aeiβ to aeiα clockwise along a circle of radius a
about the origin. The Cauchy integral for the curve is

S(a, b;α, β)

=

∫ b
a

f(reiα)eiαdr −
∫ b
a

f(reiβ)eiβdr +

∫ β
α

f(beiθ)ibeiθdθ −
∫ β
α

f(aeiθ)iaeiθdθ.

The Cauchy integral is zero for a linear function since it is zero for a constant and for
z. The nonzero nature of the integral measures the difficulty in approximating the given
function by a linear function.

A point of nondifferentiability is found in the region bounded by the curve when the
inequality

(β − α)(b− a)|S(1)| ≤ 2π|S(a, b;α, β)|

is satisfied. A point w of nondifferentiability is obtained when the regions containing w
and satisfying the inequality form a basis for the neighborhoods of w. If the inequality

|f(z)− g(z)| ≤ ε|z − w|

holds in the region for some linear function g(z) for a positive number ε, then

|S(1)| ≤ ε
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since the inequality
2π|S(a, b;α, β)| ≤ (β − α)(b− a)ε

is satisfied.

The maximum principle states that the real part of a function f(z) of z in the unit
disk, which is differentiable at all but a finite number of points in the disk and which has
a continuous extension to the closed disk, vanishes in the unit disk if it is nonpositive on
the unit circle and nonnegative at the origin. The function f(z)/z is differentiable at all
but a finite number of points in the annulus

a < |z| < 1

when a is in the interval (0, 1). Since the identity

∫ 2π
0

f(aeiθ)dθ =

∫ 2π
0

f(eiθ)dθ

holds by the proof of the Cauchy formula, the value of the function at the origin is an
average

2πf(0) =

∫ 2π
0

f(eiθ)dθ

of values on the boundary. If the real part of the integrand is nonpositive and real part
of the integral is nonnegative, then the real part of the integral and the real part of the
integrand are zero. The function is a constant since its real part vanishes in the unit disk.

An example of a function which is differentiable and bounded by one in the unit disk is

W (z) = (α− z)/(1− α−z)

when α is in the unit disk. A Hilbert space H of functions in the unit disk exists whose
reproducing kernel function for function values at w is

[1−W (z)W (w)−]/(1− w−z) = (1− α−α)(1− α−z)−1(1− αw−)−1

when w is in the unit disk. The space is contained isometrically in the space of square
summable power series since

(1− α−z)−1

is the reproducing kernel function for function values at α in C(z). The orthogonal com-
plement of H in C(z) is a Hilbert space M which is contained isometrically in C(z) and
which contains the functions which vanish at α. Since the reproducing kernel function for
function values at w inM is

W (z)W (w)−/(1− w−z),

multiplication by W (z) is an isometric transformation of C(z) onto M. Since M is con-
tained isometrically in C(z), multiplication by W (z) is an isometric transformation of C(z)
into itself.
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Applications of the maximum principle are made when a continuous function W (z) of
z in the unit disk is bounded by one and differentiable at all but a finite number of points
in the disk. If the inequality

|W (α)| < 1

holds for some α in the disk, then it holds for all α in the disk. If the inequality holds
for a point α of differentiability, then a continuous function W ′(z) of z in the unit disk,
which is bounded by one and differentiable at all but a finite number of points in the disk,
is defined by the identity

W ′(z)(α− z)/(1− α−z) = [W (α)−W (z)]/[1−W (α)−W (z)].

The identity is applied as a parametrization of the continuous functions V (z), which are
bounded by one in the unit disk and differentiable at all but a finite number of points in
the disk, such that

V (α) =W (α).

Such a function is obtained on replacingW (z) by V (z) in the identity and replacingW ′(z)
by a continuous function V ′(z) which is bounded by one in the unit disk and differentiable
at all but a finite number of points in the disk.

If a continuous function W (z) of z in the unit disk is bounded by one in the disk and
is differentiable at all but a finite number of points in the disk and if a Hilbert space H
exists whose elements are functions of z in the disk and which has the function

[1−W (z)W (w)−]/(1− w−z)

of z as reproducing kernel function for function values at w when w is in the unit disk,
then multiplication by W (z) is an isometric transformation of C(z) onto a Hilbert space
M whose elements are functions of z in the unit disk and which has the function

W (z)W (w)−/(1− w−z)

of z as reproducing kernel function for function values at w when w is in the unit disk. A
Hilbert space H ∨M exists in which the spaces H andM are contained contractively as
complementary spaces. The elements of the space H∨M are functions defined in the unit
disk. Since the reproducing kernel function for function values at w in the space H∨M is
the sum of the reproducing kernel functions for function values at w in the spaces H and
M, the function

(1− w−z)−1

of z is the reproducing kernel function for function values at w in the space H∨M when w
is in the unit disk. The space H∨M is isometrically equal to C(z) since the space of square
summable power series has the same reproducing kernel functions. Since the space M is
contained contractively in C(z), multiplication by W (z) is a contractive transformation of
C(z) into itself. The function W (z) is represented by a square summable power series. The
space H is isometrically equal to the space H(W ). The space H(W ) is interpreted as C(z)
when W (z) is identically zero.
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If a continuous function U(z) of z in the unit disk is bounded by one and is differentiable
at all but a finite number of points in the disk and if the inequality

|U(α)| < 1

holds at a point α of the disk, then the continuous function

V (z) = [U(α)− U(z)]/[1− U(z)U(α)−]

of z is bounded by one in the disk and is differentiable at all but a finite number of points
in the disk. Multiplication by U(z) is a contractive transformation of C(z) into itself if,
and only if, multiplication by V (z) is a contractive transformation of C(z) into itself. For a
Hilbert space H(U) exists whose elements are functions of z in the disk and which contains
the function

[1− U(z)U(w)−]/(1− w−z)
of z as reproducing kernel function for function values at w when w is in the disk if, and
only if, a Hilbert space H(V ) exists whose elements are functions of z in the disk and
which contains the function

[1− V (z)V (w)−]/(1− w−z)

of z as reproducing kernel function for function values at w when w is in the disk. Since
the identity

[1− U(z)U(α)−][1− V (z)V (w)−][1− U(α)U(w)−]
= [1− U(α)U(α)−][1− U(z)U(w)−]

is satisfied, multiplication by

[1− U(α)U(α)−]− 12 [1− U(z)U(α)−]

is an isometric transformation of the space H(V ) onto the space H(U).
If a continuous function U(z) of z in the disk is bounded by one and differentiable at

all but a finite number of points in the disk and if

U(α) = 0

at a point α of differentiability, then the identity

U(z) = V (z)(α− z)/(1− α−z)

holds for a continuous function V (z) of z in the disk which is bounded by one and which
is differentiable at all but a finite number of points in the disk. Multiplication by U(z) is
a contractive transformation of C(z) into itself if, and only if, multiplication by V (z) is a
contractive transformation of C(z) into itself. A space H(U), whose elements are functions
of z in the unit disk and which contains the function

[1− U(z)U(w)−]/(1− w−z)
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of z as reproducing kernel function for function values at w when w is in the disk, exists
if, and only if, a Hilbert space H(V ) exists whose elements are functions of z in the disk
and which contains the function

[1− V (z)V (w)−]/(1− w−z)

of z as reproducing kernel function for function values at w when w is in the disk. The
space H(V ) is contained isometrically in the space H(U) and contains the elements of the
space H(U) which vanish at α.
If a continuous function W (z) of z in the unit disk is bounded by one in the disk and is

differentiable at all but a finite number of points in the disk and if α1, . . . , αr are distinct
points of differentiability in the disk, then continuous functions Wn(z) of z in the disk,
which are bounded by one in the disk and which are differentiable at all but a finite number
of points in the disk, are defined inductively by

W0(z) =W (z)

and

Wn(z)(αn − z)/(1− α−n z) = [Wn−1(αn)−Wn−1(z)]/[1−Wn−1(z)Wn−1(αn)−]

when n is positive andWn−1(z) is not a constant of absolute value one. A parametrization
results of the continuous functions of z in the unit disk, which are bounded by one in the
disk and which are differentiable at all but a finite number of points in the disk, having the
same values as W (z) at the points α1, . . . , αr. Such functions are obtained on replacing
Wr(z) by an arbitrary continuous function of z which is bounded by one in the unit disk
and which is differentiable at all but a finite number of points in the disk. A Hilbert space
H(W ), whose elements are functions of z in the disk and which contains the function

[1−W (z)W (w)−]/(1− w−z)

of z as reproducing kernel function for function values at w when w is in the disk, exists
if, and only if, a Hilbert space H(Wr) exists whose elements are functions of z in the disk
and which contains the function

[1−Wr(z)Wr(w)−]/(1− w−z)

of z as reproducing kernel function for function values at w when w is in the disk. If Wr(z)
is a constant of absolute value one, the space H(Wr) contains no nonzero element and the
space H(W ) has dimension r. The condition that the space H(W ) has dimension at least
r is necessary and sufficient for the construction of the function Wr(z).

A theorem of Cauchy states that a continuous function of z in the unit disk is represented
by a power series if it is differentiable at all but a finite number of points in the disk. If
a continuous function W (z) of z is bounded by one in the disk and is differentiable at all
but a finite number of points in the disk, then multiplication by W (z) is a contractive
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transformation of C(z) into itself. A proof is given by showing that for every finite set
of distinct points α1, . . . , αr in the disk the matrix whose entry in the i–th row and j–th
column is

[1−W (αi)W (αj)−]/(1− α−j αi)

is nonnegative. The conclusion is immediate when α1, . . . , αr are points of differentiability
since multiplication by V (z) is a contractive transformation of C(z) into itself for a power
series V (z) representing a function which agrees with W (z) at the given points. The same
conclusion holds by continuity when the points are not points of differentiability.

A function f(z) of z is said to be analytic in the unit disk if it is represented by a power
series. The Cauchy theorem states that a function f(z) of z is analytic in the unit disk if
it is continuous in the disk and is differentiable at all but a finite number of points in the
disk.

A function φ(z) of z, which is analytic and has nonnegative real part in the unit disk,
admits a Poisson representation. When the function is continuous in the closed disk, the
integral representation

2π
φ(z) + φ(w)−

1− w−z =

∫ 2π
0

φ(eiθ) + ϕ(eiθ)−

(1− e−iθz)(1− w−eiθ) dθ

holds when z and w are in the unit disk. The Poisson representation is an application of
the Cauchy integrals

2πφ(z) =

∫ 2π
0

φ(eiθ)dθ

1− e−iθz

and

0 =

∫ 2π
0

φ(eiθ)eiθdθ

1− w−eiθ .

When the function φ(z) of z is not continuous in the closed disk, a nonnegative measure
μ on the Baire subsets of the real line is constructed whose value

μ(E) = lim

∫
E

1
2 [ϕ(e

ix−y) + ϕ(eix−y)−]dx

is a limit as y decreases to zero of integrals of the real part of

ϕ(eix−y).

The Poisson representation reads

π
ϕ(z) + ϕ(w)−

1− w−z =

∫ 2π
0

dμ(eiθ)

(1− e−iθz)(1− w−eiθ)

when z and w are in the unit disk.
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A Hilbert space is constructed whose elements are equivalence classes of Baire measur-
able functions f(eiθ) of eiθ on the unit circle for which the integral

2π‖f‖2 =
∫ 2π
0

|f(eiθ)|2dμ(eiθ)

is finite. A partially isometric transformation of the space onto the Herglotz space L(φ) is
defined by taking a function f(eiθ) of eiθ on the unit circle into the function

1

2π

∫ 2π
0

f(eiθ)dμ(eiθ)

1− e−iθz

of z in the unit disk. Multiplication by e−iθ in the Hilbert space of functions on the
boundary corresponds to the difference–quotient transformation in the Herglotz space. A
related isometric transformation exists of the Hilbert space of functions on the unit circle
onto the extension space of the Herglotz space. Multiplication by eiθ in the Hilbert space
of functions on the unit circle corresponds to multiplication by z in the extension space
E(φ) to the Herglotz space L(φ).
Integration is more structured for the Dedekind skew–plane than for the complex plane

since the boundary of the unit skew–disk is less easily parametrized than the boundary of
the unit disk.

Nonnegative measures are defined on the Baire subsets of a locally compact Hausdorff
space for which two definitions are equivalent: A Baire subset is a member of the smallest
class of sets which contains the open sets and which contains countable unions and count-
able intersections of sets of the class. A Baire subset is a member of the smallest class of
sets which contains the closed sets and which contains countable intersections of sets of
the class. The complement of a Baire set is a Baire set.

A Borel measure is a function of Baire sets with nonnegative values such that the
measure of a countable union of disjoint sets is equal to the sum of the measures of the
sets. The values of the measure are assumed to be finite on compact sets.

The Dedekind line, the Dedekind plane, and the Dedekind skew–plane admit canonical
measures. The measure is characterized within a constant factor by invariance under
translation: If η is an element of the space, the transformation of the space into itself
which takes ξ into ξ+η takes Baire sets into Baire sets and preserves the measures of sets.
Canonical measures are normalized with respect to integral elements of the spaces.

Elements of a space are defined as equivalent if they differ by an integral element. A
fundamental region is constructed as a convex open subset such that every element of the
space is equivalent to an element of the closure of the region and such that equivalent
elements of the region are equal.

A fundamental region for the Dedekind line is the set of elements which are closer to
the origin than to the integral elements 1 and −1 with integral inverse. The canonical
measure is Lebesgue measure.
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A fundamental region for the complex plane is the set of elements which are closer to
the origin than to the integral elements ±1 and ±i with integral inverse. The canonical
measure is the Cartesian product of Lebesgue measures for lines when elements x+ iy of
the complex plane are given coordinates x and y in the Dedekind line.

A fundamental region for the Dedekind skew–plane is the set of elements which are
closer to the origin than to the integral elements

±1,±i,±j,±k,±12 ±
1
2 i±

1
2 j ±

1
2 k

with integral inverse. The canonical measure is twice the Cartesian product measure of
Lebesgue measures for lines when elements t + ix + jy + kz of the Dedekind skew–plane
are given coordinates x, y, z, and t in the Dedekind line.

A homomorphism of the multiplicative group of nonzero elements of the Dedekind skew–
plane onto the multiplicative group of positive real numbers is defined by taking ξ into
ξ−ξ. The image of the canonical measure whose value on a Baire subset is the integral

8π

∫
tdt

with respect to Lebesgue measure over the set. The kernel of the homomorphism is the
boundary of the unit skew–disk. The multiplicative group of nonzero elements of the
Dedekind skew–plane is isomorphic to the Cartesian product of the multiplicative group of
the positive half–line and the multiplicative group of the boundary of the unit skew–disk.
The multiplicative group of the positive half–line is given the measure whose value on a
Baire subset is the integral ∫

t3dt

with respect to Lebesgue measure over the set. The canonical measure for the bound-
ary of the unit skew–disk is defined as the nonnegative measure on Baire subsets whose
Cartesian product with the measure on the positive half–line is the canonical measure for
the Dedekind skew–plane on nonzero elements. The boundary of the unit skew–disk has
measure 16π.

A function f(ξ) of ξ in a region of the Dedekind skew–plane is said to be harmonic if
the Laplacian

∂2f

∂t2
+
∂2f

∂x2
+
∂2f

∂y2
+
∂2f

∂t2

vanishes in the region
ξ = t+ ix+ jy + kz.

The definition originates for functions with real values but applies to functions with values
in the skew–plane. A clarification of the meaning of partial derivatives is required. The
simplest approach requires analyticity of a harmonic function in the real coordinates x, y, z,
and t. An axiomatic treatment of harmonic functions is given since a definition can be
chosen for which analyticity is a conclusion instead of a hypothesis.
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If a function f(ξ) of ξ is harmonic in the unit skew–disk, then the function is continuous
and the function f(ωξ) of ξ is harmonic in the skew–disk for every element ω of the
boundary. The integral ∫

f(ωξ)dω

with respect to the boundary measure is independent of ξ. The real part

1
2
[f(ξ) + f(ξ)−]

of the function is a constant in the skew–disk if it attains a maximum value at the origin.

The maximum principle states that the real part of a function which is harmonic in a
region is a constant in the region if it attains a maximum in the region. The proof given
for the unit skew–disks applies to skew–disks with arbitrary center which are contained in
the region.

An example of a function of ξ which is nonnegative and harmonic in the unit skew–disk
is

1− ξ−ξ
(1− ω−ξ − ξ−ω + ξ−ξ)2

for every element ω of the boundary. The function has a continuous extension to the closed
disk with the exception of a singularity at ω. The function vanishes at elements of the
boundary where it is continuous. The integral

1− ξ−ξ
16π

∫
dω

(1− ω−ξ − ξ−ω + ξ−ξ)2

with respect to the boundary measure is equal to one for every element ξ of the unit
skew–disk.

If a function f(ω) of ω on the boundary of the unit skew–disk is continuous, a harmonic
function

f(ξ) =
1− ξ−ξ
16π

∫
f(ω)dω

(1− ω−ξ − ξ−ω + ξ−ξ)2

of ξ in the unit skew–disk is defined as an integral with respect to the boundary measure.
The function has a continuous extension to the closed disk which agrees with the given
function on the boundary.

Continuity with value f(α) at an element α of the boundary is verified by showing that
for given positive ε a positive δ exists such that the inequality

|f(ξ)− f(α)| < ε

holds when ξ is in the unit skew–disk and

|ξ − α| < δ.
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Since the function f(ω) of ω on the boundary is continuous at α, a positive number δ0
exists such that the inequality

|f(ω)− f(α)| < 1
2
ε

holds when ω is on the boundary and

|ω − α| < δ0.

The function f(ω) of ω on the boundary is bounded since the function is continuous and
the boundary is compact. A positive number κ exists such that the inequality

|f(ω)− f(α)| ≤ κ

holds when ω is on the boundary.

The positive number δ is chosen so small that the inequalities

δ < δ0

and
2κδ(δ0 − δ)−4 < 1

2
ε

are satisfied. The inequality
δ0 − δ ≤ |ξ − ω|

holds when
|ξ − α| < δ

and
δ0 ≤ |ω − α|.

When
|ξ − α| < δ,

the inequality
1− ξ−ξ
16π

∫ |f(ω)− f(α)|dω
|1− ω−ξ − ξ−ω + ξ−ξ|2 ≤

1
2 ε

holds with integration over the set of elements ω of the boundary such that the inequality

|ω − α| ≤ δ0

is satisfied and also with integration over the set of elements ω of the boundary such that
the inequality is violated. The desired inequality

|f(ξ)− f(α)| < ε

follows when ξ is in the unit skew–disk and

|ξ − α| < δ.
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If a function f(ξ) of ξ is harmonic in the unit skew–disk and has a continuous extension
to the boundary, then the identity

f(ξ) =
1− ξ−ξ
16π

∫
f(ω)dω

|1− ω−ξ − ξ−ω + ξ−ξ|2

holds with integration with respect to the boundary measure when ξ is in the skew–disk
since the difference between left and right sides is a harmonic function of ξ in the skew–disk
which has a continuous extension to the closed disk and vanishes on the boundary. The
difference vanishes in the skew–disk by the maximum principle.

The Poisson representation of functions which are positive and harmonic in the unit
skew–disk generalizes the Poisson representation of functions which are positive and har-
monic in the unit disk.

Theorem 18. If a function f(ξ) of ξ is positive and harmonic in the unit skew–disk, then
a nonnegative measure μ on the Baire subsets of the boundary exists such that the identity

f(ξ) =
1− ξ−ξ
16π

∫
dμ(ω)

|1− ω−ξ − ξ−ω + ξ−ξ|2

holds with integration with respect to the measure μ. The identity

∫
h(ω)dμ(ω) = lim

∫
h(ω)f(rω)dω

holds in the limit as r increases to one with integration on the right with respect to the
boundary measure for every continuous function h(ω) of ω on the boundary.

Proof of Theorem 18. It is sufficient to show the existence of a nonnegative measure μ
on the Baire subsets of the boundary such that the identity holds for every continuous
function h(ω) of ω on the boundary which has real values. The space of such functions is
a complete metric space with distance between functions h1(ω) and h2(ω) of ω defined as
the maximum of

|h2(ω)− h1(ω)|

taken over the elements ω of the boundary. A continuous linear functional on the space
with real values is determined by a bounded measure μ with real values on the Baire
subsets of the boundary. The linear functional takes a function h(ω) of ω on the boundary
into the integral ∫

h(ω)dμ(ω)

with respect to the measure. The Dedekind topology of the space of continuous functions
is identical with its metric topology. A dense subspace consists of finite linear combinations
of functions

|1− ω−ξ − ξ−ω + ξ−ξ|−2
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of ω for elements ξ of the unit skew–disk. The desired limit exists for every continuous
function h(ω) of ω on the boundary since it is continuous and exists on a dense set. The
limit defines a continuous linear functional with real values on the space of continuous
functions on the boundary. A bounded measure μ with real values exists on the Baire
subsets of the boundary such that the desired identity holds. The measure has nonnegative
values since the linear functional has nonnegative values on functions whose values are
nonnegative.

This completes the proof of the theorem.

The Dedekind skew–plane is divided into two regions by the set of skew–conjugate
elements. The positive half–space is the set of elements ξ such that

ξ + ξ− > 0.

The negative half–space is the set of element ξ such that

ξ + ξ− < 0.

The canonical measure for the set of skew–conjugate elements is the Cartesian product
of Lebesgue measure for coordinate lines when a skew–conjugate element

ix+ jy + kz

is given its Cartesian coordinates.

When η is skew–conjugate, the function

1

2π2
ξ + ξ−

|ξ − η|4

of ξ in the positive half–space is harmonic and has positive values. The function has a
continuous extension to the closed half–space with the exception of a singularity at η. The
function vanishes at elements of the boundary where it is continuous. The integral

ξ + ξ−

2π2

∫
dη

|ξ − η|4

with respect to the boundary measure is equal to one for every element ξ of the positive
half–space.

If a function f(ξ) of ξ on the boundary is bounded and continuous, a harmonic function

f(ξ) =
ξ + ξ−

2π2

∫
f(η)dη

|ξ − η|4

of ξ in the positive half–space is defined as an integral with respect to the boundary
measure. The function has a continuous extension to the closed half–space and agrees
with the given function on the boundary.
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Continuity with value f(λ) at an element λ of the boundary is verified by showing that
for given positive ε a positive number δ exists such that the inequality

|f(ξ)− f(λ)| < ε

holds when ξ is in the positive half–space and

|ξ − λ| < δ.

Since the function f(ξ) of ξ on the boundary is continuous at λ, a positive number δ0 exists
such that the inequality

|f(ξ)− f(λ)| < 1
2
ε

holds when ξ is on the boundary and

|ξ − λ| < δ0.

Since the function f(ξ) of ξ on the boundary is bounded, a positive number κ exists such
that the inequality

|f(ξ)− f(λ)| ≤ κ

holds when ξ is on the boundary.

The positive number δ is chosen so small that the inequalities

δ < δ0

and
8κδ < πε(δ0 − δ)

are satisfied. The inequality
δ0 − δ < |ξ − η|

holds when
|ξ − λ| < δ

and
δ0 ≤ |η − λ|.

When
|ξ − λ| < δ,

the inequality
ξ + ξ−

2π2

∫ |f(η)− f(λ)|dη
|ξ − η|4 ≤ 1

2 ε

holds with integration over the set of elements η of the boundary such that the inequality

|η − λ| ≤ δ0
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is satisfied and also with integration over the set of elements η such that the inequality is
violated. The desired inequality

|f(ξ)− f(λ)| < ε

holds when ξ is in the positive half–space and

|ξ − λ| < δ.

If a function f(ξ) of ξ in the positive half–space is harmonic with nonnegative values
and has a continuous extension to the closed half–space, a harmonic function

g(ξ) =
1− ξ−ξ
16π

∫
f(ω)dω

|ξ − ω|4 −
1− ξ−ξ
16π

∫
f(ω)dω

|ξ + ω−|4

of ξ in the unit skew–disk is defined by integration with respect to the boundary measure
over the set of elements of the boundary which belong to the positive half–space. The
function g(ξ) of ξ has a continuous extension to the set of elements of the boundary which
belong to the positive half–space and agrees with the function f(ξ) of ξ on elements of the
boundary which belong to the positive half–space. The function g(ξ) of ξ has nonnegative
values on elements which belong to the positive half–space, satisfies the identity

g(−ξ−) = −g(ξ)

in the skew–disk, has nonpositive values on elements which belong to the negative half–
space, and vanishes on elements which are skew–conjugate. The inequality

g(ξ) ≤ f(ξ)

holds for elements ξ which belong to the positive half–space since it holds for elements of
the boundary of the set of elements of the unit skew–disk which belong to the positive
half–space.

If ρ is a positive number, the function f(ρξ) of ξ in the positive half–space is har-
monic with nonnegative values and has a continuous extension to the closed half–space. A
harmonic function

ρ2 − ξ−ξ
16π

∫
ρ2f(ρω)dω

|ξ − ρω|4 −
ρ2 − ξ−ξ
16π

∫
ρ2f(ρω)dω

|ξ + ρω−|4

of ξ in the skew–disk
ξ−ξ < ρ2

of radius ρ is defined by integration with respect to the boundary measure for the unit
skew–disk over the set of elements of the boundary which belong to the positive half–
space. The function has nonnegative values at elements of the skew–disk which belong
to the positive half–space, nonpositive values at elements of the skew–disk which belong
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to the negative half–space, and is dominated on elements which belong to the positive
half–space by f(ξ).

A limit of the harmonic functions exists in the limit of large ρ since the value of the
harmonic function decreases as ρ increases at every element of the positive half–space. The
limit is a function which is harmonic in the skew–plane, which has nonnegative values in
the positive half–space, which has nonpositive values in the negative half–space, and which
is dominated by f(ξ) at elements ξ of the positive half–space. The limit is a linear function
of ξ + ξ− since it is harmonic and is a function of ξ + ξ−. A nonnegative number p exists
such that the limit is equal to

1
2 p(ξ + ξ

−)

for every element ξ of the skew–plane. The number p is the greatest positive number which
satisfies the inequality

1
2 p(ξ + ξ

−) ≤ f(ξ)
for every element ξ of the positive half–space. The number p vanishes when the function
f(ξ) of ξ is bounded on the positive half–space.

The Phragmen–Lindelöf principle concludes that a harmonic function f(ξ) of ξ in the
positive half–space has nonnegative values in the half–space if the function has a continuous
extension to the closed half–space and has nonnegative values on the boundary. For this
conclusion the hypothesis is made that the upper limit of

ρ2 − ξ−ξ
16π

∫
ρ2f(ρω)dω

|ξ − ρω|4 −
ρ2 − ξ−ξ
16π

∫
ρ2f(ρω)dω

|ξ + ρω−|4

is nonnegative in the limit of large ρ for every element ξ of the positive half–space. In-
tegration is with respect to the boundary measure for the unit skew–disk over the set of
elements of the boundary which belong to the positive half–space.

An inequality is an application of the Phragmen–Lindelöf Principle. If a harmonic
function f(ξ) of ξ in the positive half–space has nonnegative values and has a continuous
extension to the closed half–space, if a bounded harmonic function g(ξ) of ξ in the positive
half–space has nonnegative values and has a continuous extension to the closed half–space,
and if the inequality

g(ξ) ≤ f(ξ)
holds for ξ on the boundary then the inequality holds for ξ in the positive half–space.

The inequality applies when the function

g(ξ) =
ξ + ξ−

2π2

∫
g(η)dη

|ξ − η|4

of ξ in the positive half–space is defined as an integral with respect to the boundary measure
for the half–space. Since the bounded continuous function g(ξ) of ξ on the boundary is
constrained solely by the inequalities

0 ≤ g(ξ) ≤ f(ξ),
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the integral
ξ + ξ−

2π2

∫
f(η)dη

|ξ − η|4

with respect to the boundary measure represents a harmonic function of ξ in the positive
half–space which has a continuous extension to the closed half–space and which agrees
with the function f(ξ) of ξ on the boundary.

The difference

h(ξ) = f(ξ)− ξ + ξ
−

2π2

∫
f(η)dη

|ξ − η|4

is a harmonic function of ξ in the positive half–space which has nonnegative values, which
has a continuous extension to the closed half–space, and which vanishes on the boundary.
A nonnegative number p exists such that the identity

h(ξ) = 1
2 p(ξ + ξ

−)

holds for ξ in the positive half–space.

The Poisson representation of functions which are positive and harmonic in the posi-
tive half–space generalizes the Poisson representation of functions which are positive and
harmonic in the upper half–plane.

Theorem 19. If a function f(ξ) of ξ is positive and harmonic in the positive half–space,
then a nonnegative number p and a nonnegative measure μ on the Baire subsets of the
boundary exists such that the representation

f(ξ) =
1

2
p(ξ + ξ−) +

ξ + ξ−

2π2

∫
dμ(η)

|ξ − η|4

applies in the positive half–space. The identity

∫
h(η)dη = lim

∫
h(η)f(ε+ η)dη

holds as ε decreases to zero with integration on the right with respect to the boundary
measure for every continuous function h(ξ) of ξ on the boundary such that the function

(ξ−ξ)2h(ξ)

of ξ is bounded.

Proof of Theorem 19. It is sufficient to show the existence of a nonnegative measure μ
on the Baire subsets of the boundary such that the identity holds for every continuous
function h(ξ) of ξ on the boundary with real values such that the function

(ξ−ξ)2h(ξ)
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of ξ is bounded. The space of such functions is a complete metric space with distance
between functions h1(ξ) and h2(ξ) of ξ defined as the least upper bound of

[1 + (ξ−ξ)2]|h2(ξ)− h1(ξ)|

taken over the elements ξ of the boundary. A continuous linear functional on the space
with real values is determined by a measure μ with real values on bounded Baire subsets
of the boundary such that the integral

∫
dμ(ξ)

1 + (ξ−ξ)2

converges. The linear functional takes a function h(ξ) of ξ on the boundary into the
integral ∫

h(ξ)dμ(ξ)

with respect to the measure. The Dedekind topology of the space of continuous functions
is identical with its metric topology. A dense subspace consists of finite linear combinations
of the functions

|ξ − η|−4

of ξ for elements η of the positive half–space. The desired limit exists for every element of
the space since it exists on a dense set and is continuous. The limit defines a continuous
linear functional with real values. A measure μ on the Baire subsets of the boundary
exists such that the desired limit holds. The measure has nonnegative values since the
linear functional has nonnegative values on functions whose values are nonnegative.

This completes the proof of the theorem.

A linear function f(ξ) of ξ in the skew–plane with values in the skew–plane is said to
be conformal if

f(ξ) = αξβ

for elements α and β of the skew–plane. The composition of linear and conformal functions
is linear and conformal. A linear and conformal function has a linear and conformal inverse
if it does not vanish identically.

A conformal mapping is a function f(ξ) of ξ in a region of the skew–plane with values
in the skew–plane which is approximately a nontrivial linear and conformal function in a
neighborhood of every element η of its domain: Elements α and β of the skew–plane exist,
which are nonzero and depend on η, exist such that

|ξ − η|−1[f(ξ)− f(η)− α(ξ − η)β]

converges to zero as ξ converges to η without equality to η,

|ξ − η|2 = (ξ − η)−(ξ − η).
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An example of a conformal mapping is defined by the Möbius function

f(ξ) = (Cξ +D)−1(Aξ +B)

for an invertible matrix (
A B
C D

)

with entries in the skew–plane. The function is defined on elements ξ of the skew–plane
such that

Cξ +D

is nonzero.

The composition of conformal mappings defined by Möbius functions in (the restriction
of) a conformal mapping defined by a Möbius function. The matrix for the composition
is the product of the matrices for the factors. The inverse of the conformal mapping for
a Möbius function is the conformal mapping for a Möbius function whose matrix is the
inverse of the matrix for the given Möbius function.

The conformal mapping defined by the Möbius function

f(ξ) = (Cξ +D)−1(Aξ +B)

maps the unit skew–disk onto itself when the inverse of the matrix

(
A B
C D

)

is the matrix (
1 0
0 −1

)(
A− C−

B− D−

)(
1 0
0 −1

)
.

The conformal mapping defined by the Möbius function

f(ξ) = (Cξ +D)−1(Aξ +B)

maps the positive half–space onto itself when the inverse of the matrix

(
A B
C D

)

is the matrix (
0 1
1 0

)(
A− C−

B− D−

)(
0 1
1 0

)
.

The conformal mapping defined by the Möbius function

f(ξ) = (1 + ξ)−1(1− ξ)
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maps the unit skew–disk onto the positive half–space and is its own inverse.

The conjugate of a Möbius function

f(ξ) = (Cξ +D)−1(Aξ +B)

is a function
f(ξ−)− = (ξA− +B−)(ξC− +D−)−1

of ξ which defines a conformal mapping of the set of elements ξ of the skew–plane such
that

ξC− +D−

is nonzero into the skew–plane.

When the space of column vectors

c =

(
c+
c−

)

with entries in the skew–plane is treated as a Krein space with scalar product determined
by the identity

〈c, c〉 = c−+c+ − c−−c−,

the adjoint of the matrix (
A B
C D

)

with entries in the skew–plane is the matrix

(
1 0
0 −1

)(
A− C−

B− D−

)(
1 0
0 −1

)
.

The conformal mapping defined by the Möbius function

f(ξ) = (Cξ +D)−1(Aξ +B)

maps the unit skew–disk into itself when the matrix is contractive for the indefinite scalar
product. The condition is a matrix inequality

(
A− C−

B− D−

)(
1 0
0 −1

)(
A B
C D

)
≤
(
1 0
0 −1

)

for the definite scalar product of the space of column vectors as the Cartesian product
Hilbert space C × C.
Conformal mappings are constructed as members of a family which is a commutative

semigroup under composition. The members of the family are parametrized by numbers
in the interval (0, 1] in such a way that multiplication of parameters corresponds to com-
position of functions.
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The mapping parametrized by τ is a function F (τ, ξ) of ξ in the unit skew–disk with
values in the skew–disk such that

F (1, ξ) = ξ

and such that the identity
F (α, F (β, ξ)) = F (αβ, ξ)

holds for α and β in the interval (0, 1] when ξ belongs to the skew–disk.

The function F (τ, ξ) of ξ in the skew–disk is assumed to be represented by a power
series in the coordinates of ξ. The infinitessimal generator of the semigroup is defined as
the limit of

[ξ − F (τ, ξ)]/(1− τ)
as τ increases to one. The limit is assumed to exist for all ξ in the skew–disk and to
represent a function

φ(ξ)

of ξ in the skew–disk which is represented by a power series in the coordinates of ξ.

Elements α and β of the Dedekind skew–plane are defined as equivalent if β − α is an
integral element of the Lagrange skew–plane. A fundamental region for the equivalence
relation is the set of elements ξ of the Dedekind skew–plane which are closer to the origin
than to any nonzero integral element of the Lagrange skew–ne. Every element of the skew–
plane is equivalent to an element of the closure of the fundamental region. Equivalent
elements of the fundamental region are equal. The canonical measure is normalized so
that the fundamental region (and its closure) have measure one.

Measure preserving transformations are defined by taking ξ into ωξ and ξ into ω−ξ for
every element ω of the skew–plane with conjugate as inverse.

The canonical measure for the skew–plane is analogous to Lebesgue measure as canonical
measure for the line which is the set of self–conjugate elements of the skew–plane. The
coordinates

ξ = t+ ix+ jy + kz

of an element ξ of the skew–plane identify the skew–plane with a Cartesian product of four
lines. The canonical measure for the skew–plane is twice the Cartesian product measure
of the canonical measures for the lines.

The origin is a negligible element of the line or of the skew–plane since finite sets have
zero measure for both canonical measures. A homomorphism of the multiplicative group
of nonzero elements of the skew–plane onto the multiplicative group of positive elements
of the line is defined by taking ξ into ξ−ξ. Since the homomorphism is continuous, the
inverse image of every Baire sset is a Baire set. The homomorphism maps the canonical
measure for the skew–plane into a nonnegative measure on the Baire subsets of the positive
half–line. If C is a Baire subset of the positive half–line, the image measure of C is defined
as the canonical measure of the set of elements ξ of the skew–plane such that ξ−ξ belongs
to C. The image measure of C is computed as the integral∫

tdt
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over C with respect to the canonical measure for the line.

The boundary of the unit skew–disk is the kernel of the homomorphism since it is the
set of elements which have conjugate as inverse. The set of nonzero elements of the skew–
plane is identified with a Cartesian product of the set of elements which have conjugate as
inverse and the positive half–line. The boundary measure of the unit skew–disk is defined
as the nonnegative measure on the Baire subsets of the boundary such that the canonical
measure of the skew–plane is the Cartesian product measure of the boundary measure
and the image measure on the Baire subsets of the positive half–line. Measure preserving
transformation for the boundary measure are defined by taking ξ into ωξ and ξ into ξω
for every element ω of the boundary. The boundary is a compact set of measure 4π.

The Hilbert space of functions with values in the skew–plane which are square integrable
with respect to the boundary measure is decomposed into invariant subspaces under the
action of isometric transformations defined by elements of the boundary. If ω is an element
of the skew–plane with conjugate as inverse, an isometric transformation of the space into
itself is defined by taking a function f(ξ) of ξ on the boundary into the function ω−f(ωξ)
of ξ on the boundary. The transformation takes homogeneous polynomials of degree r
with vector coefficients into homogeneous polynomials of degree r with vector coefficients
for every nonnegative integer r. The polynomials are dense in the Hilbert space of square
integrable functions with respect to the boundary measure. The transformation which
takes a function f(ξ) of ξ on the boundary into the function ω−f(ωξ) of ξ on the boundary
takes skew–analytic polynomials into skew–analytic polynomials for every element ω of the
skew–plane which has conjugate as inverse.

If a continuous function κ(ξ) of ξ on the boundary has real values, a continuous trans-
formation of the Hilbert space of square integrable functions with respect to the boundary
measure into itself is defined by taking a function f(ξ) of ξ on the boundary into the
function

g(ξ) = (4π)−1
∫
κ(η)η−f(ηξ)dη

of ξ on the boundary defined by integration with respect to the boundary measure. If an
element ω of the skew–plane has conjugate as inverse, then

ω−g(ωξ) = (4π)−1
∫
κ(ω−ξ)η−f(ηξ)dξ.

The integral transformation is applied with κ(ξ) a function of

ξ = t+ ix+ jy + kz

which is equal to two times a coordinate x, y, z, or t. The coordinate functions form an
orthogonal set of elements of the Hilbert space which have norm one–half.

When κ(ξ) of twice a coordinate function, the integral transformation acts as the or-
thogonal projection of the Hilbert space onto a closed subspace which is the orthogonal
sum of its intersection with the space of homogeneous polynomials of degree r for every
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nonnegative integer r. Orthogonal projections defined by distinct coordinate functions
have orthogonal ranges. The homogeneous polynomials of degree r which belong to the
range of a projection are skew–analytic. The space of skew–analytic homogeneous poly-
nomials of degree r is the orthogonal sum of its intersections with ranges of projections
defined by coordinate functions.
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Appendix. Cardinality

The cardinality of set A is said to be less than or equal to the cardinality of set B if an
injective transformation of set A into set B exists. If the cardinality of set A is less than
or equal to the cardinality of set B and if the cardinality of set B is less than or equal
to the cardinality of set A, then an injective transformation exists of set A onto set B.
Sets A and B are said to have the same cardinality. The cardinality of set A is said to be
less than the cardinality of set B if A and B are sets of unequal cardinality such that the
cardinality of set A is less than or equal to the cardinality of set B.

Experience with finite sets creates the expectation that any two sets are comparable in
cardinality. If A and B are sets of unequal cardinality, then either the cardinality of set A
is less than the cardinality of set B or the cardinality of set B is less than the cardinality
of set A. The desired conclusion, or its equivalent, is accepted as a hypothesis in the
axiomatic definition of sets.

The axiom of choice is the most plausible of the hypotheses which are equivalent to the
desired comparability of cardinalities of sets. If a transformation T takes set A onto set B,
then a transformation S of set B into set A exists such that the composed transformation
TS is the inclusion transformation of set B in itself.

The axiom of choice displaces the previous hypothesis which is equivalent to the compa-
rability of cardinalities of sets. A partial ordering of a set S is determined by distinguished
pairs (a, b) of elements a and b of S. The inequality a ≤ b is written when (a, b) is a
distinguished pair. It is assumed that the inequality a ≤ c holds whenever a and c are
elements of the set for which the inequalities a ≤ b and b ≤ c hold for some element b of
the set. The inequality c ≤ c is assumed for every element c of the set. Elements a and b
of the set are assumed to be equal if the inequalities a ≤ b and b ≤ a are satisfied. A set is
said to be well–ordered if every nonempty subset contains a least element. An equivalent
of the axiom of choice is the hypothesis that every set admits a well–ordering.

The Kuratowski–Zorn lemma is a flexible formulation of the principle of induction im-
plicit in well–ordering. A partially ordered set admits a maximal element if every well–
ordered subset has an upper bound in the set.

The proof of the Kuratowski–Zorn lemma from the axiom of choice is an application
of induction. Assume that S is a partially ordered set in which every well–ordered subset
has an upper bound. An augmentation of a well–ordered subset A is a well–ordered subset
B whose elements are the elements of A and some upper bound of A which does not
belong to A. The axiom of choice is applied to a set whose elements are the pairs (A,B)
consisting of an augmentable well–ordered subset A and an augmentation B of A. The set
is mapped onto the set of augmentable well–ordered subsets by taking (A,B) into A. The
axiom of choice asserts the existence of a transformation which takes every augmentable
well–ordered subset A into an augmentation (A,A′) of A.

The proof of the Kuratowski–Zorn lemma is facilitated by the introduction of notation.
A ladder is well–ordered subset A which is constructed by the chosen augmentation pro-
cedure. For every element b of A the augmentation of the set of elements of A which are
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less than b is the set of elements of A which are less than or equal to b. The intersection
of ladders A and B is a ladder which is either equal to A or equal to B. If A and B are
ladders, then either A is contained in B or B is contained in A. The union of all ladders
is a ladder which contains every ladder. Since the greatest ladder is assumed to have an
upper bound, it has a greatest element. The greatest element of the greatest ladder is a
maximal element of the given partially ordered set S.

Cardinal numbers are constructed by a theorem of Cantor which states that no trans-
formation maps a set onto the class of all its subsets. If a transformation T maps a set S
into the subsets of S, then a subset S∞ of S is constructed which does not belong to the
range of T . The set S∞ is the set of elements s of S for which no elements sn of S can be
chosen for every nonnegative integer n so that s0 is equal to s and so that sn belongs to
Tsn−1 when n is positive. An element s of S belongs to S∞ if, and only if, Ts is contained
in S∞. This property implies that S∞ is not equal to Ts for an element s of S.
If γ is a cardinal number, a continuum of order γ is defined as a set of least cardinality

which has the same cardinality as the class of its subsets which are continua of order less
than γ. The empty set is a continuum of order equal to its cardinality. A set with one
element is a continuum of order equal to its cardinality. No other finite set is a continuum
of order γ for a cardinal number γ. A countably infinite set is a continuum of order equal
to its cardinality.

A parametrization of a continuum S of order γ is an injective transformation J of S
onto the class of its subsets which are continua of order less than γ such that no elements
sn of S can be chosen for every nonnegative integer n so that sn belongs to Jsn−1 when n
is positive. A continuum of order γ admits a parametrization since an injective transfor-
mation T exists of S onto the class of its subsets which are continua of order less than γ.
Since S∞ is then a continuum of order γ, it has the same cardinality as S. The restriction
of T to S∞ is a parametrization of S∞. If W is an injective transformation of S onto S∞,
then a parametrization J of S is defined so that Ja is the set of elements b of S such that
Wb belongs to TWa.

A parametrization J of a continuum S of order γ is essentially unique. If an injective
transformation T maps S onto the class of its subsets which are continua of order less than
γ, then an injective transformation W of S onto S∞ exists such that Ja is always the set
of elements b such that Wb belongs to TWa. The construction of T is an application of
the Kuratowski–Zorn lemma. Consider the class C of injective transformations W with
domain contained in S and with range contained in S∞ such that every element of Ja
belongs to the domain of W whenever a belongs to the domain of W and such that Ja is
always the set of elements b of S such that Wb belongs to JWa. The class C is partially
ordered by the inclusion ordering of the graph. A well–ordered subclass of C has an upper
bound in C whose graph is a union of graphs. A maximal member of the class C has S as
its domain.

A nonempty set of cardinal numbers contains a least element since a ladder of well–
ordered sets can be constructed with these cardinalities.

A continuum of order γ exists when γ is the cardinality of an uncountable set. It
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is sufficient to construct a set which has the same cardinality as the class of its subsets
which are continua of cardinality less than γ. If a cardinal number α is greater than the
cardinality of every continuum of order less than γ, it is sufficient to construct a set which
has the same cardinality as the class of its subsets of cardinality less than α. Such a set
is constructed when α is the least cardinality greater than the cardinality of an infinite
set S. The class C of all subsets of S is a set which has the same cardinality as the class
of its subsets of cardinality less than α. The cardinality of the class of all subsets of C of
cardinality less than α is less than or equal to the cardinality of all transformations of S
into the set of functions defined on S with values zero or one. The cardinality of the class
of all subsets of C with values zero or one is less than or equal to the cardinality of the set
of all functions defined on the Cartesian product S ×S with values zero or one. Since S is
an infinite set, the cardinality of S × S is equal to the cardinality of S. The cardinality of
the class of all subsets of C of cardinality less than α is less than or equal to the cardinality
of C.

A hypothesis is required for the determination of cardinalities of continua. The choice
of hypothesis depends on the desired applications. When the largest logical structure is
wanted in which the accepted methods of analysis apply, then the cardinalities of continua
are dependent on hypotheses whose consistency is necessarily untested (as are the accepted
hypotheses of analysis). When the smallest logical structure is wanted in which the ac-
cepted methods of analysis apply (which is the conventional view in mathematics), then
the cardinalities of continua are determined. This is the best choice for a student since
it establishes a logical structure with minimal hypotheses which can serve as a guide to
generalizations should he want this direction of research. A minimal structure is therefore
chosen here.

When a minimal structure is chosen, there are essentially only two ways in which a new
cardinality can be constructed from given cardinalities. The cardinality of the class of all
subsets of a set is greater than the cardinality of the set. A set of cardinality γ can be
obtained as a union of a class of cardinality less than γ of sets whose cardinalities are less
than γ. Both constructions produce continua from continua. It follows that every infinite
set is a continuum whose order is equal to its cardinality. An uncountable continuum is
either the class of all subsets of an infinite set in cardinality or it is a union of a class of
smaller cardinality of sets of smaller cardinality.
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Akademie der Wissenschaffen zu Leipzig, vol. 65, Mathematisch–Physische Klasse, 1911, pp. 501–511.


