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PROBLEMS 6.8 . Find the best approximation to sinx by a function u(x) = Ax on the interval [0, 7/2]
using the-supremum-norm.- Hint:-Draw-a sketch. The function sinf — At should have a
maximum at a point £ in (0, 7r/2), and it should have a minimum of the same magnitude
at /2. These conditions should determine & and A.

2. (Continuation) Solve the preceding problem using the usual quadratic norm.
. Suppose that we wish to approximate an even function by a polynomial of degree < n
3 ;] i 5 i
using the norm || f|| = {f_'l |f(x)|-dx]” . Prove that the best approximation is also even.
Generalize.
. Let po, p1» pa. ... be a sequence of polynomials such that (for each n) p, has exact
degree n. Show that the sequence is linearly independent.

. Prove the Parseval identity:

(f. gy =D _{frulg. i)
i=)

which is valid if f and g are in the span of the orthonormal set [u, 4z, ..., Unl.
6) Show that the notorious Hilbert matrix, with elements
aj=0+i+)™  (0=ij<n)

is a Gram matrix for the functions 1. x,x%. ..., x

n—1

{ 7. Yn a vector space with basis {vy, v2, ... , U }, any other basis is obtained by a linear trans-
formation

wj=Y azu  (1<j=n)
i=|

in which the coefficient matrix is nonsingular. Show that the matrix that arises in this way
from the Gram-Schmidt process is upper triangular.

. In the three-term recurrence relation for the orthogonal polynomials, assume that the inner
product is (f, g) = f:’ﬂ f(x)g(x)w(x)dx, where w is an even function. Prove thata, =0
for all n. Prove that p, is even if n is even and that p, is odd if n is odd.

. Let {v;,va, ..., v,} be an orthogonal set of vectors in an inner-product space. What
choice of coefficients produces a minimum value in || f — 3%, civill? Don’t overlook the
possibility that some of the v's may be 0.

. In the algorithm for computing a linear combination of orthogonal polynomials, show that
at most 2n — 1 multiplications are required. In the case of the Chebyshev polynomials, n
multiplications suffice.

. In the three-term recurrence formula for orthogonal polynomials, prove that b, is positive
by establishing that b, = || pa-11*/11Pa-2 I1%.

. Prove that for the Legendre polynomials, the coefficients in the three-term recurrence are
a, =0and b, = (n — ?/[(2n = 1)(2n = 3)].

. How would the three-term recurrence formula for orthogonal polynomials have to be
changed if we desired to produce an orthonormal system?

. Using the inner product (i, v} = f_ll u(x)v(x)dx, let the Gram-Schmidt process be ap-
plied to the sequence of functions x +— 2= Dx*, k =0,1,2,.... Prove that if the
resulting orthonormal sequence is renormalized to form a sequence of monic polynomi-

als, then the latter satisfy a three-term recurrence relation of the form
Gn+1 (X) =X (X) = bu‘}n-—l (x)

Give a formula for b,. Determine the first three g-polynomials.




@ Derive these Legendre polynomials:
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15. Prove that an orthogonal set of nonzero elements is necessarily linearly independent.

16. Let A be a linear transformation on aninner-product space. Assume that A is self-adjoint,
which means that (Af, g) = (f, Ag) for all f and g. Prove that the solutions of the
equation Af = Af, corresponding to different values of A, are mutually orthogonal.

17. Let [uy, 42, ...]1be an orthonormal sequence in an inner-product space. Prove that for
any f in the space, the Fourier coefficients { f, u,) are square summable:

00

Y (S ua)? < 00

n=1
18. Prove Theorem 7. Suggestion: Ordering the properties 1,4, 3, 2, 5 is quite efficient.
19. Eetf,, be the monic multiple of T,,. Find the three-term recurrence relation satisfied by

To, Ty, .-
20. Find a formula for dist(f, G), where G is the subspace spanned by an orthonormal set

[81, 82; ~--|gn]-

pE) =5 — 1%
pax) =x*—S§x* 4+ &
ps(r) =x° — Qx* + 5x

Using Theorem 5 directly, find po, p1, p2, pa for [a, b] = [0, 1] and w(x) = 1.
3. (Continuation) Determine ps in the form p; = x? + Bx? + Cx + D by making ps
orthogonal to [],. Verify your results by the use of the preceding problem.

24, Devise an algorithm for computing Y7 ocipi that computes, in order, each partial sum,
ZLO cipi, for k=0,1, 2,...,n. Assume that the coefficients a, and by in Theorem 5

are known.

6.9

Best Approximation: Chebyshev Theory

In this section, we work with the space C(X) of all continuous real-valued functions
defined on a given topological space X. We assume that X is a compact Hausdorff
space. The reader who wishes to avoid considerations of general topology may take
X to be a closed and bounded set in the real space R¥, for example, an interval [a, b]
in R.

The space C(X) becomes a normed space (indeed, a Banach space) if we define
the norm to be

AN =I_peaglf(x)|

This norm is used throughout this section.

An important problem of best approximation in the space C(X) is as follows: An
element f is given in C(X), and a finite-dimensional subspace G is given in C(X).
We want to approximate f as well as possible by an element of G. Hence (as in the

preceding section) we define
dist(f, G) = inf || f — gll
geG
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In Corollary 1, the choice of words suggests that the exponential polynomial de-
scribed there is unique. To verify this, suppose-that ZL_V:—OK ar-E-is-an-exponential

polynomial that interpolates Sfatxg,ap, ..., tnv—1 (where x; = 2nj/N). Then
N-1
Y amEGp)=flx;) O<j<N-1)
k=0

If we multiply both sides of this equation by E.(—x,) and sum with respect to j, the

result is
N-1 N-1 N—1
@& ) B E(=x) =) f(x))E,(~x,)
k=0 i=0 1=0
By Equation (12), this implies that
Nl
D @B Eny = (f. E)
k=0

Since {Ey, E,)y = 8;,, we conclude that

ay = (f- En)!\f’ = Cy

PROBLEMS 6.12

glx) = EL’U] a, Ey(x) assumes the value 0 at each node x,. then the coefficients a, are
all 0.

@Using the notation of Theorem 3 and Corollary 1, show that if an exponential polynomial

2. (Continuation) Use the result of the preceding problem to give
interpolating function in Corollary 1 is unique.

3. Prove that £, E, = E;., and that E.=E b

another proof that the

Prove that if f and g are functions such that

f{,r,):(g,Ef},, (x; =2mj/n)
then g(x,) = n(f. E;},.
@By taking real and imaginary parts in a suitable exponential equation, prove that

| Z 2njk 1 if & divides n
- cos —— = ;
n n 0 otherwise

6. Show that the inner product defined in Equation (12) satisfies the three Properties 1, 2,
and 3 following that equation. Why is || - ||y not a norm?




