
MA 26500 Final Exam Summer 2018

Name:

Instructor:

Instructions:

1. This is a two-hour exam.

2. There are 20 problems on this exam. Each problem is worth 10 points.

3. No books, notes, or calculators are allowed.

4. Please turn off your cell phone.

5. Show relevant work for ALL problems. Problems with insufficient work may be marked
as wrong, even if the answer is correct. There is no partial credit, but your work may be
used to justify raising your borderline grade.

6. Circle one and only one choice for each problem.

Purdue University faculty and students commit themselves towards maintaining a culture of
academic integrity and honesty. The students taking this exam are not allowed to seek or
obtain any kind of help from anyone to answer questions on this test. If you have questions,
consult only an instructor or a proctor. You are not allowed to look at the exam of another
student. You may not compare answers with anyone else or consult another student until
after you finish your exam and hand it in to a proctor or to an instructor. You may not
consult notes, books, calculators, cameras, or any kind of communications devices until after
you finish your exam and hand it in to a proctor or to an instructor. If you violate these
instructions you will have committed an act of academic dishonesty. Penalties for academic
dishonesty can be very severe and may include an F in the course. All cases of academic
dishonesty will be reported to the Office of the Dean of Students. Your instructor and
proctors will do everything they can to stop and prevent academic dishonesty during this
exam. If you see someone breaking these rules during the exam, please report it to the
proctor or to your instructor immediately. Reports after the fact are not very helpful.

I agree to abide by the instructions above:

Signature:
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1. Let A be an n× n matrix and b be an n× 1 matrix. Which of the following statements
is/are true?

(i) Ax = b has a unique solution if and only if b can be expressed as a linear combination
of the columns of the matrix A.

(ii) A is singular if and only if A can be expressed as a product of elementary matrices.

(iii) Ax = 0 has only the trivial solution if and only if the reduced row echelon form of
A is In.

(iv) Ax = b has a unique solution if and only if det(A) = 0.

A. (ii) only

B. (iii) only

C. (i) and (iii) only

D. (ii) and (iv) only

E. (i), (ii) and (iii) only

2. Let A, B be an n× n invertible matrix, which of the following statements is/are always
true?

(i) (A + B)−1 = A−1 + B−1

(ii) (A3BT )−1 = (B−1)T (A−1)3

(iii) det(kA) = kdet(A) for any scalar k

(iv) (kA)−1 = k−1A−1 for any scalar k 6= 0

(v) A + AT is diagonalizable

A. (i) and (iii) only

B. (ii) and (iv) only

C. (iii), (iv) and (v) only

D. (ii), (iv) and (v) only

E. (i)-(v)
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3. For a real number a, consider the following linear system,
x + y + z = 2

x + 2y + z = 3

x + y + (a2 − 3)z = a

Which of the following is true?

A. If a =
√

3 then the system has at least two distinct solutions.

B. If a = 2 then the system is inconsistent

C. If a =
√

3 then the system is inconsistent

D. If a = −2 then the system is inconsistent

E. If a = ±2 then the system has infinitely many solutions

4. Given that

det


a1 a3 a2 a4

b1 + 2a1 b3 + 2a3 b2 + 2a2 b4 + 2a4
3c1 3c3 3c2 3c4

d1 + b1 d3 + b3 d2 + b2 d4 + b4

 = 15

What is the determinant of 
a1 a2 a3 a4
b1 b2 b3 b4
c1 c2 c3 c4
d1 d2 d3 d4

?

A. 5

B. −45

C. −5

D. −15

E. 90
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5. Let

A =


t 0 0 1
0 t 0 0
0 0 t 0
1 0 0 t


Determine all values of t so that A is nonsingular.

A. t 6= ±2

B. t 6= 0

C. t 6= ±1

D. t = 0 or t = ±1

E. t 6= 0 and t 6= ±1

6. Let L : P2 → R2 be the linear transformation satisfying

L[1 + t] =

[
1
0

]
, L[t + t2] =

[
1
2

]
, L[1 + t2] =

[
0
2

]
Then L[2t + 4t2] equals

A.

[
2
4

]
B.

[
1
5

]
C.

[
3
8

]
D.

[
1
6

]
E.

[
2
8

]
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7. Given

A =


0 0 0 0 1
0 0 0 3 0
0 2 0 0 0
0 0 1 0 0
2 0 0 0 0


What is the (2, 3) entry of the inverse of A?

A. 0

B. 1

C. 1/2

D. −1

E. −2

8. For what values of a is the vector

 a2

−3a
−2

 in

span

{1
2
3

 ,

0
1
1

 ,

1
3
4

}

A. a 6= 1

B. a 6= 2

C. a 6= 0

D. a = 1 or a = 2

E. a 6= 1 and a 6= 0
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9. Let A be a 7× 4 matrix such that every solution of Ax = 0 belongs to

span

{
1
1
3
2

 ,


−2
−1
2
1

 ,


7
4
−3
−1

 ,


0
0
5
3


}

What is the rank of A?

A. 1

B. 3

C. 4

D. 5

E. 7

10. What is the dimension of the column space of matrix A, where

A =

1 2 3 2 1
3 1 −5 −2 1
1 7 17 10 3



A. 1

B. 2

C. 3

D. 4

E. 5
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11. Which of the following statements are true?

(i) A nonhomogeneous system of 7 equations in 6 unknowns always has a unique solu-
tion.

(ii) If A and B are row equivalent then their row spaces are the same.

(iii) If a 7× 9 matrix has 7 pivot columns then Nul A=R2

A. I only

B. II only

C. III only

D. II and III only

E. I, II, and III

12. Which of the following is an eigenvalue of 4 0 1
−2 1 0
−2 0 1



A. −1

B. 0

C. 2

D. 4

E. 6
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13. If A =

[
4 −3
2 −1

]
has eigenvalues 2 and 1 and A = PDP−1 where D =

[
2 0
0 1

]
, find P .

A.

[
3 1
2 1

]
B.

[
2 1
−3 −1

]
C.

[
1 −1
−2 3

]
D.

[
1 3
1 2

]
E.

[
1 2
−1 −3

]

14. The mapping T : P2 → P2 defined by T (a0 + a1t + a2t
2) = a1 + 2a2t is a linear transfor-

mation. What is the matrix of this linear transformation using the basis {1, t, t2}?

A.

1 0 0
0 2 0
0 0 0


B.

0 1 0
0 0 2
0 0 0


C.

0 0 0
0 1 0
0 0 2


D.

0 0 0
1 0 0
0 2 0


E.

1 0 0
0 0 0
0 0 2


8



MA 26500 Final Exam Summer 2018

15. The system of differential equations x′ =

[
2 −5
2 −4

]
x has a complex-valued solution

e(−1+i)t

[
5

3− i

]
. What is the general solution?

A. C1e
−t
[

5 cos(t)
3 cos(t)− sin(t)

]
+ C2e

−t
[

−5 sin(t)
− cos(t)− 3 sin(t)

]
B. C1e

−t
[

5 cos(t)
3 cos(t) + sin(t)

]
+ C2e

−t
[

5 sin(t)
cos(t) + 3 sin(t)

]
C. C1e

−t
[

5 cos(t)
3 cos(t) + sin(t)

]
+ C2e

−t
[

5 sin(t)
− cos(t) + 3 sin(t)

]
D. C1e

−t
[

5 cos(t)
3 cos(t)− sin(t)

]
+ C2e

−t
[

5 sin(t)
− cos(t)− 3 sin(t)

]
E. C1e

−t
[

5 cos(t)
3 cos(t) + sin(t)

]
+ C2e

−t
[

−5 sin(t)
− cos(t) + 3 sin(t)

]

9



MA 26500 Final Exam Summer 2018

16. Let ~y =

−1
−5
10

, ~u1 =

 5
−2
1

, ~u2 =

 1
2
−1

 and W = span{ ~u1, ~u2}. If the point in W that

is closest to ~y is (a, b, c), find c.

A. −8

B. −1

C. 0

D. 2

E. 4

17. After using the Gram-Schmidt process, a basis for the column space of the matrix
1 0 0
1 1 0
1 1 1
1 1 1

 is found to be




1
1
1
1

 ,


−3
1
1
1

 ,


0
−2

3

b3
b4


. What is b4?

A. 0

B. −1
4

C. −2
3

D. 1
3

E. 1
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18. Find a least-squares solution of A~x = ~b where A =

−1 2
2 −3
−1 3

 ,~b =

4
1
2



A.

[
3
2

]
B.

[
2
3

]
C.

[
−4
11

]
D.

[
6
−11

]
E.

[
−11
22

]

19. Which of the following statements are true?

(i) If AT = A and if A~u = 3~u and A~v = 4~v, then ~uT~v = 0

(ii) An orthogonal matrix is orthogonally diagonalizable

(iii) The dimension of an eigenspace of a symmetric matrix is sometimes less than the
multiplicity of the corresponding eigenvalue

A. I only

B. I and II only

C. II and III only

D. All of them are true

E. None of them is true
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20. Let V be the space C[−1, 1] (vector space of all continuous functions on −1 ≤ t ≤ 1)

with the inner product defined as < f, g >=

∫ 1

−1
f(t)g(t) dt. Find an orthogonal basis

for the subspace spanned by the polynomials 1, t, and t2.

A. {1, 2t− 1, 12t2}
B. {1, 2t− 1, 3t2 − 2}
C. {1, t, 3t2 − 2}
D. {1, 2t− 1, 12t2 − 12t + 2}
E. {1, t, 3t2 − 1}
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