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ABSTRACT

The norm of a matrix $B$ as a Hadamard multiplier is the norm of the map $X \mapsto X \cdot B$, where $\cdot$ is the Hadamard or entrywise product of matrices. Watson proposed an algorithm for finding lower bounds for the Hadamard multiplier norm of a matrix. It is shown how Watson’s algorithm can be used to give upper bounds as well which, in many cases, yield the Hadamard multiplier norm to any desired accuracy. A sharp form of Wittstock’s decomposition theorem is proved for the special case of Hadamard multiplication.
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1. INTRODUCTION

By the Hadamard product, also called the Schur product, we mean the entry–wise product of matrices: if \( A \) and \( B \) are \( m \times n \) matrices, their Hadamard product, \( A \bullet B \) is the \( m \times n \) matrix whose entries are \( a_{jk}b_{jk} \). In this paper, we study the operator on the set \( \mathcal{M}_n \) of \( n \times n \) real matrices given by \( X \mapsto X \bullet B, \) for a fixed \( B \). For a matrix \( X \) in \( \mathcal{M}_n \), \( \|X\|_{sp} \) will denote its spectral norm (i.e., the largest singular value of \( X \)) and the norm \( K_B \) of the Hadamard multiplier is its norm as an operator on \( \mathcal{M}_n \) with the spectral norm, that is,

\[
K_B = \max\{\|X \bullet B\|_{sp} : \|X\|_{sp} \leq 1\}
\]

Recently, Watson [15] proposed an algorithm for finding, among other things, a lower bound for \( K_B \). Using a factorization result of [3] based on the factorization theorem of Haagerup [6, 12], we show how to use Watson’s algorithm to give an upper bound for \( K_B \) as well. In many interesting cases, for example the triangular truncation matrices studied in [3] or McEachin’s matrices studied in [11, 5], the upper and lower bounds agree. (Sample results from the algorithm coded in Matlab [10] are included.) Hadamard multiplication is an example of a completely bounded map [12]; we give a sharp form of Wittstock’s decomposition theorem for completely bounded maps in the special case of Hadamard multiplication by a Hermitian matrix. This result could, in principle, also be used to find \( K_B \) when \( B \) is Hermitian, but the resulting optimization problem does not seem likely to lead to a rapidly converging algorithm. However, if \( B \) is Hermitian with rank 2, this formulation does lead to a relatively simple one variable optimization problem that can be solved explicitly. More information about the Hadamard product and its properties can be found in [7].

The authors would like to thank the referees for several helpful suggestions that led to improvements and simplifications of our presentation.

2. WATSON’S ALGORITHM

Throughout, \( \langle \cdot, \cdot \rangle \) will denote the standard Euclidean inner product on \( \mathbb{R}^n \) and by the norm of a vector, we will mean the Euclidean norm. If \( P \) is in \( \mathcal{M}_n \), we will denote its (Hilbert space) adjoint, that is, its transpose, by \( P^* \). Much of what is presented here can be immediately generalized to the complex case, but the algorithm is designed for the real case.

First of all, we want to reinterpret Watson’s algorithm which he motivated by use of subgradients in the context of convex optimization. We
think of Hadamard multiplication by $B$ as a linear transformation on the vector space $\mathcal{M}_n$. The dual of $\mathcal{M}_n$ as a vector space is isomorphic to $\mathcal{M}_n$ where, for $G$ in $\mathcal{M}_n$, the linear functional $\Lambda_G$ is defined by

$$\Lambda_G(X) = \text{trace}(G^*X)$$

Regarding $\mathcal{M}_n$ as normed space with the spectral norm, its dual space is normed by the trace norm

$$\|\Lambda_G\| = \|G\|_{\text{tr}} = \max\{\text{trace}(V^*G) : \|V\|_{\text{sp}} = 1\}$$

that is, the trace norm of $G$ is the sum of the singular values of $G$.

For $B$, $G$, and $X$ in $\mathcal{M}_n$, the identity

$$\Lambda_G(B\cdot X) = \text{trace}(G^*(B\cdot X)) = \text{trace}((B\cdot G)^*X) = \Lambda_G(B\cdot G)(X)$$

shows that the dual of Hadamard multiplication by $B$ is again Hadamard multiplication by $B$. Since the norm of a transformation and its dual are the same, we have

$$K_B = \max\{\|G\cdot B\|_{\text{tr}} : \|G\|_{\text{tr}} \leq 1\}$$

Our interpretation of Watson's algorithm is that it finds successively better estimates for the norm and the dual norm of Hadamard multiplication by $B$. Notice that since the unitaries are the extreme points of the unit ball of $\mathcal{M}_n$ with the spectral norm and the rank one matrices of norm 1 are the extreme points of the unit ball of $\mathcal{M}_n$ with the trace norm that the Hadamard multiplier norm is achieved at such matrices. Moreover, using singular value decomposition, given a matrix $H$ in $\mathcal{M}_n$, it is easy to find a unitary matrix $U$ so that $\|H\|_{\text{tr}} = \text{trace}(H^*U)$ and a rank one matrix $G$ with $\|G\|_{\text{tr}} = 1$ so that $\|H\|_{\text{sp}} = \text{trace}(G^*H)$. Specifically, if $H = VDW^*$ is the singular value decomposition of $H$ where $V$ and $W$ are unitary and $D$ is the diagonal matrix whose diagonal entries are the singular values of $H$ arranged in non–increasing order, then letting $U = VV^*$,

$$\|H\|_{\text{tr}} = \text{trace}(D) = \text{trace}(W^*(WDV^*)V) = \text{trace}((WDV^*)(VV^*)) = \text{trace}(H^*U) \quad (1)$$

Similarly, letting $G = xy^*$ where $x$ and $y$ are the first columns of $V$ and $W$ respectively,

$$\|H\|_{\text{sp}} = \text{trace}(x^*VDW^*y) = \text{trace}(yx^*VDW^*) = \text{trace}(G^*H) \quad (2)$$

With this in mind, we can easily describe Watson’s algorithm.
Watson’s Algorithm

Choose a unitary matrix $U_0$.

For $k = 1$ to $K_{\text{stop}}$

$s_k = \|B \cdot U_{k-1}\|_\sp\leq K_B \|U_{k-1}\|_\sp = K_B$

Choose $G_k$ rank one with $\|G_k\|_\tr = 1$

and $\text{trace}(G_k^*(B \cdot U_{k-1})) = s_k$

$t_k = \|B \cdot G_k\|_\tr$

Choose $U_k$ unitary with $\text{trace}((B \cdot G_k)^*U_k) = t_k$

End

Since

$s_k = \|B \cdot U_{k-1}\|_\sp \leq K_B \|U_{k-1}\|_\sp = K_B$

and

$t_k = \|B \cdot G_k\|_\tr \leq K_B \|G_k\|_\tr = K_B$

the sequences of estimates $s_k$ and $t_k$ are bounded. Moreover, for each $k$,

$s_{k+1} = \|B \cdot U_k\|_\sp$

$= \max\{\text{trace}(G^*(B \cdot U_k)) : \text{rank}(G) = 1 \text{ and } \|G\|_\tr = 1\}$

$\geq \text{trace}(G_k^*(B \cdot U_k)) = \text{trace}((B \cdot G_k)^*U_k) = t_k$

and

$t_k = \|B \cdot G_k\|_\tr = \max\{\text{trace}((B \cdot G_k)^*U) : U \text{ is unitary}\}$

$\geq \text{trace}((B \cdot G_k)^*U_{k-1}) = \text{trace}(G_k^*(B \cdot U_{k-1})) = s_k$

so that

$s_1 \leq t_1 \leq s_2 \leq t_2 \leq \cdots \leq K_B$

It follows that the estimates $s_k$ and $t_k$ converge to a lower bound for $K_B$ and that, by possibly choosing subsequences, we can find a unitary matrix $U_\infty$ and a rank one matrix $G_\infty$ with $\|G_\infty\|_\tr = 1$ so that

$\lim s_k = \lim t_k = \|(B \cdot G_\infty)\|_\tr = \|(B \cdot U_\infty)\|_\sp \leq K_B$

Naturally, we hope that the limits are actually equal to $K_B$ and this does happen for some interesting matrices $B$. However, it does not always happen; indeed, taking $U_0 = I$ just gives the limit equal to the largest absolute value diagonal entry, not always the same as $K_B$. We need a good upper estimate of $K_B$ in order to decide if a particular lower estimate is giving acceptable results.
For \( P \) an \( n \times n \) matrix with columns \( P_1, P_2, \ldots, P_n \), let
\[
c(P) = \max \{ \| P_1 \|, \| P_2 \|, \ldots, \| P_n \| \}
\]

Haagerup [6] (or see [12, pp. 110–116], [1], [13], or [9]) showed that if \( B \) is an \( n \times n \) matrix then the norm of \( B \) as a Hadamard multiplier is
\[
K_B = \min \{ c(S)c(R) : S^*R = B \}
\]

We will need the following extension of Haagerup’s theorem from [3].

**Theorem A.** Let \( B \) be a non-zero \( n \times n \) matrix. If \( S \) and \( R \) are \( n \times n \) matrices and \( S^*R = B \) is a factorization of \( B \) with \( c(S) = c(R) = \sqrt{K_B} \), there is a unitary matrix \( U \) and unit vectors \( x \) and \( y \) so that if \( X \) and \( Y \)
are the diagonal matrices with diagonals \( x \) and \( y \), then
\[
K_B = \langle B^*Uy, x \rangle = \text{trace}((xy^*)^*B^*U) = \| B^*U \|_\text{sp}
\]

\( RYU^* = SX \), and the columns satisfy \( \| S_j \| = c(S) \) and \( \| R_k \| = c(R) \) whenever the components \( x_j \) and \( y_k \) are non-zero. Conversely, if \( S \) and \( R \) are \( n \times n \) matrices satisfying \( B = S^*R \) and \( x \) and \( y \) are unit vectors such that \( \| S_j \| = \| R_k \| = c(S) = c(R) \) whenever \( x_j \) and \( y_k \) are non-zero and \( U \) is a unitary matrix so that \( RYU^* = SX \), then \( K_B = c(R)c(S) = \| B^*U \|_\text{sp} \).

We want to use the convergents coming from Watson’s algorithm to find a factorization of \( B \). Since every factorization of \( B \) gives an upper bound for \( K_B \) and Watson’s algorithm gives a lower bound, we hope to obtain accurate estimates for the Hadamard multiplier norm.

Suppose the \( G \)’s and \( U \)’s are chosen successively as in the outline of Watson’s algorithm above where \( U_k = V_kW_k^* \) and \( G_k = x_ky_k^* \) using the singular value decomposition \( B^*(x_ky_k^*) = V_kD_kW_k^* \) as in equations (1) and (2) and \( s_k = \| B^*U_{k-1} \|_\text{sp} \) and \( t_k = \| B^*G_k \|_\text{tr} \). If \( s, t, x, y, D, V, W \) are the limits (perhaps of subsequences) of \( s_k, t_k, x_k, y_k, D_k, V_k, W_k \) respectively, then \( s = t, \| x \| = \| y \| = 1, V \) and \( W \) are unitary and satisfy
\[
B^*(xy^*) = VDW^*
\]

and
\[
s = \| B^*(xy^*) \|_\text{tr} = \text{trace}((VW^*)^*B^*(xy^*))
= \text{trace}((xy^*)^*B^*(VW^*)) = \| B^*(VW^*) \|_\text{sp}
\]

Now let \( X \) and \( Y \) be the diagonal matrices with diagonals \( x \) and \( y \) so that \( B^*(xy^*) = XBY \). If \( X \) and \( Y \) are invertible, letting \( C \) be the
non–negative diagonal matrix with $C^2 = D$, then

$$XBY = B \cdot (xy^*) = VDW^* = VC^2W^*$$

implies

$$B = (X^{-1}VC)(CW^*Y^{-1})$$

Taking

$$S = CV^*X^{-1} \quad \text{and} \quad R = CW^*Y^{-1}$$

and $U = VW^*$, we have $B = S^*R$,

$$RYU^* = (CW^*Y^{-1})Y(VW^*)^* = CV^* = (CV^*X^{-1})X = SX$$

and $\|B \cdot U\|_{sp} = s$.

While these conditions are not quite enough for the converse statement of Theorem A, this factorization is highly suggestive. Moreover, it indicates the need for investigating the conditions under which $X$ and $Y$ are not invertible. The last section of the paper gives some results of using the authors’ Matlab code implementing Watson’s algorithm to give a lower bound for $K_B$ and using the factorization suggested above to give an upper bound. For the triangular truncation matrices and McEachin’s matrices, the resulting $X$ and $Y$ are invertible and the computed values of the upper and lower bounds differ by less than $2 \times 10^{-14}$ for sizes up to $50 \times 50$; in other words, for these matrices, the algorithm works to machine accuracy. (In addition, checking the extra hypotheses in the converse statement from Theorem A shows that the computed matrices satisfy (up to machine accuracy) these hypotheses, so the theory indicates they should give $K_B$.)

It is easy to see that if $B$ is a matrix for which $x$ and $y$ are the standard unit basis vectors $e_i$ and $e_j$, then $K_B = \|B \cdot (xy^*)\|_{tr} = |b_{ij}|$, so the Hadamard multiplier norm of $B$ is given by one of its entries. More generally, if $\hat{B}$ is the submatrix of $B$ whose rows and columns are associated with the non–zero components of $x$ and $y$, then constructing the vectors $\hat{x}$ and $\hat{y}$ by omitting the zero components, we have

$$K_B = \|B \cdot (xy^*)\|_{tr} = \|\hat{B} \cdot (\hat{x}\hat{y}^*)\|_{tr} \leq K_{\hat{B}} \leq K_B$$

That is, the non–invertible $X$ and $Y$ are associated with submatrices of $B$ that have the same Hadamard multiplier norm.

We will say a matrix $B$ is Hadamard irreducible if there are no proper submatrices of $B$ with the same Hadamard multiplier norm as $B$. In our experience, a large difference between the computed upper and lower bounds for $K_B$ is due to the presence of a submatrix with a large multiplier norm (as compared with $K_B$), that is, with matrices that are reducible in this sense. Indeed, in such cases, the sequences $x_k$ and $y_k$ converge to vectors
whose non–zero components are associated with just such a submatrix. Further analysis of this situation suggests a multistep procedure for finding an optimal Haagerup factorization in this case as well. Our analysis, below, of the case in which a proper submatrix has the same Hadamard multiplier norm as $B$ leads to Theorem 2.1 which is the formal justification of the multistep procedure. The application of Theorem 2.1 in finding norms is illustrated in section 4.

Suppose $B$ is an $n \times n$ matrix with block form

$$
\begin{pmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{pmatrix}
$$

where $B_{11}$ is invertible, Hadamard irreducible, and $K_{B_{11}} = K_B$. Let $B = S^*R$ be a factorization of $B$ as in Theorem A. By multiplying $S$ and $R$ on the left by an appropriate unitary, we may assume without loss of generality that $S$ is upper triangular. In block form, this is

$$
\begin{pmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{pmatrix} =
\begin{pmatrix}
S_{11} & 0 \\
S_{12} & S_{22}^*
\end{pmatrix}
\begin{pmatrix}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{pmatrix}
$$

In particular, we have $B_{11} = S_{11}^*R_{11}$. Since

$$
c(S_{11})c(R_{11}) \leq c(S)c(R) = K_B = K_{B_{11}} \leq c(S_{11})c(R_{11})
$$

we see that in fact $c(S_{11}) = c(R_{11}) = \sqrt{K_B}$. But $B_{11}$ is Hadamard irreducible, so each column of $S_{11}$ and $R_{11}$ has the same norm and the inequality

$$
K_B = K_{B_{11}} = c(R_{11})^2 \leq c(R_{11})^2 + c(R_{21})^2 = c(R)^2 = K_B
$$

shows that $R_{21} = 0$.

The invertibility of $B_{11}$ implies that $S_{11}$ and $R_{11}$ are invertible also and it follows that $S_{12} = (R_{11}^*)^{-1}B_{21}^*$ and $R_{12} = (S_{11}^*)^{-1}B_{12}$. Since

$$
B_{22} = S_{12}^*R_{12} + S_{22}^*R_{22} = B_{21}R_{11}^{-1}(S_{11}^*)^{-1}B_{12} + S_{22}^*R_{22}
$$

Substituting, we find

$$
S_{22}^*R_{22} = B_{22} - B_{21}B_{11}^{-1}B_{12}
$$

which we will denote by $A$. (In particular, $K_A \leq K_B$ but we will improve this estimate.)

We may take the point of view that $B_{11}$ and its factorization are given. In the circumstances we are considering, this also determines $S_{12}$ and $R_{12}$, but it does not determine the factorization of $A$. Since $K_B$ is known,
we see that if $u_j$ is the $j^{th}$ column of $S_{12}$ and $v_j$ is the $j^{th}$ column of $S_{22}$, then $||u_j||^2 + ||v_j||^2 \leq K_B$ so that $||v_j||^2 \leq K_B - ||u_j||^2$. We obtain similar inequalities for the columns of $R_{22}$. Thus, we want to factor $A$ as $S_{22}^* R_{22}$ where the columns of $S_{22}$ and $R_{22}$ satisfy these inequalities. For each column of $S_{22}$, let $\phi_j = (K_B - ||u_j||^2)^{-1/2}$ and let $\psi_j$ be defined similarly for each column of $R_{22}$. If $\Phi$ and $\Psi$ are the diagonal matrices whose diagonal entries are the $\phi_j$ and the $\psi_j$ respectively, we see that $A$ has a factorization $S_{22}^* R_{22}$ satisfying the inequalities for the column norms if and only if the matrix $Z = \Phi S_{22}^* R_{22} \Psi = \Phi A \Psi$ has a factorization $Z = \hat{S}_{22}^* \hat{R}_{22}$ with $c(\hat{S}_{22}) \leq 1$ and $c(\hat{R}_{22}) \leq 1$, that is $K_Z \leq 1$. We summarize this analysis in the following theorem.

**Theorem 2.1.** Suppose $B$ is an $n \times n$ matrix with block form

\[
\begin{pmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{pmatrix}
\]

where $B_{11}$ is invertible, Hadamard irreducible, and $K_{B_{11}} = K_B$. If $B_{11} = S_{11}^* R_{11}$ is a factorization with $c(S_{11})^2 = c(R_{11})^2 = K_B$, then $B$ has a factorization of the form $B = S^* R$ where $K_B = c(S)^2 = c(R)^2$ and

\[
S = \begin{pmatrix}
S_{11} & S_{12} \\
0 & S_{22}
\end{pmatrix}
\quad \text{and} \quad
R = \begin{pmatrix}
R_{11} & R_{12} \\
0 & R_{22}
\end{pmatrix}
\]

if and only if $K_Z \leq 1$ where $Z = \Phi (B_{22} - B_{21} B_{11}^{-1} B_{12}) \Psi$ as in the preceding discussion.

**Corollary 2.2.** Suppose $B$ is a non–zero $n \times n$ matrix such that $b_{11} \geq |b_{ij}|$ for $1 \leq i, j \leq n$ and $b_{11} > |b_{1j}|$ and $b_{11} > |b_{i1}|$ for $1 < i, j \leq n$. Then $K_B = b_{11}$ if and only if $K_Z \leq 1$ where

\[
Z_{ij} = \frac{(b_{11} b_{ij} - b_{1j} b_{i1})}{\sqrt{b_{11}^2 - b_{1j}^2} \sqrt{b_{11}^2 - b_{i1}^2}} \quad \text{for } i, j = 2, \ldots, n
\]

Although we have been unable to prove that Watson’s algorithm converges to $K_B$ for most starting unitaries and that the procedure above finds a factorization that shows the lower bound from Watson’s algorithm is exact, the algorithm seems to be very robust. Of course, it is easy to produce starting unitaries that are stationary points for the algorithm: for example, the identity is a stationary point for the algorithm that gives the largest diagonal entry as the lower estimate. However, we have been unable to find a matrix and non–stationary starting unitary for which Watson’s algorithm converges to a local maximum less than $K_B$. 
3. WITTSTOCK’S DECOMPOSITION THEOREM

Recall that a positive semidefinite matrix $B$ has $K_B = \max \{ b_{jj} : j = 1, 2, \ldots, n \}$. First, we show that a Hermitian matrix can be split in such a way that its multiplier norm can be easily obtained from the pieces. This result is a sharp form, for our special case, of Wittstock’s decomposition theorem [12, page 107].

**Theorem 3.1.** Let $B$ be a Hermitian matrix. If $P_1$ and $Q_1$ are positive semidefinite matrices so that $B = P_1 - Q_1$, then $K_B \leq K_{P_1 + Q_1}$. Moreover, there are positive semidefinite matrices $P$ and $Q$ so that $B = P - Q$ and $K_B = K_{P + Q}$ with $\text{rank}(P)$ being the number of positive eigenvalues of $B$ and $\text{rank}(Q)$ being the number of negative eigenvalues.

The theorem says we must be concerned with the ways in which the matrix $B$ can be split as $B = P - Q$ where $P$ and $Q$ are positive semidefinite and $\text{rank}(P)$ is the number of positive eigenvalues of $B$ and $\text{rank}(Q)$ is the number of negative eigenvalues of $B$. One such splitting is given by the spectral theorem: let $P_0$ be the restriction of $B$ to the subspace spanned by the eigenvectors corresponding to the positive eigenvalues of $B$ and let $Q_0$ be the restriction of $-B$ to the subspace spanned by the eigenvectors corresponding to the negative eigenvalues of $B$. We will call this splitting the *spectral splitting*. That this is not the only, or always the optimal, splitting of $B$ is what gives this theorem interest.

**Proof.** (of Theorem 3.1.) Assume first that $B$ is an invertible Hermitian matrix. It follows from the Theorem and Corollary 3 of [2, pages 183 and 195] that

$$K_B = \min \left\{ K_Z : \begin{pmatrix} Z & B \\ B & Z \end{pmatrix} \geq 0 \right\}$$

(See [5] and [9] for discussions of this characterization.)

Suppose $P_1$ and $Q_1$ are positive semidefinite matrices so that $B = P_1 - Q_1$. Then

$$\begin{pmatrix} P_1 + Q_1 & P_1 - Q_1 \\ P_1 - Q_1 & P_1 + Q_1 \end{pmatrix} = \begin{pmatrix} P_1 + Q_1 & B \\ B & P_1 + Q_1 \end{pmatrix}$$

is also positive semidefinite so, by the characterization above,

$$K_B \leq K_{P_1 + Q_1}$$

Let $A$ be a matrix that attains the minimum above, that is, $K_A = K_B$ and

$$\begin{pmatrix} A & B \\ B & A \end{pmatrix} \geq 0$$
The matrix $C = A^{-1/2}B A^{-1/2}$ is an invertible Hermitian matrix with the same inertia as $B$. If we let $C = C_+ - C_-$ be the spectral splitting of $C$ as a difference of positive semidefinite matrices, then $P = A^{1/2}C_+A^{1/2}$ and $Q = A^{1/2}C_-A^{1/2}$ are positive semidefinite matrices with $P - Q = B$ and rank($P$) and rank($Q$) being the number of positive and negative eigenvalues of $B$. Since

$$
\begin{pmatrix}
I & A^{-1/2}BA^{-1/2} \\
A^{-1/2}BA^{-1/2} & I
\end{pmatrix}
= \begin{pmatrix}
A^{-1/2} & 0 \\
0 & A^{-1/2}
\end{pmatrix}
\begin{pmatrix}
A & B \\
B & A
\end{pmatrix}
\begin{pmatrix}
A^{-1/2} & 0 \\
0 & A^{-1/2}
\end{pmatrix}
\geq 0
$$

and $C_+ C_- = 0$, it follows that $C_+ + C_- \leq I$ which implies $P + Q \leq A$. Thus, $K_B \leq K_{P+Q} \leq K_A = K_B$ and $P$ and $Q$ satisfy the conclusion of the theorem.

Now if $B$ is not invertible, we can find a sequence of invertible Hermitian matrices converging to $B$ and apply the results above to each of the matrices in the sequence. Since the Hadamard multiplier norm is continuous, we can find convergent subsequences to obtain positive semidefinite matrices $P$ and $Q$ so that $B = P - Q$, $K_B = K_{P+Q}$, and rank($P$) and rank($Q$) are, respectively, at least as large as the number of positive and negative eigenvalues. Let $N$ be the orthogonal projection onto the range of $B$. Now $B = NBN = NPN - NQN$ and $NPN$ and $NQN$ are positive semidefinite matrices whose ranks are, respectively, the number of positive and negative eigenvalues of $B$. Since $NPN + NQN \leq P + Q$, the largest diagonal entry of $NPN + NQN$ is no more than the largest diagonal entry of $P + Q$ and we see that $K_B = K_{NPN+NQN}$. Thus, $B = NPN - NQN$ is a splitting of the sort needed for the conclusion.

As noted above, the spectral splitting of $B$ is not the only splitting. To find other splittings, we consider the quadratic form $\langle Bv, v \rangle$, and let $\mathcal{P} = \{ v : \langle Bv, v \rangle > 0 \}$ and $\mathcal{N} = \{ v : \langle Bv, v \rangle < 0 \}$. In the invertible case, if $B = P - Q$ is a splitting and $Qx = 0$, then $\langle Bx, x \rangle = \langle Px, x \rangle \geq 0$. Since rank($A$) = $n = \text{rank}(P) + \text{rank}(Q)$ and $A = P + Q$, only the zero vector is in the range of $P$ and the range of $Q$. This means that only the zero vector is in the kernel of $P$ and the kernel of $Q$. That is, if both $Qx = 0$ and $Px = 0$ then $x = 0$, so the non–zero $x$ with $Qx = 0$ are in $\mathcal{P}$. In particular, the range of $Q$, which is spanned by the eigenvectors of $Q$, is a subspace whose orthogonal complement lies in $\mathcal{P}$. Similarly, the range of $P$, which is spanned by the eigenvectors of $P$, is a subspace whose orthogonal complement lies in $\mathcal{N}$. The theorem below uses this observation to characterize the splittings in a special case.

**Theorem 3.2.** Suppose $B$ is an $n \times n$ Hermitian matrix with $n - 1$ positive, one negative eigenvalue and suppose $u$ is an eigenvector of $B$ for
which \( B = P_0 - uu^* \) is the spectral splitting of \( B \). For \( w \) orthogonal to \( u \), if 
\[
\alpha = \sqrt{1 + w^*P_0w},
\]
then \( Q = (\alpha u + P_0w)(\alpha u + P_0w)^* \) is a positive semidefinite matrix with rank one such that \( P = B + Q \) is a positive semidefinite matrix with rank \( n - 1 \). Conversely, if \( P = B - Q \) where \( P \) is a positive semidefinite matrix with rank \( n - 1 \) and \( Q \) is a positive semidefinite matrix with rank one, then there is a vector \( w \) orthogonal to \( u \) such that \( Q = (\alpha u + P_0w)(\alpha u + P_0w)^* \) for \( \alpha = \sqrt{1 + w^*P_0w} \).

**Proof.** Every positive semidefinite matrix \( Q \) with rank one has the form
\[
Q = (\alpha u + v)(\alpha u + v)^*
\]
for some \( \alpha \geq 0 \) and some vector \( v \) orthogonal to \( u \). If \( \alpha \) were 0, then \( u \) would be a vector orthogonal to the range of \( Q \) that is not in \( \mathcal{P} \), so the remarks above show \( \alpha > 0 \) for the desired splittings of \( B \) as \( P - Q \). Since \( P_0 \) has \( n - 1 \) positive eigenvalues, for every vector \( v \) orthogonal to \( u \), there is a vector \( w \) orthogonal to \( u \) such that \( P_0w = v \). Now if the scalar \( \beta \) and the vector \( x \) orthogonal to \( u \) are such that \( \beta u + x \) is orthogonal to the range of \( Q \), then, recalling that \( P_0u = 0 \), we have
\[
0 = (\alpha u + P_0w)^* (\beta u + x) = \alpha \beta ||u||^2 + w^*P_0x
\]
so \( \beta ||u||^2 = -w^*P_0x/\alpha \). Thus the condition that \( \beta u + x \) be in \( \mathcal{P} \) is
\[
0 < (\beta u + x)^* (P_0 - uu^*) (\beta u + x) = x^*P_0x - ||\beta||^2||u||^4
\]
or
\[
x^*P_0x - \frac{1}{\alpha^2} x^*P_0ww^*P_0x > 0
\]
For this to be true for every \( x \) orthogonal to \( u \) means that \( P_0 - P_0ww^*P_0/\alpha^2 \) is positive definite as an operator on range(\( P_0 \)). This is equivalent to \( \alpha^2 I - (\sqrt{P_0}w)(\sqrt{P_0}w)^* > 0 \) which is the same as \( ||\sqrt{P_0}w|| < \alpha \).

Now suppose \( w, \alpha, \) and \( Q \) are as in the statement of the theorem. Since
\[
\alpha^2 = 1 + w^*P_0w > w^*P_0w = ||\sqrt{P_0}w||^2
\]
all vectors \( z \) that are orthogonal to the range of \( Q \) are in \( \mathcal{P} \) so \( z^*Pz = z^*(B + Q)z = z^*Bz > 0 \) which implies the rank of \( P \) is at least \( n - 1 \). But
\[
P \left( -\frac{\alpha}{||u||^2} u + w \right)
= (P_0 - uu^* + (\alpha u + P_0w)(\alpha u + P_0w)^*) \left( -\frac{\alpha}{||u||^2} u + w \right)
= P_0w + \alpha u + (\alpha u + P_0w)(-\alpha^2 + w^*P_0w)
= (\alpha u + P_0w)(1 - \alpha^2 + w^*P_0w) = 0
so $P$ has rank exactly $n - 1$.

To prove the converse, suppose $B = P - Q$ is a splitting as in the theorem and $Q = (\alpha u + P_0 w)(\alpha u + P_0 w)^*$ for some $\alpha > 0$ and $w$ orthogonal to $u$. Suppose $\beta u + x$ is a non-zero vector in the kernel of $P$ where $x$ is orthogonal to $u$. We have

$$P(\beta u + x) = (P_0 - uu^* + (\alpha u + P_0 w)(\alpha u + P_0 w)^*) (\beta u + x)$$

$$= P_0 x - \beta \|u\|^2 u + (\alpha u + P_0 w)(\alpha \beta \|u\|^2 + w^* P_0 x)$$

$$= ((\alpha^2 - 1)\beta \|u\|^2 + \alpha w^* P_0 x) u + P_0 (x + \alpha \beta \|u\|^2 w + (w^* P_0 x) w)$$

For this to be 0, since $u$ is orthogonal to the range of $P_0$, we must have

$$(\alpha^2 - 1)\beta \|u\|^2 + \alpha w^* P_0 x = 0$$

so

$$w^* P_0 x = - (\alpha^2 - 1)\beta \|u\|^2 / \alpha$$

Moreover, since $P_0$ is invertible on the set of vectors orthogonal to $u$, we must have

$$0 = x + \alpha \beta \|u\|^2 w + (w^* P_0 x) w$$

$$= x + \left( \alpha \beta \|u\|^2 - (\alpha^2 - 1)\beta \|u\|^2 \frac{1}{\alpha} \right) w = x + \frac{\beta \|u\|^2}{\alpha} w$$

Using this in the above equality, we see

$$- (\alpha^2 - 1)\frac{\beta \|u\|^2}{\alpha} = w^* P_0 x = - \frac{\beta \|u\|^2}{\alpha} w^* P_0 w$$

If $\beta$ were 0, this would mean $x = 0$ and $\beta u + x = 0$, so $\beta$ is non-zero and

$$\alpha^2 - 1 = w^* P_0 w$$

as in the conclusion.

We can apply these ideas to get a straightforward minimization problem for the rank two case. Suppose $u$ and $v$ are linearly independent vectors in $\mathbb{R}^n$ and $B = vv^* - uu^*$ is a Hermitian matrix. (Note that all Hermitian matrices with rank 2 for which neither $B$ nor $-B$ is positive semidefinite are of this form.) We need to write $B = P - Q$ where $P$ and $Q$ are positive semidefinite rank one matrices with $P + Q$ having its largest diagonal entry as small as possible. So

$$P = (\alpha u + \beta v)(\alpha u + \beta v)^*$$

and $Q = (\gamma u + \delta v)(\gamma u + \delta v)^*$

for some scalars $\alpha, \beta, \gamma, \delta$. The independence of $u$ and $v$ implies $uu^*$, $vv^*$, $vu^*$, and $vv^*$ are linearly independent matrices so equating $vv^* - uu^*$ and
$P - Q$ gives $\alpha^2 - \gamma^2 = 1$, $\alpha \beta - \gamma \delta = 0$, and $\beta^2 - \delta^2 = -1$. Without loss of
generality, this means

$$P = (\alpha u + \beta v)(\alpha u + \beta v)^* \text{ and } Q = (\beta u + \alpha v)(\beta u + \alpha v)^*$$

where $\alpha^2 - \beta^2 = 1$ and $\alpha > 0$. Now

$$P + Q = (\alpha^2 + \beta^2)(vv^* + uu^*) + 2\alpha \beta (vu^* + uv^*)$$

Setting $t = 2\alpha \beta$, we see $\alpha^2 + \beta^2 = \sqrt{1 + t^2}$. Thus

$$K_B = \min_t \max_j \left( \text{diag} \left( \sqrt{1 + t^2}(vv^* + uu^*) + t(vu^* + uv^*) \right) \right)$$

If $u_j$ and $v_j$ are the $j^{th}$ components of $u$ and $v$ respectively, letting $f_j(t) = \sqrt{1 + t^2}(u_j^2 + v_j^2) + 2tv_ju_j$ gives

$$K_B = \min_t \max_j f_j(t)$$

Since each of the $f_j$ is a convex function,

$$K_B = f_{j_0}(t_0)$$

where either $f_{j_0}$ has a minimum at $t_0$ and $f_{j_0}(t_0) \geq f_j(t_0)$ for $j = 1, \cdots, n$ or there are $i_0 \neq j_0$ so that $f_{i_0}(t_0) = f_{j_0}(t_0) \geq f_j(t_0)$ for $j = 1, \cdots, n$. That

is, to find $K_B$, we need only check the minima of the $f_j$ and the points

where the graphs cross.

The values of the functions where the graphs cross do not seem to have

convenient expressions, but it turns out that the minimum value of $f_j$ is

$|b_{jj}|$ and the value of $f_k$ at this point is $(2b_{jk}^2 - b_{kk}b_{jj}) / |b_{jj}|$. Since $K_B$ is

at least as large as $|b_{jj}|$ for each $j$, we have another proof of Theorem 9

of [4] for this case.

**Corollary 3.3.** Let $B = (b_{ij})$ be a real Hermitian $n \times n$ matrix with

rank 2. If $b_{jj} > 0$ and $b_{jj}$ is the largest diagonal entry of $B$, then the

following are equivalent:

(i) $K_B = b_{jj}$.

(ii) Every $2 \times 2$ principal submatrix containing $b_{jj}$ has Hadamard multi-

plier norm $b_{jj}$.

(iii) For $1 \leq k \leq n$,

$$b_{jj}^2 + b_{jj}b_{kk} - 2b_{jk}^2 \geq 0$$
A Matlab program `FindKB` that carries out Watson’s iterative algorithm, finds a factorization of the type discussed in Section 2 along with the unitaries $V$ and $W$ and vectors $x$ and $y$, and computes upper and lower bounds for $K_B$ can be obtained (cowen@math.purdue.edu) from the first author. The inputs are the matrix $B$ whose Hadamard multiplier norm is to be found, a number of iterations to be done, and a starting unitary matrix. The lower bound for $K_B$ is computed as in the description of the Watson algorithm. The upper bound $c(R)c(S)$ for $K_B$ given by Haagerup’s Theorem is computed using Equation (3) to find an $S$ and $R = (S^*)^{-1}B$ to find the corresponding factor $R$. The algorithm fails if the matrix $X$ used in the computation of $S$ is not invertible.

All the computations reported here were done with Matlab [10] version 4.1 on a Macintosh Quadra 950 and the starting unitary was generated by the program (by QR–factorization of a random matrix) rather than being user specified. This algorithm produces the following results for the triangular truncation matrices, that is, for the $n \times n$ matrices $T$ for which $T_{ij} = 1$ when $i + j \leq n + 1$ and $T_{ij} = 0$ when $i + j > n + 1$. In each case, the lower bound from Watson’s algorithm and the upper bound from the resulting factorization differ by less than $2 \times 10^{-14}$. The lower bound is given in the table below for $K_T$ for $n = 2, \ldots, 50$.

One of the convenient features of the triangular truncation matrices is that the convergents computed in Watson’s algorithm give a factorization of $T$ for which the Haagerup upper bound is essentially equal to the lower bound. We believe this happens because there are no submatrices of $T$ with the same Hadamard multiplier norm. The same is true of McEachin’s matrices [11] the norms of some of which were computed in [5].

It might be noted that the stopping criterion written into the algorithm used by the authors is a number, $K_{stop}$, of iterations. It would be easy to modify the stopping criterion to be, for example, that the difference between two successive iterates of the lower bound be smaller than a given epsilon. Some caution needs to be exercised, however, as the various output variables converge at quite different rates. For example, in computing the Hadamard multiplier norm for the $50 \times 50$ triangular truncation matrix, the lower bound estimate is correct to 14 decimal places after $K_{stop} = 60$ iterations, whereas, at that point, the upper bound estimate is only correct to 7 decimal places. To get the upper bound estimate to be correct to 14 decimal places requires about $K_{stop} = 130$ iterations.

<table>
<thead>
<tr>
<th>n</th>
<th>$K_T$</th>
<th>n</th>
<th>$K_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td></td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>70</td>
<td></td>
</tr>
</tbody>
</table>
If the matrix $X$ needed in the computation of $S$ is not invertible, a multistep procedure based on Theorem 2.1 is needed. As an example of the techniques needed to handle a more complicated case, consider the following $5 \times 5$ matrix. The steps indicated below outline the Matlab program `Multistep` which can also be obtained from the first author.

$$B = \begin{bmatrix}
-1.6688 & -0.2358 & 0.9445 & 1.1862 & 0.9198 \\
1.5766 & 1.9792 & -1.0445 & 0.6810 & 0.1804 \\
-0.9223 & 0.7425 & -2.1884 & 0.8284 & 0.3286 \\
0.2944 & 0.0148 & 0.9386 & 0.2742 & -0.0324 \\
-0.4420 & 0.0872 & 0.2947 & 0.2091 & -0.2410
\end{bmatrix}$$

After convergence, the lower bound for $K_B$ is 2.2835 but the vectors $x$ and $y$ in the algorithm have zeros in their last two components, so no upper bound is computed. However, following the ideas of Theorem 2.1, we
suspect the upper left $3 \times 3$ submatrix of $B$ has the same Hadamard multiplier norm. Factoring this submatrix and continuing as in Theorem 2.1, we compute

$$S_{11} = \begin{bmatrix} 0.5259 & -0.7162 & -1.4586 \\ 1.0427 & -1.2669 & 0.3949 \\ -0.9590 & -0.4069 & 0.0091 \end{bmatrix}, \quad S_{12} = \begin{bmatrix} 0.5972 & 0.1564 \\ -0.1623 & 0.2531 \\ -0.3096 & -0.3919 \end{bmatrix},$$

$$R_{11} = \begin{bmatrix} 0.2369 & -0.7355 & 1.5046 \\ -1.4669 & -0.8122 & 0.0187 \\ 0.2752 & -1.0406 & -0.1395 \end{bmatrix}, \quad R_{12} = \begin{bmatrix} -0.5261 & -0.1716 \\ 0.1852 & 0.2171 \\ -1.3241 & -0.8172 \end{bmatrix},$$

$$\text{PHI} = \begin{bmatrix} 0.7444 & 0 \\ 0 & 0.6999 \end{bmatrix}, \quad \text{PSI} = \begin{bmatrix} 2.1357 & 0 \\ 0 & 0.8061 \end{bmatrix},$$

and

$$Z = \begin{bmatrix} 0.3315 & -0.0886 \\ -0.4101 & -0.3325 \end{bmatrix}.$$

Using FindKB on this matrix, we find $K_Z = 0.4375$, which is good since Theorem 2.1 requires that $K_Z \leq 1$ to proceed. The corresponding optimal factorization (for the upper bound from the Haagerup theorem) is

$$S_z = \begin{bmatrix} 0.4164 & -0.6511 \\ -0.5140 & -0.1165 \end{bmatrix}, \quad R_z = \begin{bmatrix} 0.6509 & 0.4190 \\ -0.1177 & 0.5118 \end{bmatrix}.$$

We now compute $S_{22}$ and $R_{22}$ from $S_z$, $R_z$, PHI and PSI to use in the factorization of $B$. In this case, we get

$$S = \begin{bmatrix} 0.5259 & -0.7162 & -1.4586 & 0.5972 & 0.1564 \\ 1.0427 & -1.2669 & 0.3949 & -0.1623 & 0.2531 \\ -0.9590 & -0.4069 & 0.0091 & -0.3096 & -0.3919 \\ 0 & 0 & 0 & 0.5593 & -0.9303 \\ 0 & 0 & 0 & -0.6905 & -0.1665 \end{bmatrix},$$

$$R = \begin{bmatrix} 0.2369 & -0.7355 & 1.5046 & -0.5261 & -0.1716 \\ -1.4669 & -0.8122 & 0.0187 & 0.1852 & 0.2171 \end{bmatrix}.$$
It can be checked that $B = S^*R$ and that the norms of the columns of $S$ and $R$ are

\[
\begin{align*}
&c_S = 1.5111 \quad 1.5111 \quad 1.5111 \quad 1.1262 \quad 1.0655 \\
c_R = 1.5111 \quad 1.5111 \quad 1.5111 \quad 1.4698 \quad 1.1907 \\
\end{align*}
\]

so $K_B \leq c(S)c(R) = 2.2835$ which agrees with lower bound found earlier.

Although, as we noted above, we have been unable to prove that the algorithm always works, it is self checking; that is, if the upper and lower bound estimate of $K_B$ are acceptably close, we know the algorithm has worked in this case. In a typical problem, one would apply FindKB to a matrix. If the upper and lower estimates of the Hadamard multiplier norm are significantly different, then the non-zero components of $x$ and $y$ indicate the rows and columns, respectively, of the matrix that comprise the important submatrix $\hat{B}$. Then, Multistep can be used to find the resulting factorization and upper bound estimate of $\hat{B}$. If the lower right corner produced by the algorithm is also Hadamard reducible, the process must be iterated to find the eventual factorization.

Our experience is that Watson’s algorithm is quite robust. In addition to the structured triangular truncation and McEachin matrices, we generated 165 random $10 \times 10$ matrices using Matlab’s \texttt{randn(10,10)} command; that is, the entries of the matrices were chosen from a normal distribution with mean 0 and standard deviation 1. In each case, the Watson algorithm converged to what was shown by the subsequent upper bound estimates to be the Hadamard multiplier norm of the matrix. Random starting unitaries were used and 500 iterations of the algorithm were sufficient to give agreement of the upper and lower estimates for $K_B$ of 7 to 14 decimal places in the Hadamard irreducible cases. (Watson’s algorithm converges much faster than that to the lower bound estimate, but a large number of iterations are required to get a factorization that gives an acceptably small upper bound.) Of the 165 cases, 90 matrices were Hadamard irreducible, 37 had a $9 \times 9$ submatrix with the same Hadamard multiplier norm, 12 had an $8 \times 8$ submatrix, 1 each had $7 \times 7$, $6 \times 6$, and $5 \times 5$ submatrices, 5 had $2 \times 2$ submatrices, and in 18 cases the Hadamard multiplier norm was the absolute value of the largest entry, i.e. a $1 \times 1$ submatrix.
REFERENCES


