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ABSTRACT
Quantum annealers are an alternative approach to quantum computing, which make use of the adiabatic theorem to efficiently find
the ground state of a physically realizable Hamiltonian. Such devices are currently commercially available and have been successfully
applied to several combinatorial and discrete optimization problems. However, the application of quantum annealers to problems in
chemistry remains a relatively sparse area of research due to the difficulty in mapping molecular systems to the Ising model Hamil-
tonian. In this paper, we review two different methods for finding the ground state of molecular Hamiltonians using Ising model-
based quantum annealers. In addition, we compare the relative effectiveness of each method by calculating the binding energies, bond
lengths, and bond angles of the H+

3 and H2O molecules and mapping their potential energy curves. We also assess the resource require-
ments of each method by determining the number of qubits and computation time required to simulate each molecule using vari-
ous parameter values. While each of these methods is capable of accurately predicting the ground state properties of small molecules,
we find that they are still outperformed by modern classical algorithms and that the scaling of the resource requirements remains a
challenge.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0030397., s

I. INTRODUCTION

The application of quantum computers to quantum chemistry
has the potential to enable the simulation of large molecular sys-
tems that would otherwise be unattainable on classical computers.
Thus far, several algorithms have been devised to simulate molecu-
lar systems on gate-based quantum computers, including the quan-
tum phase estimation (QPE) and variational quantum eigensolver
(VQE) algorithms,1,2 as well as various quantum machine learning
algorithms.3,4 While such algorithms are promising, the difficulty of
constructing gate-based quantum computers has meant that their
applications to quantum chemistry have been limited. Interest in
quantum annealers as potential alternatives to gate-based quantum
computers has increased recently, with new methods being proposed
to map quantum chemistry problems onto quantum annealers.5,6

Here, we review some of the basics of quantum annealing and how it

can be applied to the electronic structure problem, give a detailed
explanation and comparison of the recently developed mappings,
and use these methods to calculate the ground state properties of
the H+

3 and H2O molecules. In addition, we have open-sourced
our code at https://github.com/jcopenh/Quantum-Chemistry-with-
Annealers so that others can see how the techniques discussed might
be implemented.

Quantum annealing is an optimization metaheuristic that
exploits quantum tunneling effects to efficiently find the minimum
of an objective function.7–9 The governing principle of quantum
annealers is the adiabatic theorem, which states that if a system is
in an eigenstate of a governing Hamiltonian, which is slowly per-
turbed, then the system will remain in the instantaneous eigenstate
of the perturbed Hamiltonian so long as the rate of change is slow
enough and there is an energy gap between nearby eigenstates.10 The
annealer begins in the ground state of some easy-to-prepare initial
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Hamiltonian HI and is then allowed to evolve approximately adia-
batically, while the governing Hamiltonian H(t) is slowly perturbed
to a final Hamiltonian HF according to

H(t) = A(t)HI + B(t)HF , (1)

where the functions A(t) and B(t) are collectively referred to as
the annealing schedule and satisfy the constraints A(0) ≫ B(0) ≈ 0
and B(T) ≫ A(T) ≈ 0, where T is the total annealing time.7,11,35

At the end of the annealing process, H(T) = HF and the cur-
rent state of the annealer is taken to be the ground state of HF .
Thus, by encoding information about a problem into the previously
unknown ground state of HF , the annealer “solves” the problem by
taking advantage of the adiabatic theorem to search for the ground
state.

The prototypical example of a governing Hamiltonian is the
transverse-field Ising model,7

H(t) = A(t)∑
i
σix + B(t)

⎡
⎢
⎢
⎢
⎢
⎣

∑
i
hiσiz +∑

i<j
Jijσizσ

j
z

⎤
⎥
⎥
⎥
⎥
⎦

, (2)

where hi are the qubit biases, Jij are the coupling coefficients, and
σiα are Pauli operators acting on the ith qubit of the annealer. The
transverse-field term is used as the initial Hamiltonian HI , leaving
the remaining terms, which form a regular Ising spin-glass model,
as the final Hamiltonian,

HF = ∑
i
hiσiz +∑

i<j
Jijσizσ

j
z . (3)

The transverse-field Ising model is stoquastic, meaning that
all off-diagonal terms are real and non-positive. This is of great
consequence for the capabilities of Ising model-based annealers, as
any adiabatic quantum computer must implement a non-stoquastic
Hamiltonian to be universal.12–14 Indeed, previous experiments
have shown annealers based on stoquastic Hamiltonians to be
of limited applicability,11,15 leading to the development of sev-
eral non-stoquastic annealer designs.13,16,17 However, given that
such implementations are very much still in development, we will
focus on the application of Ising model-based annealers in this
paper.

The main challenge with utilizing Ising model-based quantum
annealers to solve quantum chemistry problems lies in the difficulty
of finding HF , as given in Eq. (3). In Sec. II, we give an overview
of how the electronic structure problem can be mapped to an Ising
model Hamiltonian.

II. MAPPING MOLECULAR HAMILTONIANS
TO THE ISING MODEL

The electronic structure of a molecule describes the motions
and spin properties of electrons within the molecule. Descrip-
tions of the electronic structure are typically given as solutions to
the Schrödinger equation after applying the Born–Oppenheimer
approximation, which assumes the nuclei to be fixed in space rel-
ative to the center of the molecule. The first-quantized Hamiltonian
in atomic units is given by

H = −∑
i

∇
2
i

2
−∑

A

∇
2
A

2MA
−∑

i,A

ZA

∣ri−RA∣
+∑

i<j

1
∣ri−rj∣

+∑
A<B

ZAZB

∣RA−RB∣
,

(4)

where ri is the position of electron i and RA, MA, and ZA are the
position, mass, and charge of nuclei A.

Using the second quantization formalism, one can write H
in terms of fermionic creation and annihilation operators a†

i and
ai by choosing a basis set, calculating the one-body and two-body
integrals hij and hijkl, and constructing H as

H = ∑
i,j
hija†

i aj +
1
2 ∑i,j,k,l

hijkla
†
i a

†
j akal. (5)

Eigenstates of the Hamiltonian are now given by linear combina-
tions of the occupation-number representation,

∣Ψ⟩ = ∣n1,n2, . . . ,nM⟩, (6)

with M being the total number of spin orbitals in the chosen
basis set and ni ∈ {0, 1} representing whether or not spin orbital
i is filled by an electron. The state |Ψ⟩ is equivalent to the Slater
determinant formed using the filled spin orbitals. In addition, one
can restrict the active space of the molecule to a subset of the
spin orbitals, reducing the number of fermionic operators in H
at the cost of potentially missing lower energy solutions. In this
case, M is now the number of spin orbitals in the chosen active
space.

Note that the second quantization formalism does not conserve
the particle number, i.e., the eigenstates of H in Eq. (5) are in the
form of Eq. (6) with anywhere from 0 to M electrons filling the
spin orbitals. In many cases, however, one is only interested in solu-
tions with a fixed number of electrons N. In order to ensure that the
ground state solution for H has N electrons, one can construct the
total number operator

N̂ =
M

∑
i=1

a†
i ai (7)

and use it to add a penalty term to H,

H′ = H + w(N − N̂)2, (8)

where w is a weight factor large enough to ensure that the eigen-
values corresponding to solutions with N electrons are less than all
other eigenvalues.18 One can similarly add penalty terms to H to
fix the total spin of the system, or any other quantum observable,
so long as one can readily construct the corresponding operator in
terms of the creation and annihilation operators.

After writing H in terms of creation and annihilation operators,
one must transform H into a sum of Pauli words,

H = ∑
i
αiPi, (9)

with the Pauli word Pi being of the form
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Pi = ±{I, σx, σy, σz}⊗m, (10)

where m ≤ M is the number of qubits. Here, H acts on the m-qubit
space spanned by basis states of the form

∣ϕ⟩ =
m

∏
i=1
∣zi⟩ = ∣z1, z2, . . . , zm⟩ (11)

such that zi ∈ {0, 1} is equal to 0 if qubit i is in the spin-up state and
1 if it is in the spin-down state. Any state |Ψ⟩ in this m-qubit space
can then be written as a sum of these 2m basis states,

∣Ψ⟩ =
2m

∑
i=1

ai∣ϕi⟩. (12)

Several transformations exist to transform H into the form
of Eq. (9), including the Jordan–Wigner (JW) transformation, the
Bravyi–Kitaev (BK) transformation, and the parity encoding.19–21

Once this is done, it is often helpful to reduce the number of qubits
required to simulate the molecule by exploiting its symmetries and
conservation properties. A detailed explanation of this procedure
can be found in Ref. 22 along with insight into how such reductions
can be found using the knowledge of the molecule’s point group
symmetries in Ref. 23.

The next step in transforming H into the form of Eq. (3) is per-
haps the most difficult. We are aware of two methods for mapping
Eq. (9) onto the Ising model Hamiltonian: the Xia–Bian–Kais (XBK)
transformation proposed in Ref. 5 and the Bloch angle mapping used
in Ref. 6. These methods will be described in detail in Secs. III and
IV. Both will result in a diagonal Hamiltonian in the form of a k-local
sum of z-type Pauli operators,

H = ∑
i
αiσiz +∑

i<j
αijσizσ

j
z + ∑

i<j<k
αijkσ

i
zσ

j
zσ

k
z +⋯, (13)

which now acts on the mapped m′-qubit space where m′ ≥m.
The k-local Hamiltonian of Eq. (13) must then be reduced to

a two-local Hamiltonian with the same ground state. This process,
known as quadratization, in general, leads to the introduction of
several auxiliary qubits, which account for the missing higher order
terms.24,25 After quadratization, H should now be in the form of
Eq. (3) and can be embedded on the quantum annealer to find the
ground state.

III. XIA–BIAN–KAIS METHOD
The XBK transformation maps states from the m-qubit space

associated with Eq. (9) to an rm-qubit space, where r is a variational
parameter that represents the number of copies of the original m
qubits.5 Each Pauli operator in this new space can be represented
using tensor products of the identity and z-type Pauli operators. By
increasing r, one expands the space in which the quantum annealer
searches for the ground state, thus increasing the accuracy of the
energy calculations.

The mapping of each Pauli operator to the new space is
given by

σix →
1 − σijz σ

ik
z

2
, σiy → i

σikz − σ
ij
z

2
,

σiz →
σijz + σikz

2
, Ii →

1 + σijz σ
ik
z

2
,

(14)

with σijz being the z-type Pauli operator acting on ith qubit of the
jth m-qubit subspace. For a given i and j, applying Eq. (14) to each
operator in Eq. (9) will map H to a “sub-Hamiltonian” H(i ,j) act-
ing on a 2m-qubit space. In order to properly account for each of
the ⌈ r2 ⌉ possible sign combinations of the sub-Hamiltonians, one
defines a sign parameter 0 ≤ p ≤ ⌊ r2 ⌋ and constructs the sign
function

Sp(i) = {
−1, i ≤ p,
1, else.

(15)

The ⌈ r2 ⌉ possible rm-qubit Hamiltonians are obtained by summing
over H(i ,j) for each combination of 1 ≤ i, j ≤ r and taking into account
the signs associated with each sub-Hamiltonian,

H′p = ∑
i,j≤r

H(i,j)Sp(i)Sp( j). (16)

Each of the H′p will explore a sector of the rm-qubit space.
It can be shown that if the eigenvalue of the original H cor-

responding to the m-qubit state |Ψ⟩ is λ′, then the eigenvalue of
H′p corresponding to the rm-qubit state |ψ′⟩ is λ′∑i b

2
i , where bi is

the number of times the basis state |ϕi⟩ appears in |ψ′⟩.5 Thus, one
can construct an operator Cp that keeps track of∑i b

2
i ,

Cp = ∑
±

⎡
⎢
⎢
⎢
⎢
⎣

r

∑
i=1

⎛

⎝
Sp(i)

mi

∏
k=1i

1 ± σkz
2
⎞

⎠

⎤
⎥
⎥
⎥
⎥
⎦

2

, (17)

where ∑± means to sum over all combinations of the plus–minus
signs. Given H′p and Cp, the procedure to find the minimum eigen-
value of H for the pth sector is as follows: we choose a starting value λ
and construct the operator Dp ,λ = H′p − λCp, whose minimum eigen-
value is∑i b

2
i (λ′ − λ) so long as it is less than 0. After quadratizating

this operator, we can map it to the quantum annealer by taking
HF = Dp ,λ to find∑i b

2
i (λ′−λ). Evaluating Cp at the ground state, we

obtain∑i b
2
i , which allows us to solve for λ′. Setting λ = λ′, we repeat

this process until the minimum eigenvalue of Dp ,λ is greater than or
equal to 0. The minimum eigenvalue is then taken as λ′ when this
process terminates.

By searching through all values of p, we find the minimum
eigenvalue of H for those states mapped to the rm-qubit space. To
retrieve the m-qubit state |Ψ⟩ from the rm-qubit state |ψ′⟩, we use
the fact that for large enough r, the coefficient ai for the basis state
|ϕi⟩ can be approximated by

ai ≈
biS(bi)
√

∑j b2
j

, (18)

where by S(bi) we mean the sign of the sum of Sp(i) for all
m-qubit spaces that are in the ith basis state using the value of p
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corresponding to the sector in which the ground state was found.
We then use Eq. (12) to obtain |Ψ⟩.

Beyond the pre-processing required to construct and quadra-
tize Dp ,λ, the optimization in the XBK method is performed solely
on the quantum annealer. However, this pre-processing becomes
quite expensive for larger values of m and r. The number of qubits
in Dp ,λ before quadratization is rm, and due to the large num-
ber of auxiliary qubits introduced during the quadratization pro-
cedure, the final number of qubits required to simulate Dp ,λ on
the quantum annealer can quickly surpass what is available on
modern systems. Thus, the application of the XBK method to
the accurate simulation of larger molecular systems is currently
impractical.

IV. QUBIT COUPLED CLUSTER METHOD
The qubit coupled cluster (QCC) method is a hybrid classical–

quantum method that utilizes the quantum annealer to improve the
convergence rate of a classical optimization routine.6,26 The QCC
method begins with the qubit mean-field (QMF) description, which
assumes that the ground state of H is of the form

∣Ψ⟩ =
m

∏
i=1
∣Ωi⟩ (19)

such that |Ωi⟩ is the spin-coherent state of the ith qubit,

∣Ωi⟩ = cos(
θi
2
)∣0⟩ + eiφi sin(

θi
2
)∣1⟩, (20)

where φi ∈ [0, 2π) and θi ∈ [0, π) are the azimuthal and polar angles
of the Bloch sphere, respectively. The set of all φi and θi are collec-
tively called the Bloch angles of |Ψ⟩. The QMF energy is then defined
as the expectation value of H evaluated at |Ψ⟩ for optimized Bloch
angles.

The Hamiltonian in Eq. (9) can be converted into a real-valued
function whose global minimum is equal to the QMF energy by
mapping the Pauli operators to the Bloch angles,

σix → cosφi sin θi,

σiy → sinφi sin θi,

σiz → cos θi.

(21)

With H now in the form of a continuous optimization problem, a
classical optimization routine can be used to find the QMF energy.
Using the optimal Bloch angles, one can then use Eq. (20) to
reconstruct the state corresponding to the QMF energy.

The next step of the QCC method is to introduce a multi-
qubit unitary transformation to “entangle” the qubits and simulate
electron-correlation effects. The QCC transformation is given by

U(τ) =
Nent

∏
k=1

exp(−iτkPk/2), (22)

where Pk is a multi-qubit Pauli word called an entangler, τk ∈ [0,
2π) is the corresponding entangler amplitude, and Nent is the total

number of entanglers used. As Nent is increased, more electron-
correlation effects are taken into account, improving the accuracy
of the method. In addition, some entanglers will be more impor-
tant in the simulation than others, necessitating a procedure to find
the optimal entanglers for the system at hand as in Ref. 26. The
transformed Hamiltonian H′ can easily be found using the recursive
formula

H(k)(τ) = H(k−1)
−i

sin τk
2
[H(k−1),Pk]+

1
2
(1−cos τk)Pk[H

(k−1),Pk]

(23)

for 1 ≤ k ≤ Nent , where H(0) = H and H(Nent) = U†HU = H′.
The QCC energy is defined as the expectation value of H′ for
optimized Bloch angles and entangler amplitudes. Using the Bloch
angle mapping given by Eq. (21), H′ can be converted into a con-
tinuous optimization problem over the set of Bloch angles and
entangler amplitudes, where the global minimum is now the QCC
energy.

The quantum annealer is brought into the QCC method by
recognizing the symmetries of the trigonometric functions present
in H. The even–odd nature of these functions allows for their
domains to be “folded” along their axis of symmetry by introduc-
ing discrete variables Zi ∈ {−1, 1}. These foldings turn H into a
mixed discrete-continuous optimization problem, which is solved
in a step-based fashion. For fixed values of the continuous vari-
ables, H will be in the form of Eq. (13) and, after quadratiza-
tion, can be mapped to the annealer as HF = H. After using the
annealer to optimize the discrete part, the classical computer is used
to perform the continuous optimization with the discrete variables
fixed.

By introducing the foldings, the chances of finding the QMF
and QCC energies can be greatly improved at the cost of the discrete
optimization step performed by the annealer. The foldings, which
can be found in more detail in Ref. 6, allow for one folding in the θi
variables, two foldings in the φi variables, and two foldings in the τk
variables. Thus, there are up to 3m discrete variables to be optimized
when finding the QMF energy and up to 3m + 2Nent discrete vari-
ables when finding the QCC energy. The number of qubits before
quadratization is then equal to the number of discrete variables being
optimized.

Unlike the the XBK method, the QCC method relies on a classi-
cal computer to perform the bulk of the optimization; the quantum
annealer simply increases the chances of finding the correct minimal
energy. Due to this reliance, the potential for a substantial improve-
ment over other classical algorithms is dubious. However, with the
correct choice of entanglers and foldings, the QCC method can pro-
duce results comparable to the XBK method while using fewer qubits
on the annealer.

V. RESULTS
In order to compare the relative accuracy of the XBK and

QCC methods, we have used each method to calculate the bind-
ing energy and bond length of H+

3 and the binding energy, bond
length, and bond angle of H2O. The bond length and bond angles
are taken to be those that minimize the ground state energy, and
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the binding energies are calculated by taking the difference between
the ground state energy calculated at the disassociation limit
(>10 Å) and the minimum energy. We have also used each method
to produce the potential energy curves of each molecule. To be
consistent, we use the same number of qubits before quadratiza-
tion for both methods. We compare the results that we obtained
to those of the restricted Hartree–Fock (RHF) and complete active
space configuration interaction (CASCI) methods.27 Note that the
CASCI method is exact for the chosen basis set and active space, and
it is equivalent to the full configuration interaction (FCI) method
when the active space includes all spin orbitals. We therefore use
the CASCI method to measure the accuracy of the XBK and QCC
methods.

The scalability of the XBK and QCC methods depends on
the number of post-quadratization qubits needed to run the meth-
ods and the total computation time. The largest quantum annealer
currently available is D-Wave’s new Advantage system, which
has over 5000 qubits with 15-qubit connectivity. To compare
the computational costs of each method, we plot how the num-
ber of post-quadratization qubits scales with the number of pre-
quadratization qubits and thus with the parameters of each method.
We also plot the time required to compute a single ground state
energy vs the number of pre-quadratization qubits to gauge how
the computation time scales with the size and accuracy of the
calculations.

For all calculations, we utilize the PySCF and OpenFermion
modules to construct the relevant operators and to calculate the RHF
and CASCI energies.28,29 The total number operator is used to fix the
number of electrons as in Eq. (8), and the Bravyi–Kitaev transforma-
tion is used to map the fermionic Hamiltonian to Pauli operators.
We use D-Wave’s Ocean Software to quadratize the Hamiltonians
and embed them on the annealer.30,31 D-Wave’s Advantage quan-
tum annealer is used for the time-sensitive calculations; however,
due to the limited computational time available on the D-Wave, we
use the simulated annealer available through the Ocean Software for
the remaining calculations. All classical computations are done on
an AMD Ryzen 7 1700X eight-core processor running at 3400 MHz.
We use the L-BFGS-B algorithm to perform the continuous opti-
mization in the QCC method.32 The code we used for this project
can be found at https://github.com/jcopenh/Quantum-Chemistry-
with-Annealers.

A. Trihydrogen cation
As the most common ion in the universe, H+

3 provides an inter-
esting subject to test the efficacy of the XBK and QCC methods for
ions. The nuclei of H+

3 form an equilateral triangle with an H–H
equilibrium bond length of about 0.9 Å. As far as we are aware, this is
the first time H+

3 will be modeled on a quantum annealer. For H+
3 , we

use the STO-6G basis set with all six spin-orbitals, and the Hamilto-
nian is written using four qubits after applying symmetry reductions.
We were able to run the XBK method with up to r = 4, necessitating
16 pre-quadratization qubits. For the QCC method, we set Nent = 4
and folded the θi and φi variables once and the τk variables twice,
again needing 16 qubits.

The potential energy curve associated with symmetrically
stretching the H–H bonds is shown in Fig. 1. Here, the CASCI ener-
gies are exact for the STO-6G basis since all spin orbitals are included

FIG. 1. Potential energy curve for H+
3 created by symmetrically varying the H–

H bond lengths. The difference between the XBK and QCC energies and those
calculated using the CASCI method is plotted below.

in the active space. At r = 4, the XBK method is able to find energies
lower than the RHF energies except near the equilibrium length but
is outperformed by the QCC method, which consistently finds the
ground state energies to within chemical accuracy (<0.002 Hartree).
Table I shows the values for the binding energy and bond length of
H+

3 calculated using the various methods. The XBK method shows
improvement over the RHF method, while the QCC method gives
the exact values.

In Fig. 2, we plot the qubit scaling for the H+
3 molecule at a

bond length of 1.2 Å. For the XBK method, the value of r is var-
ied, while for the QCC method, we vary Nent and fold all three
variables once. Note that for H+

3 with the chosen settings, the num-
ber of pre-quadratization qubits will go as 4r for the XBK method
and 8 + Nent for the QCC method. Figure 3 shows the time scal-
ing of the H+

3 molecule at 1.2 Å. The computation time averaged
over five runs is broken into two components. The “classical” time
includes the time required to convert the electronic Hamiltonian to
Pauli operators and find an embedding for the Ising model and any

TABLE I. Binding energy and bond length of H+
3 calculated using various methods.

Method BE (Eh) BL (Å)

XBK 0.312 0.965
QCC 0.339 0.984
RHF 0.560 0.965
CASCI 0.339 0.984
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FIG. 2. Number of post-quadratization qubits required to run each method vs the
number of pre-quadratization qubits for H+

3 with a bond length of 1.2 Å.

other procedure performed on the classical processor. The “anneal-
ing” time is the total amount of time the quantum annealer spends
on the calculation, which includes the physical annealing as well
as several other steps, as reported by D-Wave’s qpu_access_time
variable. For reference, the convergence time of the CASCI method
was 0.23 s.

As demonstrated in Figs. 2 and 3, the resource requirements
of the XBK and QCC methods do not scale well with the param-
eters of each method. The number of post-quadratization qubits
required to simulate H+

3 surpasses what is available on D-Wave’s
Advantage system after r = 6 for the XBK method and Nent = 8 for
the QCC method. Similarly, the computation time of each method

FIG. 3. Breakdown of the computation times of the XBK and QCC methods vs the
number of pre-quadratization qubits for H+

3 with a bond length of 1.2 Å.

FIG. 4. Potential energy curve for H2O created by symmetrically varying the O–H
bond lengths with a fixed bond angle of 104.48○. The difference between the XBK
and QCC energies and those calculated using the CASCI method is plotted below.

increases exponentially with the number of qubits. Since more qubits
are required to accurately calculate the energies of larger molecular
systems, this result indicates that neither method will scale well with
the system size.

FIG. 5. Potential energy curve for H2O created by varying the angle between the
O–H bonds with fixed bond lengths of 0.9578 Å. The difference between the XBK
and QCC energies and those calculated using the CASCI method is plotted below.
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TABLE II. Binding energy, bond length, and bond angle of H2O calculated using
various methods.

Method BE (Eh) BL (Å) BA (deg)

XBK 0.257 0.954 111.2
QCC 0.262 0.960 110.5
RHF 0.602 0.954 111.2
CASCI 0.265 0.968 109.4

B. Water molecule
The water molecule is a slightly larger molecule than H+

3 and
thus provides a better test for the limits of the XBK and QCC meth-
ods. We use the 6-31G basis set to construct the fermionic Hamilto-
nian but restrict the active space to just eight spin-orbitals and four
electrons due to computational constraints. Since the active space
does not include all the spin orbitals, the CASCI method is not exact.
After applying symmetry reductions, the Hamiltonian can be writ-
ten using five qubits. The XBK method was only run with r = 2,
while for the QCC method, Nent = 5 and the θi and τk variables
were folded once; thus, both methods used ten pre-quadratization
qubits.

Figure 4 shows the potential energy curve created by symmetri-
cally stretching the O–H bonds, keeping the bond angle constant at
104.48○. At r = 2, the XBK method follows the RHF curve near the
equilibrium point but then quickly converges to the CASCI curve.
The QCC method, meanwhile, consistently finds energies below the
RHF curve, with the most accurate results again found near the equi-
librium point and in the asymptotic region. In Fig. 5, we show the
potential energy curve created by varying the bond angle with the
bond length set to 0.9578 Å. In the region analyzed with r = 2, the
XBK method is unable to find energies lower than the RHF method,
while the QCC method demonstrates a marked improvement in
accuracy at every bond angle.

FIG. 6. Number of post-quadratization qubits required to run each method vs the
number of pre-quadratization qubits for H2O with a bond length of 1.6 Å.

FIG. 7. Breakdown of the computation times of the XBK and QCC methods vs the
number of pre-quadratization qubits for H2O with a bond length of 1.6 Å.

The calculated values of the binding energy, bond length,
and bond angle of H2O are shown in Table II. Since the XBK
method returned the RHF energies near the equilibrium point,
the calculated bond length and angle are the same as in the
RHF method. The binding energy is closer to that given by
the CASCI method due to the asymptotic behavior of the XBK
method. The QCC method nears the chemical accuracy for the
binding energy and shows improvement for the bond length and
angle.

Figures 6 and 7 show the qubit and time scaling, respectively,
of H2O with a bond length of 1.6 Å. For H2O, the number of pre-
quadratization qubits is 5r for the XBK method and 10 + Nent for
the QCC method. Figure 6 thus indicates that the number of post-
quadratization qubits required to simulate H2O surpasses what is
available on the Advantage system after r = 3 and Nent = 7. The scal-
ing of both metrics is similar to the results for H+

3 , indicating that
as the number of pre-quadratization qubits increases, the resource
requirements increase rapidly. The CASCI method required
just 0.38 s.

VI. CONCLUDING REMARKS
As demonstrated in Secs. II–V, it is possible to perform elec-

tronic structure calculations by using quantum annealers in tandem
with a classical computer. However, we see that the time required to
run the XBK and QCC methods is much greater than their classical
counterparts. The reasons for this are twofold: first, the require-
ment that the problem Hamiltonian mapped on the annealer be
two-local results in an exponential increase in the number of qubits
as ancillary qubits are introduced during quadratization, neces-
sitating more qubits on the annealer and leading to longer run
times, and second, each method requires extensive time-consuming
use of the classical computer, erasing any potential quantum
speedup.
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The XBK method requires a large number of pre-quadratization
qubits to achieve results much better than the RHF method. Since
the number of post-quadratization qubits increases rapidly with
the number of pre-quadratization qubits, the XBK method thus
quickly surpasses the number of qubits available on modern anneal-
ers, making the accurate simulation of larger molecules difficult. The
QCC method demonstrates improvement over the XBK method by
achieving a greater level accuracy using fewer qubits. Unfortunately,
the QCC method leans on the classical computer more heavily by
using it to perform the bulk of the optimization. Hence, the com-
putation time of the QCC method scales largely the same as the
classical optimization algorithm used. In addition, the number of
post-quadratization qubits increases even faster for the QCC method
such that using the method for systems much larger than H2O is only
possible with very few entanglers and minimal folding, resulting in
very little improvement over the RHF energies. For these reasons,
neither method is able to accurately simulate all but the smallest of
molecules.

There are a few potential avenues through which the speed
and accuracy of quantum chemical simulations on quantum anneal-
ers can be improved. From the software side, new methods could
be developed to map the problem Hamiltonian to the Ising
model using fewer qubits. This could involve either a more effi-
cient transformation to z-type Pauli operators or better techniques
for utilizing molecular symmetries. A potential hardware solu-
tion, which would likely be much more beneficial, would be to
develop large-scale annealers implementing non-stoquastic Hamil-
tonians.12–14,16,17 Such an annealer would be universal and could uti-
lize methods such as Hamiltonian gadgets to quadratize the Hamil-
tonian.33,34 This would enable one to avoid the introduction of large
numbers of ancillary qubits during the quadratization process and
to more efficiently simulate larger molecules.
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