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DYNAMICS OF TWO-STRAIN INFLUENZA WITH ISOLATION
AND PARTIAL CROSS-IMMUNITY∗
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Abstract. The time evolution of the influenza A virus is linked to a nonfixed landscape driven
by interactions between hosts and competing influenza strains. Herd-immunity, cross-immunity, and
age-structure are among the factors that have been shown to support strain coexistence and/or
disease oscillations. In this study, we put two influenza strains under various levels of (interference)
competition. We establish that cross-immunity and host isolation lead to periodic epidemic outbreaks
(sustained oscillations) in this multistrain system. We compute the isolation reproductive number
for each strain (�i) independently, as well as for the full system (�q), and show that when �q < 1,
both strains die out. Subthreshold coexistence driven by cross-immunity is possible even when the
isolation reproductive number of one strain is below 1. Conditions that guarantee a winning type
or coexistence are established in general. Oscillatory coexistence is established via Hopf bifurcation
theory and confirmed via numerical simulations.
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1. Introduction. Several studies have focused on the identification of mech-
anisms capable of supporting multiple-strain coexistence for diseases that provide
permanent or temporary immunity [19, 18]. Although there is still limited under-
standing on the role of cross-immunity (form of interference competition) between
strains of a given virus, host variability (behavioral and immunological) is known to
play a key role in maintaining virus diversity. Influenza epidemics and pandemics are
closely linked to two types of mechanisms that maintain viral genetic diversity: anti-
genic “drift,” the driver of strain heterogeneity, and antigenic “shift,” the generator
of subtype variability [28].

In 1918, the “Spanish Flu” pandemic caused the largest number of flu-related
deaths worldwide in a single season [28]. More than 500,000 people died in the United
States with 20–50 millions deaths worldwide. The “Asian Flu,” a result of an antigenic
shift in the hemmaglutinin and neuraminidase surface proteins, was responsible for
about 70,000 deaths in the United States in 1969 [9]. The most recent and least lethal
“pandemic,” the “Hong Kong” pandemic, is attributed to the appearance of the H3N2
subtype [9].
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The main focus of this paper is on the identification of competitive outcomes
(mediated by cross-immunity) that result from the interactions between two strains
of influenza A in a population where sick individuals may be isolated. Single-strain
susceptible-infected-quarantined-recovered (SIQR) models with vital dynamics can
generate sustained oscillations [15, 20]. The introduction of a second strain increases
the competition for susceptibles, a process mediated by cross-immunity in our setting.
Will such competition preclude the possibility of sustained multistrain oscillations?
We show that coexistence of both strains in the oscillatory regime is not uncommon
and that oscillatory dynamics are possible for reasonable values of influenza parame-
ters [17, 11, 28].

Our paper is structured as follows. Section 2 introduces the general two-strain
model; section 3 carries out the local stability analysis of the disease-free state; sec-
tion 4 shows that periodic solutions can arise via a Hopf bifurcation; section 5 il-
lustrates our theoretical results; section 6 summarizes our findings and collects some
conclusions and thoughts.

2. Two-strain model. Theoretical work on two-strain models that incorporate
the effects of interference competition in the context of communicable diseases goes
back (at least) to the work of Dietz [13]. His work has been extended in the context of
influenza [5, 1, 6]. None of these extensions considered the role of isolation. The study
of mechanisms capable of generating sustained oscillations in single-strain epidemic
models has received some attention in the last decades [19, 18]. Feng [14] and Feng
and Thieme [15] showed that the introduction of an isolation class, in an otherwise
standard SIR epidemiological model, is enough to generate sustained oscillations in
single-strain models, but the region of parameter space where such oscillations are
possible is unrealistic. Castillo-Chavez et al. [5, 6] provide support for the hypothesis
that age-structure (age-dependent survival) and cross-immunity are enough to gen-
erate multistrain sustained oscillations in two-strain models without isolation. Here
we show that cross-immunity in a two-strain system with isolation classes generate
sustained oscillations within a region of parameter space that is consistent with the
“flu” [11, 29, 24]. Furthermore, we identify the dependence of these regions on cross-
immunity levels. The description of the two-strain model requires the division of the
population into ten different classes: susceptibles (S), infected with strain i (Ii, pri-
mary infection), isolated with strain i (Qi), recovered from strain i (Ri, as a result
of primary infection), infected with strain i (Vi, secondary infection), given that the
population had recovered from strains j �= i, and recovered from both strains (W ).
The population is assumed to mix randomly, except that the mixing is impacted by
the process of quarantine/isolation [14, 15, 20, 8]. Using the flow diagram in Figure 1,
we arrive at the model

dS

dt
= Λ −

2∑
i=1

βiS
(Ii + Vi)

A
− µS,

dIi
dt

= βiS
(Ii + Vi)

A
− (µ + γi + δi)Ii,

dQi

dt
= δiIi − (µ + αi)Qi,

dRi

dt
= γiIi + αiQi − βjσijRi

(Ij + Vj)

A
− µRi, j �= i,(1)
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dVi

dt
= βiσijRj

(Ii + Vi)

A
− (µ + γi)Vi, j �= i

dW

dt
=

2∑
i=1

γiVi − µW,

A = S + W +

2∑
i=1

(Ii + Vi + Ri),

where A denotes the population of nonisolated individuals and βiS(Ii+Vi)
A models the

rate at which susceptibles become infected with strain i. That is, the ith (i �= j)
incidence rate is assumed to be proportional to both the number of susceptibles and

the available proportion of i-infectious individuals, (Ii+Vi)
A . The parameter σij is a

measure of the cross-immunity provided by a prior infection with strain i to exposure
with strain j (i �= j). Data from epidemiological studies conducted in Houston and
Seattle [27, 17] generate rough measures of cross-immunity. From these studies it is
clear that σij ∈ [0, 1]. Model (1) includes the models in [5, 6]. The absence of the Q
classes in earlier work precludes the possibility of sustained oscillations (see [5, 6]).
Isolation classes are not introduced after the V -classes to simplify the analysis and
because often symptoms are less severe in these classes.

3. Disease invasion and stability. System (1) can support four equilibria.
Analysis of the local stability of the trivial equilibrium (absence of disease) helps
identify conditions under which the “flu” can invade. We assume (sections 3 and 4)

Fig. 1. Schematic diagram of disease dynamics when the host is exposed to two cocirculating
strains. Λ is the rate at which individuals are born into the population, βi denotes the transmission
coefficient for strain i, µ is the per capita mortality rate, δi is the per capita isolation rate for strain
i, γi denotes the per capita recovery rate from strain i, αi is the per capita rate at which individuals
leave the isolated class as a result of infection with strain i, and σij is the relative susceptibility
to strain j for an individual previously infected with and recovered from strain i (i �= j). σij = 0
corresponds to total cross-immunity, while σij = 1 indicates no cross-immunity.
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that σ12 = σ21 = σ (as it was done in [5, 6]). This approach strongly limits the
generality of our analysis, but the general case has turned out to be too difficult.
The case where |σ12 − σ21|= ε (a small positive number) is explored numerically.
Quantitative results do not seem to change when ε is small enough. Flu-related
mortality is low, and hence it is ignored. This is not a limiting factor over appropriate
time scales. From our model (time scale for which demographic factors can be ignored)

d

dt
N = Λ − µN,

where N = S + W +
∑2

i=1(Ii + Vi + Qi + Ri). Hence, N(t) → Λ
µ as t → ∞, and the

results in [7] allow us to assume, without loss of generality, that N(0) = Λ
µ . Hence,

we set

N(t) ≡ Λ

µ
≡ S + W +

2∑
i=1

(Ii + Vi + Qi + Ri) = A + Q for all t,

where Q = Q1 + Q2 and A = N −Q.
The isolation reproductive number �q, the average number of secondary infec-

tions generated by the simultaneous introduction of both strains in a fully susceptible
population, is a function of the independent capacity of each strain to invade. Hence,
�q = max{�1,�2}, where

�i =
βi

µ + γi + δi
.

Here, βi is the maximal effective transmission rate and (µ+ γi + δi)
−1 is the average

window of opportunity (effective infectious period) for transmission. It follows that
E0, the disease-free state, is locally asymptotically stable when �q < 1 and an unstable
(saddle) whenever �i > 1 for either i = 1 or i = 2 (for details see Appendix A).

4. Nontrivial equilibria and sustained oscillations. Hethcote and Levin’s
1989 survey of mathematical models [18], Feng [14], Feng and Thieme [15], Hethcote
[19], and the recent comprehensive literature review of Hethcote and Levin [18] pro-
vide a solid perspective on what is known about the mechanisms that are capable of
supporting sustained oscillations in epidemic models. Nonstructured two-strain SIR
models with cross-immunity appear to be incapable of supporting them [1], but the
addition of a third strain reverses the situation [26].

Here we focus on the role of isolation, a mechanism capable of generating sus-
tained oscillations even in a single-strain model. The “flu” may survive in three
states: either strain 1 or 2 survives or both strains coexist. Here, we carry only out
the analysis in the symmetric cross-immunity case (σ12 = σ21 = σ). We let U =
(S, I1, Q1, R1, V1, I2, Q2, R2, V2,W ) denote the state variables and focus on the analy-
sis of the stability of the boundary equilibria, namely E1 = (S̃, Ĩ1, Q̃1, R̃1, 0, 0, 0, 0, 0, 0).
Setting V1 = I2 = Q2 = R2 = V2 = W = 0 in (1) leads to the following relationships:

S̃

Ã
=

1

�1
,

Ĩ1

Ã
= µ(µ + α1)φ,

Q̃1

Ã
= µδ1φ,

R̃1

Ã
= (γ1(µ + α1) + α1δ1)φ,

(2)
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where

φ =
(1 − 1

�1
)

(µ + γ1)(µ + α1) + α1δ1
(3)

and

Ã =
1

µ(1 + µδ1φ)
.

E1 exists (entries are positive) and is unique if and only if �1 > 1. Letting A = N−Q

and S = A−
∑2

i=1(Ii + Vi + Ri) −W allows the elimination of the S equation. The
Ii equations become

dIi
dt

= βi

(
1 − W +

∑2
i=1(Ii + Ri + Vi)

A

)
(Ii + Vi) − (µ + γi + δi)Ii.

The Jacobian at E1, J̃ , is given by the 9 × 9 (without S) matrix

J̃ =

⎛
⎜⎜⎝

G1 ∗ ∗ ∗
0 −(µ + γ1) ∗ 0
0 0 G2 0
0 ∗ ∗ −µ

⎞
⎟⎟⎠,

where

G1 =

⎛
⎜⎝−β1

Ĩ1
Ã

−β1
Ĩ1
Ã

(1 − 1
�1

) −β1
Ĩ1
Ã

δ1 −(µ + α1) 0
γ1 α1 −µ

⎞
⎟⎠,

and

G2 =

⎛
⎜⎜⎜⎝

β2
S̃
Ã
− (µ + γ2 + δ2) 0 0 β2

S̃
Ã

δ2 −(µ + α2) 0 0

γ2 α2 −µ− β1σ
Ĩ1
Ã

0

β2σ
R̃1

Ã
0 0 β2σ

R̃1

Ã
− (µ + γ2)

⎞
⎟⎟⎟⎠.

“*” represents a nonzero block matrix.
G2 has two negative eigenvalues, plus the roots of the equation

λ2 − c1λ + c2 = 0,(4)

where

c1 = (µ + γ2 + δ2)

(
�2 −�1

�1

)
+ β2σ

R̃1

Ã
− (µ + γ2),

c2 = −(µ + γ2 + δ2)

[
β2σ

R̃1

Ã
+ (µ + γ2)

(
�2 −�1

�1

)]
.

(5)

Hence c1 < 0 and c2 > 0 guarantee the local asymptotic stability (l.a.s.) of E1.

c1 < 0 ⇐⇒ F1(�1,�2) := (µ + γ2 + δ2)

(
�2

�1
− 1 + σ�2

R̃1

Ã

)
− (µ + γ2) < 0,(6)
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c2 > 0 ⇐⇒ F2(�1,�2) := σ(µ + γ2 + δ2)�2
R̃1

Ã
+ (µ + γ2)

(
�2

�1
− 1

)
< 0,(7)

where R̃1/Ã is given in (2). In the case of full immunity (σ = 0), the conditions in
(6) and (7) hold if and only if �2 < �1. That is, when σ = 0, E1 has l.a.s., as long
as �1 > 1 and �1

�2
> 1 and E1 is unstable (σ = 0) when �2

�1
> 1. As cross-immunity

between strains diminishes (0 < σ ↑ 1), alternative conditions are needed to ensure
that (6) and (7) hold. To find these conditions we rewrite F1 in terms of F2,

F1(�1,�2) = F2(�1,�2) + δ2

(
�2

�1
− 1

)
− (µ + γ2),

and observe that F1 ≤ F2 when �2 < �1. Alternatively, the introduction of

f(�1) ≡
�1

1 + σ(�1 − 1)
(
1 + δ2

µ+γ2

)(
1 − µ(µ+α1)

(µ+γ1)(µ+α1)+α1δ1

)(8)

implies that F2 < 0 if and only if �2 < f(�1) (0 < f(�1) < �1). Therefore,
�2 < f(�1) implies that F1 ≤ F2 < 0. Hence, all eigenvalues of G2 have negative real
part when �2

f(�1)
< 1, and E1 is unstable when �2

f(�1)
> 1. Similarly, the use of

g(�2) ≡
�2

1 + σ(�2 − 1)
(
1 + δ1

µ+γ1

)(
1 − µ(µ+α2)

(µ+γ2)(µ+α2)+α2δ2

)(9)

implies that the eigenvalues corresponding to the system when strain 2 has become
established are all negative whenever �1 < g(�2). The boundary endemic equilibria
for strain 2 (E2) are stable when �1

g(�2)
< 1 and unstable when �1

g(�2)
> 1.

Conditions that guarantee “coexistence” equilibria are formulated in terms of the
(conditional) “invasion” reproductive numbers for strains 2 and 1 (�1

2 and �2
1). �1

2

is defined as the number of secondary infections generated by a “typical” strain-2-
infected individual in a population where strain 1 is endemic (E1). From conditions
(6) and (7) (which ensure the stability of E1) we find that

�1
2 =

β2

µ + γ2 + δ2

S̃

Ã
+

β2σ

µ + γ2

R̃1

Ã
.

Similarly, the (conditional) invasion reproductive number of strain 1 under the as-
sumption that strain 2 is endemic is given by

�2
1 =

β1

µ + γ1 + δ1

S̃

Ã
+

β1σ

µ + γ1

R̃2

Ã
.

The condition �2 < f(�1) is equivalent to the condition �1
2 < 1, while the condition

�1 < g(�2) is equivalent to the condition �2
1 < 1. �j

i (i, j = 1, 2 i �= j) is in fact the
result of two additive contributions: βi/(µ + γi + δi) gives the number of secondary
cases that a “typical” strain-i-infected individual will generate in the fully susceptible
proportion of the population S̃/Ã, while βiσ/(µ + γi) is the number of secondary
cases that a “typical” strain-i-infected individual will generate in the “cross-immune”
proportion of the susceptible population R̃i/Ã. Note that whenever �i > 1 and
�i

j < 1, the boundary equilibrium Ei is locally stable.
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4.1. Multiple and subthreshold coexistence. Both strains coexist if their
basic reproductive numbers are above 1 (see Figures 2(a), (b), (d)), but subthreshold
coexistence is possible (see Figure 2(c)). In order to see this (in system (1)) let
S/A = s, Ii/A = ii, Qi/A = qi, Ri/A = ri, Vi/A = vi, W/A = w, and n = N

A with
σ12 = σ21 = σ. The equilibrium conditions for the rescaled system are

β1s(i1 + v1) + β2s
�1

�2

i2
i1

(i1 + v1) + µs = µ(1 + η1i1 + η2i2),(10)

β1s(i1 + v1) = (µ + γ1 + δ1)i1,(11)

(i1 + v1)

(i2 + v2)
=

�2

�1

i1
i2
,(12)

β2σr1
�1

�2

i2
i1

(i1 + v1) + µr1 = (γ1 + κ1)i1,(13)

β1σr2(i1 + v1) = (µ + γ1)v1,(14)

β1σr2(i1 + v1) + µr2 = (γ2 + κ2)i2,(15)

β2σr1
�1

�2

i2
i1

(i1 + v1) + (µ + γ2)i2 = (µ + γ2)(i2 + v2),(16)

where

κi =
αiδi

µ + αi
,

ηi =
δi

µ + αi
.

Expressions (10) and (11) can be solved for s, that is,

s =
µ(1 + η1i1 + η2i2)

β1(i1 + v1) + β2(i2 + v2) + µ
=

(µ + γ1 + δ1)i1
β1(i1 + v1)

.(17)

From (17) it follows that

µβ1(i1 + v1)(1 + η1i1 + η2i2)

β1(i1 + v1) + β2(i2 + v2) + µ
= (µ + γ1 + δ1)i1.(18)

Equation (14) and its symmetric analogue are solved for r1 and r2. In fact,

r1 =
(µ + γ2)v2

β2σ(i2 + v2)

and

r2 =
(µ + γ1)v1

β1σ(i1 + v1)
.

From (13) and the relationship β2σ(i2 + v2)r1 = (µ + γ2)v2 we have that

(γ1 + κ1)i1 − (µ + γ2)v2 = µr1.

Using (12) and substituting the above expression for r1 helps rewrite (13) as

(γ1 + κ1)i1 − (µ + γ2)
�1i2(i1 + v1)

�2i1
+ (µ + γ2)i2 =

µ(µ + γ2)

β2σ
− µ(µ + γ2)i2

β2σ(i2 + v2)
.(19)
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Solving for (i2 + v2) in (13) and using (19) leads to

(γ1 + κ1)i1 − (µ + γ2)
�1i2(i1 + v1)

�2i1
+ (µ + γ2)i2 =

µ(µ + γ2)

β2σ

(
1 − �2i1

�1(i1 + v1)

)
.

(20)

In a similar manner, using r2 and the expression β1σr2(i1 + v1) = (µ+ γ1)v1 leads to
the reduced system

µβ1(1 + η1i1 + η2i2)(i1 + v1)

β1(i1 + v1) + β2�1(i1+v1)i2
�2i1

+ µ
= (µ + γ1 + δ1)i1,

(γ1 + κ1)i1 − (µ + γ2)i2

(
�1(i1 + v1)

�2i1
− 1

)
=

µ(µ + γ2)

β2σ

(
1 − �2i1

�1(i1 + v1)

)
,(21)

(γ2 + κ2)i2 − (µ + γ1)v1 =
µ(µ + γ1)v1

β1σ(i1 + v1)
.

From the first equation in (17) we get that

(i1 + v1) =
µ(µ + γ1 + δ1)i1

β1[µ(1 + η1i1 + η2i2) − i1(µ + γ1 + δ1) − i2(µ + γ2 + δ2)]
,

=
µ(µ + γ1 + δ1)i1
β1[�(i1, i2)]

,

(22)

where

�(i1, i2) = µ(1 + η1i1 + η2i2) − i1(µ + γ1 + δ1) − i2(µ + γ2 + δ2).

The substitution of (22) into the second equation in (21) and the use of its symmetric
analogue gives a system of equations (in terms of i1 and i2 only). The system is

(
�(i1, i2)

)2 (µ + γ2)�2

β2σ
+ �(i1, i2)

[
(γ1 + κ1)i1 + (µ + γ2)i2 −

µ(µ + γ2)

β2σ

]

−µ(µ + γ2)i2
�2

= 0,

(
�(i1, i2)

)2 (µ + γ1)�1

β1σ
+ �(i1, i2)

[
(γ2 + κ2)i2 + (µ + γ1)i1 −

µ(µ + γ1)

β1σ

]

−µ(µ + γ1)i1
�1

= 0.

(23)

Positive solutions of (23) are only candidates for coexistence equilibria, as we must
check that the corresponding values (s, qi, ri, vi, and w) are positive. Numerical
simulations show that such solutions exist in the ranges 0 ≤ i1 ≤ 1 and 0 ≤ i2 ≤ 1 for
parameter values that are reasonable for the “flu.” Figure 2(a) (�1 > 1 and �2 > 1)
shows one such intersection in the positive quadrant. Subthreshold coexistence equi-
librium is also possible for �1 < 1 and �2 > 1 (see Figure 2(c)). As we increase the
basic reproductive number of both strains and allow varying levels of cross-immunity
(σ = 0.5 and σ = 0.6), Figures 2(b) and 2(d) show that two intersections (in the
positive quadrant) are possible. That is, multiple coexistence equilibria exist (it was
verified that all classes are positive). This possibility is absent from prior influenza
models. For the parameter values in Table 1, only a single coexistence equilibrium is
biologically reasonable. Figures 2(a), (c) provide additional examples where coexis-
tence and subthreshold coexistence are possible.
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Fig. 2. Positive solutions of (23) are provided to illustrate the existence of multiple endemic
states and subthreshold coexistence (section 4.1). The horizontal axis is the fraction (i1 = I1/A) of
individuals infected with strain 1, and the vertical axis depicts the fraction (i2 = I2/A) of individuals
infected with strain 2. (a) �1 = 2,�2 = 1.99, and σ = 0.9. (b) �1 = 2,�2 = 1.99, and σ = 0.5. (c)
�1 = 0.75,�2 = 2.9, and σ = 0.9. (d) �1 = 2.83,�2 = 2.93, and σ = 0.6.

Table 1

The parameter values used for the numerical simulations are provided here. The initial condi-
tions are given by s(0) = 0.4, i1(0) = 0.199, r1(0) = r2(0) = 0.2, and i2(0) = q1(0) = q2 = w(0) = 0
(only one strain present initially) and s(0) = 0.4, i1(0) = 0.199, q1(0) = 0.1, r1(0) = r2(0) = 0.2,
i2(0) = 0.001, and q1(0) = q2(0) = w(0) = 0 (both strains present initially).

Parameters Definition Values

�i Number of secondary cases generated by a primary case infected (0.75, 4.5)
with strain i

σij Cross-immunity against strain j following an infection (0.008, 0.8)
with strain i

Λ Rate at which individuals are born into the population 0.00004
αi Rate at which individuals leave isolation (1/αi = days) (1, 15)
δi Rate of isolation with strain i, i = 1, 2 (1/δi = days) (1, 6)
γi Recovery rate from strain i, i = 1, 2 (1/γi = days) (5, 7)
βi Transmission coefficient for strain i, i = 1, 2 (0.4, 2.2)
µ Mortality rate 0.00004

4.2. Sustained oscillations. A detailed study of the nature of the eigenvalues
of matrix G1 makes use of the identity

β1
S̃

Ã
− (µ + γ1 + α1) = −β1

Ĩ1

Ã

and the fact that �1 does not depend on α1. The dependence of f on α1 is in the order
of µ, and this observation is used in the study of the characteristic equation associated
with G1 as we search for the possibility of sustained oscillations. The characteristic
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equation is

ω3 + a1ω
2 + a2ω + a3 = 0,(24)

where

a1 = 2µ + α1 + �1(µ + γ1 + δ1)µ(µ + α1)φ,

a2 = µ(µ + α1)

[
1 + �1(µ + γ1 + δ1)

(
2µ + α1 + γ1 + δ1

(
1 − 1

�1

))
φ

]
,

a3 =

[
µ2 + α1µ + δ1α1 + γ1µ + γ1α1 + δ1µ

(
1 − 1

�1

)]
�1(µ + γ1 + δ1)µ(µ + α1)φ.

(25)

Since a1, a2, and a3 are all positive (�1 > 1), then the cubic equation in (24) has
either three negative or one negative root and possibly two complex conjugate roots.
Differences in epidemiological and demographic time scales are used to tease out the
nature of the roots of (24). The average life expectancy (1/µ) is in the order of
decades, while the infective (1/δi or 1/γi) and isolation periods (1/αi) are just a few
days. That is, µ is much smaller than δi, γi, and αi. Following early approaches
[14, 15, 23], we carry out an asymptotic expansion on the coefficients of (24) using µ.
From (25), it is clear that ai are analytic functions of µ > −ε for some ε > 0. Hence,

a1 = α1 + (�∗
1 + 1)µ + O(µ2),

a2 =

[
(α1 + γ1)�∗

1 − γ1 +
δ1(�∗

1 − 1)2

�∗
1

]
µ + O(µ2),

a3 = α1(δ1 + γ1)(�∗
1 − 1)µ + O(µ2),

(26)

where �∗
1 denotes �1(µ) evaluated at µ = 0, that is, �∗

1 = �1(0). The continuous
dependence of the roots on µ is acknowledged by letting ωi = ωi(µ) (i = 1, 2, 3) denote
the roots of (24) (for a fixed value of µ). In the limiting case, µ = 0, a2 and a3 are
zero, while a1 = α1 (from (26)). The characteristic polynomial in this limiting case is
simply

ω3 + α1ω
2 = 0,

which has the roots ω1(0) = −α1 and ω2(0) = ω3(0) = 0. Hence, by continuity,
ω1(µ) = −α1 + O(µ) is a negative real root of (24) for small µ > 0. In order to use
arguments similar to those found in [14, 15, 23] or in Kato [23, II, §1, section 2], it is
assumed that the roots ω2(µ) and ω3(µ) have expansions of the form

ω(µ) =
∞∑
j=1

ξjν
j , ν = µ

1
2 .(27)

The formal substitution of (27) into (24) (neglecting higher-order terms in ν) yields[
ξ2
1α1 + α1(δ1 + γ1)(�∗

1 − 1)
]
ν2

+

[
ξ3
1 + 2ξ1ξ2α1 +

(
(γ1 + α1)�∗

1 − γ1 +
δ1(�∗

1 − 1)2

�∗
1

)
ξ1

]
ν3 + O(ν4) = 0.

Hence,

ξ2
1 = −(γ1 + δ1)(�∗

1 − 1) and ξ2 = − 1

2α1

(
ξ2
1 − γ1 + (γ1 + α1)�∗

1 +
δ1(�∗

1 − 1)2

�∗
1

)
.
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From the fact that �∗
1 > 1 we have that

ξ1 = ±i
√

(γ1 + δ1)
(
�∗

1 − 1
)

and ξ2 = − 1

2α1

(
α1�∗

1 + δ1

(
1

�∗
1

− 1

))
.(28)

That is, the three roots of (24) have expressions of the form

ω1(ν) = −α1 + O(ν2)(29)

and

ω2,3(ν) = ±i ((γ1 + δ1) (�∗
1 − 1))

1
2 ν − 1

2α1

(
α1�∗

1 + δ1

(
1

�∗
1

− 1

))
ν2 + O(ν3).

(30)

We select α1 as our implicit bifurcation parameter (1/α1 is the isolation period for
strain 1). We observe that α1 = α1(ν) is a function of ν that satisfies the equation
ξ2(α1(0)) = 0. Hence

α1(0) =
δ1
�∗

1

(
1 − 1

�∗
1

)
.

The use of functions ω2,3 = ω2,3(α1, ν) and H(α1, ν) = 1
ν2 R ω2,3(α1, ν) (where

Rω2,3(α1, ν) denotes the real part of the roots of (24) as given in (30)) imply that
H(α1(0), 0) = ξ2(α1(0)) = 0. The implicit function theorem guarantees the existence
of a critical function αc(ν) = δ1

�∗
1
(1− 1

�∗
1
) +O(ν), such that H(αc(ν), ν) = 0 for small

ν. Clearly, αc(ν) > 0, as long as �∗
1 > 1. Furthermore, since

∂H

∂α1
(0) = − 1

2δ1

�∗
1
3

(�∗
1 − 1)

< 0,

nonresonance holds [21], that is, as the frequency of strain 1 approaches that of strain 2
(or vice versa). Solutions remain bounded. The use of α1 as a bifurcation parameter
shows that the roots ω2,3 cross the imaginary axis from left to right whenever α1

crosses αc from right to left. That is, the crossing is transversal. Hence, a Hopf
bifurcation occurs near the critical point αc = δ1(�∗

1 − 1)/(�∗
1)

2. We collect these
results in the following theorem.

Theorem 1. There are two functions: f(�1) as defined in (8), and αc(µ) defined
for small µ > 0 by

αc(µ) =
δ1
�∗

1

(
1 − 1

�∗
1

)
+ O

(
µ

1
2

)
,

with the following properties: (i) The boundary endemic equilibrium E1 is locally
asymptotically stable if �2 < f(�1) and α1 < αc(µ), and unstable if �2 > f(�1) or
α1 > αc(µ). (ii) When �2 < f(�1), periodic solutions arise at α1 = αc(µ) via Hopf
bifurcation for small enough µ > 0. The period can be approximated by

T =
2π

|ω2,3|
≈ 2π

((γ1 + δ1)(�∗
1 − 1))

1
2 µ

1
2

or (using (2)) by

T ≈ 2π

(γ1 + δ1)
1
2

(
Î1
Â

) 1
2

µ
1
2

,
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where Î1/Â denotes β1Ĩ1/µÃ evaluated at µ = 0 and |ω2,3| refers to the imaginary
roots calculated in (30).

The latter expression for T allows one to compare the period of this model with
the quasi periods obtained from models which do not include an isolation class [5, 6].
Since we have focused on the symmetric case, an analogous result for the second
boundary equilibrium E2 can be stated immediately. That is, the boundary endemic
equilibrium E2 is locally asymptotically stable if �1 < g(�2) and α2 < αc(µ). It
becomes unstable if �1 > g(�2) or α2 > αc(µ). A summary of the stability results as
presented in Theorem 1 for strain 1 is obtained for strain 2 by replacing the parameter
indices 1’s with 2’s and replacing f(�1) with g(�2). Functions f(�1) and g(�2)
help in the characterization of the stability and coexistence regions for strains 1 and
2. Changes in the regions of stability for either a single or for both strains can be
illustrated as the coefficients of cross-immunity are varied. For instance, from (8) we
can compute the value of σ at which

f ′(�1) ≡
∂f(�1, σ)

∂�1

∣∣∣
σ∗
1

= 0,(31)

namely

σ∗
1 =

1(
1 + δ2

µ+γ2

)(
1 − µ(µ+α1)

(µ+γ1)(µ+α1)+α1δ1

) .
Hence, for all �1 > 1,

f ′(�1) > (<,=) 0, f(�1) > (<,=) 1 if σ < (>,=) σ∗
1 .

These properties are easily verified, since (from (8))

f(�1) =
�1

1 + σ
σ∗
1
(�1 − 1)

and f ′(�1) =
1 − σ

σ∗
1(

1 + σ
σ∗
1
(�1 − 1)

)2 .

From the facts that f(�1) < �1 and f(1) = 1 we see that Figure 3 captures the
properties of the curve �2 = f(�1). Similar curve “boundary” features can be studied
using threshold value σ∗

2 (interchanging the subscripts 1 and 2 in the expression of σ∗
1)

and the function �1 = g(�2) (also shown in Figure 3). The special case when both
strains are identical, σ∗

1 = σ∗
2 = σ∗, is implicit in Figure 3. �2 < f(�1) is a necessary

condition for the stability of strain 1 (either a stable boundary endemic equilibrium
E1 or the equilibrium associated with strain-1 oscillations). Hence, E1 is unstable
when �2 > f(�1). Similarly, E2 is unstable when �1 > g(�2). Hence, coexistence is
expected when �2 > f(�1) and �1 > g(�2).

Next, the cases σ∗
2 < σ < σ∗

1 and σ∗
1 < σ < σ∗

2 are considered. f(�1) and g(�2)
are increasing and decreasing functions of σ correspondingly for σ∗

2 < σ < σ∗
1 and

decreasing and increasing (respectively) for σ∗
1 < σ < σ∗

2 (Figure 4(b)). Hence, the
stability region for strain 1 (Figure 4(a), region I) may be significantly larger than that
of strain 2 (Figure 4(a), region II) for σ∗

2 < σ < σ∗
1 . For σ∗

1 < σ < σ∗
2 , the stability

region of strain 1 may be noticeably smaller than that of strain 2. The changes
in the relative sizes of these stability regions seem to cause strong cross-immunity
when it is conferred by strain i (σi ↓ 0) against an infection with strain j (largely
reduced susceptibility to alternative strain infections). The possibility that strain j
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Fig. 3. Bifurcation diagram in the (�1,�2)-plane. The curves �2 = f(�1) (for �1 > 1) and
�1 = g(�2) (for �2 > 1) divide the region R2

+ − {(�1,�2) | �1 < 1 and �2 < 1} into three
subregions: I, II, III. When the parameters are in region I (II), only strain 1 (strain 2) will be
maintained (a stable boundary equilibrium or sustained oscillations of a single strain). In region
III, both strains will be maintained (a stable boundary equilibrium or sustained oscillations of both
strains).

Fig. 4. Bifurcation diagram in the (�1,�2)-plane for the case when σ∗
1 �= σ∗

2 . The curves
�2 = f(�1) (for �1 > 1) and �1 = g(�2) (for �2 > 1) divide the region R2

+ − {(�1,�2) | �1 <
1 and �2 < 1} into three subregions: I, II, III. The meanings of these regions are the same as
those in Figure 3.
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Fig. 5. A1 and A2 are the regions used to approximate the areas pertaining to section III in
Figures 2(a)–(b). In order to approximate these areas we enclose regions A1 and A2 with a square
with dimensions s and corresponding area s2 (dashed region); s is chosen so that 1 + s = �1 (and
�2 ≈ �1) using the parameters in Table 1 and two values of σ∗ (see the text).

may become established under these conditions can be small. Likewise, weaker levels
of cross-immunity to strain j after an infection with strain i (σi ↑ 1) will support
relatively larger regions of stability for strain j.

The stability regions for strain 1 (I) and strain 2 (II) in the (�1,�2)-plane
(σ < σ∗

1 and σ > σ∗
2 , σ∗

1 = σ∗
2 = σ∗) are illustrated in Figures 3(a)–(b). We show that

as the levels of cross-immunity decrease, that is, as the values of σ get closer to 1 (from
Figure 3(a) to Figure 3(b)), the region of stability corresponding to each individual
strain is reduced significantly (regions I and II). Simultaneously, an increase in
the region of multiple strain coexistence (III) can be observed as cross-immunity
is weakened. It seems that as strains become antigenically distinct; that is, when
cross-immunity against each other is weak, coexistence is more likely. Strong levels
of cross-immunity (σ ↓ 0) support the survival of a single strain; that is, in this case
competition for susceptibles between strains is “fierce” (“competitive exclusion”). The
strain with the highest ability to invade the host (largest �q) is the most likely to
become established (driving the other strain to extinction [4]).

Using Figures 5(a)–(b), a rough estimate for the “probability” of multiple strain
coexistence is computed as a function of cross-immunity. The areas of both regions
A1 and A2 (previously depicted by region III) by delineating the regions of interest
with functions f(�1) and g(�2) are “approximately” computed. The area of A1 in
Figure 5(a) is enclosed by a square region with dimensions s, where 1+s=�1 and
�2 ≈ �1. Similarly, the area A2 in Figure 5(b) is estimated. The selected value of
σ∗ (σ∗ = 0.33) used corresponds to the one derived using the parameters provided in
Table 1. A value of σ = 0.0008 is used in Figure 5(a) and σ = 0.8 in Figure 5(b).
Letting A1 (σ = 0.0008) and A2 (σ = 0.8) in Figures 5(a)–(b) be the calculated areas
corresponding to region III, we find that the quotient A1/A2 is small (0.0055562).
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Fig. 6. Numerical integration of the model equations. The fraction of the infective individuals
(nonisolated) with strain 1 (I1/N) is shown for increasing periods of isolation. The length of the
isolation period has been chosen (from top to bottom) to be 3 days, 7 days, and 15 days. Cross-
immunity between strains is intermediate (σ = 0.5).

Hence, the coexistence of antigenically similar strains (sharing strong levels of cross-
immunity) seems less likely than when cross-immunity is weak.

5. Numerical results. In this section we explore the model equations numeri-
cally as the levels of cross-immunity and isolation are varied. In the first set of sim-
ulations, we study the symmetric case (σ12 = σ21 = σ). We explore the role of cross-
immunity and host isolation in supporting sustained oscillations for a single and/or
both strains where σ ∈ (0.01, 0.8) and 1

α is either 1 day, 3 days, or 15 days. In the sec-
ond set of simulations, we explore the case where σ12 �= σ21. Average life expectancy
is fixed at 70 years; infected individuals recover from infection in 5–7 days; individuals
are isolated for 1–15 days. The parameters used in simulations are listed in Table 1.

Case 1. σ12 = σ21 = σ. The robustness of multiple strain coexistence begins
from the assumption that both strains are present in the population (s(0) = 0.4,
i1(0) = 0.199, r1(0) = r2(0) = 0.2, i2(0) = 0.001, and q1(0) = q2(0) = w(0) = 0).
Simulations are conducted using varying levels of cross-immunity (σ = 0.01, 0.33,
0.5, and 0.8) and isolation periods (1 day, 3 days, and 15 days). Figure 6 shows
that for intermediate cross-immunity (σ = 0.5) the periods between outbreaks is
approximately 4 years with an amplitude ranging from 1.1 × 10−4 to 1.5 × 10−4.
Figure 7 shows that strong cross-immunity gives periods of approximately 3 years
and amplitude of 2 × 10−4. As the levels of cross-immunity range from intermediate
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Fig. 7. Numerical integration of the model equations. The fraction of the infective individuals
(nonisolated) with strain 1 (I1/N) is shown. The isolation period is fixed at 3 days, while cross-
immunity levels are varied (from top to bottom): 0.008 (strong), 0.4 (intermediate), and 0.8 (weak).

to weak, the periods become more irregular, and the amplitude ranges vary (4 × 10−5

to 4 × 10−4, σ = 0.4 and 1–5.5 × 10−4, σ = 0.8).
Case 2. σ12 �= σ21. Briefly, we study the effect of isolation for asymmetric cross-

immunity by allowing strains to become antigenically distinct with increasing ε (that
is, |σ12 − σ21| = ε) (see also [12]). We assume a 3-day isolation period. Figure 8
illustrates the interactions that arise between nonsymmetric strains as their differ-
ence in cross-immunity increases, ε ∈ (0.01, 0.03). The periods between oscillations
for strain 1 (solid) vary from 10–11 years with increasing ε and decreasing levels of
cross-immunity. Similarly, the periods between oscillations corresponding to strain 2
(dashed) vary from 10–13 years. The amplitude with highest peak for strain 1 (3.8×
10−4) is attained at ε = 0.02, whereas that of strain 2 is observed at ε = 0.02 and
ε = 0.03 (3 ×10−4). Figure 8 shows that for intermediate coupled strains (σij ≈ 0.33),
the system goes through cycles with approximate periods of 10–13 years, where each
cycle may contain minor outbreaks followed by a period with very low disease levels
(1–2 ×10−5).

6. Discussion. “Flu” epidemic patterns include yearly outbreaks (antigenic
drift), the explosive onset of outbreaks, the rapid termination of local epidemics (de-
spite an “abundance” of susceptible individuals), and potentially major pandemics
(antigenic shift). The continuous generation (most likely from random mutations
in the NS gene) of new “flu” strains (“minor” genetic changes) and the sudden
generation of subtypes (radical genetic changes) and their impact on the history of
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Fig. 8. Numerical integration of the model equations. The fraction of the infective individuals
(nonisolated) with strain 1 (solid) and strain 2 (dashed) is shown. Differences in cross-immunity
levels between strains 1 and 2 (σ12 − σ21) increase (from top to bottom): 0.01, 0.02, and 0.03. For
example, cross-immunity for strains 1 and 2 correspondingly are given by σ12 = 0.36 and σ21 = 0.33
(bottom panel).

acquired (age-dependent) immunity of host populations make the study of influenza
dynamics and its control challenging and fascinating [2, 16].

The focus of this article is on the time evolution of influenza A in a nonfixed
landscape driven by tight coevolutionary interactions (that is, interactions where the
fate of the host and the parasite are intimately connected; see [25]) between human
hosts and competing strains. The process is mediated by intervention (behavioral
changes) and cross-immunity. In other words, the nature of the invading landscape
(susceptible host) changes dynamically from behavioral changes (isolation, short time
scale) and past immunological experience (cross-immunity, long time scale).

The “partial” herd-immunity generated by past history of invasions on the host
population can have a huge impact on the quantitative dynamics of the “flu” at the
population level. The assumption that σ12 = σ21 = σ for i �= j naturally results
in a dynamic landscape that is not too different (in the oscillatory regime) than
the one observed on single-strain models with isolation [15, 20]. That is, a lack of
heterogeneity in cross-immunity results in a system “more or less” driven (in the
oscillatory regime) by the process of isolation. However, small variations in isola-
tion (Figure 6) leads to radically quantitatively distinct epidemics in the oscillatory
regime. This modeling framework (see also [5, 6]) can “asses” the impact of anti-
genically similar (|σij − σji| → 0) and antigenically distinct strains (|σij − σji| > ε).
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In all cases, sustained oscillations with periods that are consistent with influenza
epidemics/pandemics are possible [11, 28]. These results are consistent with those
obtained in single-strain models [14] (i.e., sustained oscillations are preserved), except
that the oscillations are now possible for “realistic” isolation periods. The introduction
of a second strain enhances the possibilities. Numerical simulations illustrate various
outcomes, including competitive exclusion, coexistence, and subthreshold coexistence.
The interepidemic periods range from 2 to 10–13 years, depending on the levels of
cross-immunity. Strong intermediate asymmetric cross-immunity leads to interepi-
demic periods in the range of 10–13 years. Symmetric cross-immunity reduces the
range to 1–3 years. The results of intermediate (symmetric) cross-immunity are con-
sistent with those found in [5, 6]. Documented evidence on the cocirculation of strains
belonging to the same subtype [11, 28] appears to be consistent with these results.

Our results show that multiple strain coexistence is highly likely for antigeni-
cally distinct (weak cross-immunity) strains and not for antigenically similar under
symmetric cross-immunity (“competitive exclusion” principle [4]). As the levels of
cross-immunity weaken, the likelihood of subthreshold coexistence (�j

i < 1) increases.
However, “full” understanding of the evolutionary implications that result from hu-
man host and influenza virus interactions may require the study of systems that incor-
porate additional mechanisms such as seasonality in transmission rates, age-structure,
individual differences in susceptibility or infectiousness, and the possibility of coin-
fections. Thacker [28] notes that the observed seasonality of influenza in temperate
zones may be the key to observed patterns of recurrent epidemics. Superinfection may
also be a mechanism worth consideration, even though studies in [22] show that it is
only moderately possible for young individuals to become infected with two different
strains in one “flu” season.

The recent flu epidemic [3] which has invaded all 50 states (2003–2004) and our
experiences with the recent SARS epidemic [10] are a source of concern. While iso-
lation and quarantine [8] seem effective [10], they can “destabilize” “flu” dynamics
(oscillations) and generate some level of uncertainty. The results in this paper suggest
the need to explore the long-term impact of current U.S. vaccination policies on the
levels of cross-immunity generated by herd-immunity in the case of the flu. Whether
or not they increase or reduce the likelihood of a future major outbreak is a question
worth considering.

Appendix A. The local stability of the disease-free state follows from the study
of the eigenvalues of the Jacobian matrix J of system (1) at E0. The 10×10 Jacobian
matrix J is partitioned after arranging the variables, that is, after rewriting system
(1) as dM/dt = F (M), where M = (S, I1, I2, Q1, Q2, R1, R2, V1, V2,W ). The corre-
sponding eigenvalues are given by λi = −µ for i = 1, 2, 3, 4; λi = βi − (µ+ γi + δi) for
i = 1, 2; λi = −(µ + αi) for i = 1, 2; λi = (µ + γi).
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