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Complex, human-dominated landscapes provide unique challenges to animals. In
landscapes fragmented by human activity, species whose home ranges ordinarily
consist of continuous habitat in pristine environments may be forced to forage
among multiple smaller habitat patches embedded in an inhospitable environment.
Furthermore, foragers often must decide whether to traverse a heterogeneous suite of
landscape elements that differ in risk of predation or energetic costs. We modeled
population consequences of foraging decisions for animals occupying patches embed-
ded in a heterogeneous landscape. In our simulations, animals were allowed to use
three different rules for moving between patches: a) optimal selection resulting from
always choosing the least-cost path; b) random selection of a movement path; and c)
probabilistic selection in which path choice was proportional to an animal’s probabil-
ity of survival while traversing the path. The resulting distribution of the population
throughout the landscape was dependent on the movement rule used. Least-cost
movement rules (a) produced landscapes that contained the highest average density
of consumers per patch. However, optimal movement resulted in an all-or-none
pattern of occupancy and a coupling of occupied patches into pairs that effectively
reduced the population to a set of sub-populations. Random and probabilistic rules,
(b and c), in relatively safe landscapes produced similar average densities and 100%
occupancy of patches. However, as the level of risk associated with travel between
patches increased, random movement resulted in an all-or-none occupancy pattern
while occupied patches in probabilistic populations went extinct independently of the
other patches. Our results demonstrate strong effects of inter-patch heterogeneity and
movement decisions on population dynamics, and suggest that models investigating
the persistence of species in complex landscapes should take into account the effects
of the intervening landscape on behavioral decisions affecting animal movements
between patches.
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Humans have altered landscapes dramatically by devel-
oping land for agricultural, residential, and commercial
purposes (Andersen et al. 1996, Collinge 1996, Farina
2000). As a result, many landscapes now contain rem-
nant patches of native vegetation surrounded by land
converted for human use (Saunders et al. 1991). Ani-
mals in these landscapes are exposed to habitat loss and
fragmentation as habitat is broken into small patches
separated by inhospitable landscape elements (some-
times referred to as ‘‘matrix’’) that have been created or

greatly altered by humans (e.g. agricultural crops, resi-
dential areas, roads).

Predicting the consequences of habitat loss and frag-
mentation for animal populations is important for the
conservation and management of species (Dooley and
Bowers 1998, Nupp and Swihart 2000). The composi-
tion of the landscape around fragments can affect
species’ movement patterns (Sheperd and Swihart 1995,
Debinski and Holt 2000), however, large-scale experi-
ments on the effects of landscape composition on the
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movement abilities and persistence of animal popula-
tions can be difficult to perform. Therefore, as an
alternative, modeling can be a useful tool for predicting
the effects of fragmentation on a species (Henein et al.
1998).

Results from models that include landscape hetero-
geneity have been mixed. Gustafson and Gardner
(1996) developed an individual-based dispersal model
that simulated animals moving in a self-avoiding ran-
dom walk (SAW) across a landscape composed of
habitat islands surrounded by a heterogeneous land-
scape. Each cover type that composed the landscape
was assigned a priori a probability that the SAW would
enter that cover type. Movement of SAWs began on a
random site at the edge of a deciduous forest patch
(preferred habitat for the simulated species), and move-
ment across the grid was simulated as a sequence of
steps to adjacent cells. The probability of a SAW
entering a particular cell was a function of land cover
types in the adjacent cells and the probabilities associ-
ated with entering each of the land cover types. An
overall dispersal coefficient was calculated based on the
proportion of SAW to successfully emigrate from a
habitable patch to any other habitable patch in the
landscape and the size of the originating patch. Results
indicated that the landscape quality had a much smaller
effect on variability in landscape-level dispersal success
than did the configuration of the suitable habitat. Emi-
gration and immigration rates were not always symmet-
rical for a particular patch, and changes in landscape
heterogeneity could result in a two-fold or more differ-
ence in dispersal success indicating a role of landscape
heterogeneity in predicting population-level conse-
quences.

Vandermeer and Carvajal (2001) explored the conse-
quences of landscape quality on population persistence,
rather than individual dispersal success, by modifying
Levins’ (1969) metapopulation model to include a mi-
gration coefficient representing the effects of landscape
quality on migration rate. Their simulations indicated
that increasing landscape quality does not guarantee
persistence of a population. The increased migration
rates associated with higher quality landscapes can
result in periodic local (i.e. patch-level) extinctions and
possibly simultaneous extinction of all local popula-
tions. Further increases in landscape quality can
provide ‘‘rescue effects’’ for local populations and result
in persistence of the metapopulation by increasing the
likelihood that a patch suffering extinction will be
recolonized. However, the model of Vandermeer and
Carvajal (2001) does not include the effects of hetero-
geneity on local population dynamics; i.e. the landscape
is of uniform quality.

Experimental and observational studies support the
conclusion that the composition of the landscape can
affect patch occupancy (A� berg et al. 1995, Hokit et al.
1999, Pope et al. 2000, but see Moilanen and Hanski

1998). The landscape may negatively affect populations
by conferring a high mortality risk (St. Clair et al. 1998,
Zollner and Lima 1999, Hanski et al. 2000) or impeding
movement (Crist et al. 1992, Schooley et al. 1996).
These factors may influence an animal’s decision to
leave a patch, or decrease the probability of an animal
successfully reaching a new patch. Several studies have
indicated that the type of landscape surrounding a
habitat patch can affect the propensity of an animal to
leave a patch (Pither and Taylor 1998, Hokit et al.
1999, Jonsen et al. 2001) or the ability of the animal to
travel between patches (Peltonen and Hanski 1991).
Species-specific differences in movement ability may be
based on physical characteristics such as body size;
however, movement propensity differences are more
likely to depend on psychological factors such as per-
ceived risk of travel in various landscape types (Haddad
1999, Bhattacharya et al. 2003). Additionally, the direc-
tion of travel can be influenced by landscape composi-
tion. For, example, Bowne et al. (1999) determined that
habitat corridors were the preferred route for cotton
rats (Sigmodon hispidus) leaving habitat patches, and
thus, the composition of the landscape outside of habi-
tat patches appears to influence the direction of animals
leaving a patch.

In this paper, we present a spatially explicit model to
estimate the persistence of a species in a landscape
consisting of habitat patches surrounded by more than
one landscape type. Our model explicitly links individ-
ual behavior to population-level consequences by incor-
porating behavioral decision rules to reflect potential
choices of animals foraging among patches in a frag-
mented landscape. The model is based on the notion of
a consumer exhibiting a Type II functional response to
changes in resource density. The model was used to
estimate how equilibrium population size and patterns
of patch occupancy were affected by 1) different deci-
sion rules for travel through the landscape and 2)
multiple landscape elements with different probabilities
of survival while traveling between habitat patches.

The model is applicable generally to any mobile
organism. To enhance the realism of the model, we
have parameterized it for use with small rodents, as
explained below.

Model structure

Fryxell and Lundberg (1998) proposed a model of a
consumer foraging for a renewable prey resource in a
patchy environment. Patches occur at vertices of a
lattice, with movements restricted to the four cardinal
directions (rook rule). An implicit assumption of the
model is that foragers are omniscient; i.e. they know
the current rate of energy gain in the occupied patch,
the average rate of gain across the landscape, and the
travel time between patches.
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Consumers exhibit a Type II functional response
constrained by handling and searching time. The ex-
pected energy gain of a consumer in patch (i,j) is

�i,j=
eaRi,j

1+ahRi,j

(1)

where e is the energy content of each individual prey
item or unit of biomass consumed, a is the area
searched per time unit, h is the handling time per prey
item and Ri,j is the abundance of the prey resource (R)
in a patch at location (i,j) (Table 1). Ri,j changes as

dRi,j

dt
=rRi,j

�
1−

Ri,j

K
�

−
aRi,jNi,j

1+ahRi,j

,

where r is the per capita intrinsic growth rate of the
prey resource, K is the patch carrying capacity for the
prey resource, and Ni,j is the population of consumers
in the patch (i,j). Ni,j changes as

dNi,j

dt
=�i,jNi,j

� ceaRi,j

1+ahRi,j

−d
�

− (1−�i,j)Ni,j+Ii,j, (2)

where d is the per capita rate of consumer mortality,
and births are represented by converting the expected
energy gain in patch (i,j) (Eq. (1)) into the number of
offspring produced per energy unit that reach reproduc-
tive age. �i,j is the probability that an animal will stay in
patch (i,j), and Ii,j is the number of immigrants entering
patch (i,j). �i,j was calculated on the basis of a sig-

moidal function that weights the rate of energy gain in
patch (i, j), �i,j, against the average rate of energy gain
from all patches, �� = (eaR/(1+ahR)), after discounting
for travel time, �, between patches:

�i,j=
ez�i,j

ez�i,j+ez�� /(1+�) (3)

Note that the rate at which the curve saturates on either
side of the threshold value is determined by the scaling
parameter z. As z decreases the function begins to
resemble a linear response and represents the foraging
decisions of a species whose behavior varies consider-
ably from optimal. Higher z values correspond to a
sharper behavioral threshold, reflecting a species whose
behavior more closely resembles optimal decisions (Fig.
1). For all values of z, deviations from optimal behav-
ior occur with maximum probability when resource
levels in the landscape equal resource levels in the
patch. We used z=4 in our simulations to reflect
foragers in a familiar landscape that were able to assess
resource levels fairly accurately (Fryxell and Lundberg
1998).

Iij, the number of immigrants entering patch (i,j), is
derived from the following information. Assume that
the number of emigrants leaving a patch (i,j) is Ei,j=
(1−�i,j)Ni,j, and that these emigrants are divided
equally between all the paths connecting patch (i,j) to
other patches (Fryxell and Lundberg 1998). While trav-
eling for � time units, emigrants are subject to the same
death rate as the patch occupants. Thus, the number of
surviving emigrants along each path is Ei,j(1−d)�/ni,j,
where ni,j is the number of paths connecting patch (i,j)
to other patches. Therefore, the number of immigrants
entering patch (i,j) at time t is calculated by summing
the values of emigrants from all the connected patches
that survive traveling and reach the patch (i,j) at time t,
i.e.

Table 1. List of parameters included in model

DefinitionParameter

e energy content of each individual prey item or
unit of biomass consumed
area searched per time unita

Ri,j resource level in patch (i,j)
handling time per prey itemh

r per capita intrinsic growth rate of the prey
resource

K carrying capacity for the prey resource
handling time per prey itemh
population of consumers in the patch (i,j)Ni,j

c coefficient for converting energy into offspring
�i,j probability that an animal will stay in patch (i,j)

rate of energy gain in patch (i,j)�i,j

�� average rate of energy gain from all patches
travel time�

Ii,j immigrants into patch (i,j)
Ei,j emigrants from patch (i,j)

mortality rated
t time unit

distance along a pathD
v velocity
Pp probability of predation along a path
qm probability of death due to predation per time

step along path m
Ps probability of starvation along a path

Fig. 1. Probability of a consumer remaining in patch (�ij) with
coordinates (i,j). Average energy gain in the landscape was
fixed at �� =4. Note that as the scaling parameter z increases,
the behavioral threshold becomes more distinct. For any given
value of z, indecisiveness is maximal when �ij=�� =4.
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Ii,j(t)=
�Ei,j−1(t−�)

ni,j−1

+
Ei,j+1(t−�)

ni,j+1

+
Ei+1,j(t−�)

ni+1,j

+
Ei−1,j(t−�)

ni−1,j

n
(1−d)�

Model modifications for foragers in a
heterogeneous landscape

We modified several features of the general model to
make it more applicable to small mammals foraging in
a human-dominated landscape consisting of multiple
landscape elements, such as a landscape with pasture,
row crops, and residential elements separating woodlot
patches for forest-dwelling species. The parameters a, e,
h, and c are species- and context-specific and thus
should be assigned based on field or laboratory experi-
mentation. Because we were unable to express them as
general functional forms for purposes of assigning val-
ues for ‘‘small mammals’’, these parameters were set
equal to one, effectively dropping them from the
equations.

Travel time (�)

Travel time was calculated as �=D/v; where D= the
distance (km) along a path, and v= the velocity (km
hr−1) of the focal animal. Velocity was estimated as the
maximum running velocity for small rodents, v=20
M0.183 (Garland 1983). The distance of each path was
assigned a unique value by multiplying a uniform ran-
dom number on the interval [0, 1] by a scaling constant.
These scaling constants represented distance factors
and were used to model landscapes with varying levels
of isolation between patches. We used distance factors
of 5, 30, and 60 for our simulations, representing
landscapes with increasing distances between patches.
Three model landscapes were examined, in which the
average distance between patches in a landscape
was half the distance factor, or 2.5 km, 15 km, and 30
km.

Probability of remaining in a patch

Rather than relating cost of patch departure directly
to travel time, we modified the � function (Eq. (2))
so that the cost of leaving a patch included the time-
specific probabilities of being preyed upon (Pp) or starv-
ing (Ps) while traveling through a particular landscape
type:

�i,j=
ez�i,j

ez�i,j+ez�� /(1+Pp+Ps)
.

The probability of death due to predation along the
mth path was computed as Pp=1− (1−qm)�, where
qm is the probability of death due to predation per time
step along path m. qm is dependent on the landscape
element through which the path passes.

The probability of starvation while traveling between
patches varies depending on the rate of energy expendi-
ture and the amount of stored energy available for use
by the traveling animal. For simplicity, we assumed
that no energy is gained while traveling between
patches. We used empirical relationships for terrestrial
mammals to determine the probability of death due to
starvation for a given body mass (M, in kg). The
number of days (represented by time units, �, in our
model) a mammal can survive without feeding, Ts, is
determined allometrically (Lindstet and Boyce 1985) as
Ts= (2948M0.75/Esurvive), where the energy needed to
survive during transit (Esurvive) is given by Calder (1984)
as the energy needed for running between patches; i.e.
Esurvive=6.03M−0.0303+38.5M−0.316 v. We modeled
starvation as a binary process; i.e. Ps=1 if Ts�� and
Ps=0 if Ts��.

Rules governing movement between patches

We explored three rules governing animal movements
between patches, varying in the efficiency with which
animals could assess costs of movement: (1) random,
(2) least-cost, and (3) probabilistic movement rules.
Randomly moving foragers selected each of the four
paths emanating from a patch with an equal probabil-
ity. We chose the random rule as a null model, consis-
tent with Fryxell and Lundberg’s (1998) model in which
emigrants were divided evenly among the total number
of pathways connected to a patch.

Probabilistic and least-cost rules assume that foragers
are, to a certain extent, cognizant of the risk associated
with traveling through different types of habitat. Sev-
eral observational studies have concluded that small
rodents adjust their foraging behavior by modifying
their velocity, path tortuousity, or pausing frequency or
duration in response to changes in their perceived vul-
nerability to predators (Longland and Price 1991,
Lagos et al. 1995, Vasquez et al. 2002). Least-cost and
probabilistic rules incorporate the effects of these be-
havioral decisions on foraging movements. According
to the least-cost path rule, foragers always choose to
travel the path that provides them with the greatest
probability of surviving the entire journey. This rule
assumes complete knowledge on the part of the forager,
no mistakes in perception, and optimal decision-mak-
ing. In contrast to the least-cost path, the probabilistic
rule assigns choice of a path in proportion to the
probability of survival associated with traveling along
it. Accordingly, animals do not always behave opti-
mally when adhering to this rule (Bitterman and Mack-
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intosh 1969, Kirk and Bitterman 1965). Non-optimal
path choice can be the result of imperfect information
regarding the environment (Schooley et al. 1996) or
exploratory behavior (Aars et al. 1999, Ims and An-
dreassen 2000).

Methods

Structure of simulated landscape

The landscape was composed of 49 patches arranged in
a 7×7 lattice to maintain consistency with Fryxell and
Lundberg (1998). The landscape between patches was
composed of the paths that connected the patches.
Paths passed through four different landscape elements
in our simulations. Each landscape element had associ-
ated with it a different predation risk per unit time.
Landscape elements were assigned randomly to paths
between patches until there was an equal number of
each element in the landscape.

Simulations

Consumer populations in each patch began with an
initial population of K/4, whereas resource levels
started at K. To approximate a continuous process,
each time unit during a simulation run was divided into
100 time steps, therefore the entire equation for change
of state variable parameters in each time-dependent
equation was multiplied by 0.01. Simulations were con-
ducted until the average consumer density per patch
changed less than 5% between time steps. Hypothetical
species with body mass values of 0.01, 0.1, 1.0, 2.0, and
5.0 kg were compared for each movement rule and
landscape.

Analysis

A quantitative estimate of the strength of the relation-
ship between matrix composition and population den-
sity and distribution can provide useful information for
landscape planners and conservation biologists. We
devised a quantitative estimate of matrix ‘‘hostility’’, or
average risk experienced by a consumer leaving a patch,
by determining the overall patch-specific risk of death
due to predation and starvation. For randomly forag-
ing consumers hostility was calculated by summing the
risk of death (Pp+Ps) for each path that connected the
focal patch to another patch and dividing by the num-
ber of paths. For consumers in simulations utilizing the
least-cost rule, hostility was tallied from the path ex-
hibiting the minimum risk of departure from the focal
patch. Hostility for consumers in simulations utilizing
the probabilistic rule was determined by using the

weighted average of the risk associated with each path.
Weights were assigned by determining the probability
that an animal would leave along a particular path (i.e.
�i,j).

Logistic regression was conducted to determine
whether patch occupancy could be predicted accurately
by the index of hostility and the movement rules uti-
lized by individuals within a population. Non-linear
regression was performed to determine whether hostil-
ity of the landscape around a patch and rules governing
movements were good predictors of variation in the
equilibrium consumer densities of patches. Best-fit
models were chosen using Akaike’s Information Crite-
rion (AIC).

A sensitivity analysis was performed on body mass
and risk per unit time to determine the extent to which
small changes in these parameters produced changes in
patch occupancy and average consumer density. Each
body mass and risk value used in the initial simulations
was adjusted by 10%, and the simulation was rerun
with all other parameters the same. Sensitivity was then
quantified as

S.I.=

N0−N1

N0

P0−P1

P0

,

where N0=original consumer density, N1=consumer
density when the parameter of interest (P=risk or
body mass) is changed by 10%. We investigated the
effects of the reproductive coefficient c and the carrying
capacity K on model results by simulating populations
with combinations of c and K values that were lower or
higher than the values used to run all other simulations
(c=1, K=8).

Distribution of landscape elements

We investigated the effects of varying the distribution
of landscape elements on population dynamics in a
smaller 4×4 landscape. Three types of landscapes were
examined, varying according to the distribution of
landscape elements separating habitat patches: homoge-
neous, clumped, and barrier. Homogeneous landscapes
contained a single landscape element between patches;
i.e. pathways all had equivalent risks of mortality per
unit time step, qm. Clumped landscapes exhibited a
gradient of riskiness in which 1/3 of the patches were
embedded in a high-risk element, a middle 1/3 were in
an element of intermediate risk, and the remaining 1/3
were in a low-risk element. Landscapes with barriers
contained an element of high risk separating two areas
of low-risk elements. Parameters were equivalent to the
original model parameters and the mean distance be-
tween patches was 10 km (distance factor=20).
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Results

Local population density

The average density per patch was greater for popula-
tions that moved along least-cost paths than for popu-
lations that followed random or probabilistic
movement rules (Fig. 2). Variation in consumer densi-
ties per patch was greatest for populations whose mem-
bers exhibited optimal (least-cost) movements, due to
the large numbers of unoccupied patches that resulted
from the ‘‘paired’’ pattern of occupancy exhibited by
these populations (Fig. 3). The only occupied patches in
the landscapes occupied by optimal foragers were
patches whose least-cost path was also the least-cost
path of a neighboring patch, creating sub-populations
of dyads that exchanged emigrants in equal numbers.

For most parameter values, there were no significant
differences between local densities for randomly moving
consumers and consumers following probabilistic rules.
However, at an average inter-patch distance of 30 km
and a body mass of 0.01 kg, patch occupancy for
randomly moving populations was zero, whereas patch
occupancy of populations of individuals following
probabilistic rules was 94%. In addition, when average
landscape risk and the variation between the highest
and lowest risk per time was increased threefold, the
average equilibrium density per patch was twice as high
for animal populations using probabilistic movement
rules as those using random rules (Fig. 4).

An exponential curve was fitted to the equilibrium
population density for each patch, to determine
whether patch density could be predicted by the move-
ment rule employed by consumers in a population and
by an index of hostility of the landscape around each
patch. When results from all three movement rules were
included in the model, only 27% of the variation was
explained by differences in hostility (Table 2). Omitting
optimal (least-cost) foragers from the model dramati-
cally improved the fit; hostility of the surrounding

Fig. 3. Diagrammatic representation of occupancy patterns
for (a) least-cost foragers and (b) probabilistic foragers. Solid
black lines represent least-cost paths, dotted black lines repre-
sent paths of intermediate risk, and dotted gray lines with
circles on the end represent high-risk paths.

Fig. 4. Average consumer abundance per patch (�1 S.E.)
when average risk per path and the variation in average risk
per path for the entire landscape was increased three-fold for
0.01 kg and 1 kg mammals at a distance factor of 30.

landscape explained 68% of the variation in local popu-
lation density for consumer populations adopting be-
havioral and random movement rules (Table 2).

Patch occupancy

Patch occupancy was 100% for all simulations exhibit-
ing random movement, except for the extinction of 0.01

Fig. 2. Average equilibrium
consumer abundance (�1 S.E.)
per patch for hypothetical
small-mammal consumers of five
different body masses at three
different distance factors and for
random, probabilistic, and
least-cost movement rules.
Parameter values are
c=d=e=h=a=1, r=1/365,
K=8.
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Table 2. Results of non-linear regression models for predicting the equilibrium density of consumers in patches, when patches
vary in levels of hostility of the surrounding landscape and consumer populations differ in the movement rules adopted by
individuals. Hostility refers to the average risk experienced by a consumer leaving a patch.

Non-linear (exponential regression) Constant Slope R-square

B S.E. B S.E.

All models 1.14 0.03 0.2853.30 4.60
Probabilistic and random 0.88 0.01 0.6838.80 1.87
Least-cost 1.46 0.08 57.00 10.83 0.16

kg animals at an average inter-patch distance of 30 km.
Foragers exhibiting probabilistic behavior occupied
100% of the patches for all simulations except 0.01
(94% occupancy) and 0.1 (96% occupancy) kg animals
at an average inter-patch distance of 30 km. Patches in
probabilistic models were not paired, and individual
patches became unoccupied without notably affecting
surrounding patches. Populations whose members
obeyed the least-cost rule occupied patches that were
paired in sub-populations (Fig. 3). Therefore, both
patches become unoccupied once one of the two in the
pair went extinct as matrix hostility increases and mi-
grants between the two patches perish. The percentage
of patches occupied by consumer populations exhibit-
ing least-cost movements was 65%, except for 0.01 kg
animals at a mean path length of 30 km when patch
occupancy was 61%.

The best-fit model for predicting patch occupancy
using logistic regression based on results from all simu-
lations included (1) the index of hostility of landscape
elements surrounding a focal patch and (2) the type of
movement rule employed by individuals. Both parame-
ters were significant predictors of patch occupancy
(Nagelkerke’s R2=0.404), and the model correctly
classified 86% of patches (Table 3). When the model
included only the results from simulations of popula-
tions using probabilistic and random movement rules,
the fit improved (R2=0.44, 95% of patches correctly
classified), whereas the model including only occupancy
data from least-cost populations provided a poor fit
(Nagelkerke’s R2=0.11, 67% of patches correctly
classified).

Distribution of riskiness

Landscapes with a single homogeneous landscape ele-
ment around patches resulted in different distributions
of forager density than landscapes in which risk was
distributed non-randomly across the landscape. For
populations using probabilistic movement rules, the
average population per patch was lower in landscapes
with a high-risk barrier separating less risky halves of
the landscape than in landscapes of identical overall
risk but with clumped or homogeneous distributions of
landscape elements (Fig. 5a). In landscapes where risk
was clumped into one area of high-risk paths and one
of low-risk paths, average populations per patch were
identical to populations in landscapes with homoge-
neous risk. However, the distribution of density across
patches differed. Densities in the low-risk areas of the
clumped-risk landscape were higher, and densities in
high-risk areas were lower, than for corresponding local
populations in a homogeneous landscape (Fig. 5b).

Model sensitivity

The sensitivity of average consumer density per patch
to a 10% increase in body mass was lowest for least-
cost foragers and highest for probabilistic foragers (Fig.
6). A 10% increase in average landscape risk always
resulted in a negative change in average density of
consumers per patch. As with changes in body mass,
smaller mammal species seemed to be more sensitive to
the changes. Overall, animals following probabilistic
rules were the most sensitive to any changes.

Table 3. Logistic regression models for predicting patch occupancy of consumers. Hostility refers to the average risk experienced
by a consumer leaving a patch.

Least-cost model AICHostilityProbabilistic % Nagelkerke
R-squareCorrectmodel

S.E.Logistic regression BS.E.BS.E.B

2.16 0.62 −1.84 0.26 −10.30 1.50All models 86 0.4 591
238Probabilistic and random 0.44951.49−11.88
3620.116719.90−76.50Least-cost

148 OIKOS 103:1 (2003)



Fig. 5. Effects of varying the distribution of landscape ele-
ments, and thus risk of travel, on consumer populations.
Simulated populations were of hypothetical small-mammal
consumers adopting a probabilistic movement rule. (a) Dia-
grammatic representation of consumer density throughout the
landscape. Dots represent relative numbers of consumers. Dis-
tributions of density were uniform for homogeneous and
barrier landscapes but dichotomous for the clumped land-
scape. Overall density was highest in the uniform landscape.
(b) Average differences (�1 S.E.) in equilibrium consumer
abundance between landscapes characterized by a clumped
distribution of risk (low and high) and landscapes with a
homogeneous distribution of risk.

lower patch occupancies than any other movement rule.
As expected, favorable conditions (high K and high c)
produced the highest average consumer abundance per
patch.

Discussion

In our simulated landscapes, the decision rules used by
members of a population when traveling between
patches affected both the abundance and distribution of
the population. The conclusion that populations of
least-cost (optimally) foraging consumers do the best is
not surprising. However, the lower rate of patch occu-
pancy and the ultimate establishment of paired popula-
tions that resulted from adoption of a least-cost
strategy have interesting ecological implications. If ani-
mals perceive differences among pathways, selective
choice among pathways may potentially create clumps
of isolated patches in response to a landscape’s struc-
ture rather than because of its structure. In other
words, if a pathway between two habitable patches
exists from a structural standpoint, but is not utilized
for behavioral reasons, the pathway is in effect non-
existent (Brooker et al. 1999, Haddad 1999).

If the majority of a population travels along one
route emanating from a patch, (such as a corridor), the
formation of an isolated sub-population is a likely
outcome, potentially leading to increased rates of in-
breeding and decreased resource quality. Bélisle and St.
Clair (2001) observed that translocated birds were more
likely to move parallel to barriers such as roads. They
concluded that such directed movements could result in
patches with exploitable resources remaining unoccu-
pied. Moreover, environmental stochasticity may actu-
ally result in a lower persistence of metapopulations of
optimal foragers if their least-cost movements between

Four different combinations of reproductive coeffi-
cients, c, and carrying capacities, K, were tested to
reflect combinations of high and low carrying capacity
and high and low growth rates. For all combinations,
trends were identical to those observed with the original
parameters. Least-cost foraging movements produced
greater average consumer abundances per patch and

Fig. 6. Sensitivity of average
consumer density per patch to a
10% change in a) body mass and
b) average isolation of patches, for
three levels of isolation and two
body mass classes.
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patches result in fewer occupied patches and hence a
greater risk of simultaneous extinction of local popula-
tions. Whether the effect of lower occupancy is com-
pensated for by increased population density would be
an interesting topic for future research.

Patch occupancy for randomly moving populations
reflected the dependence of a local population on all
other patches in the landscape. If one patch was unoc-
cupied due to high hostility levels in the area surround-
ing the patch, then all other patches in the landscape
eventually became unoccupied as well. In contrast,
foragers that followed behavioral rules created a more
complex occupancy pattern, as patches dropped out
seemingly independently and the remaining patches
continued exchanging migrants between all other
patches.

Presumably, animals do not always pick the least-
cost path and occasionally may mistakenly or pur-
posely choose a riskier path, depending on their level of
information about the environment and their motiva-
tional state. Probabilistic movement rules attempt to
take into account the possibility of an animal choosing
a non-optimal path. Although the resulting populations
were smaller on average when animals used probabilis-
tic movement rules rather than optimal rules, patch
occupancy was higher and all occupied patches were
potentially connected to all other occupied patches. The
detrimental effects of moving ignorantly (i.e. randomly)
through the landscape were barely perceptible in our
baseline simulations, except at the greatest mean inter-
patch distance. Of course, the level of hostility of
landscape elements plays a dominant role in determin-
ing densities and patch occupancy at equilibrium (Table
2 and 3). Our simulations were conducted using land-
scape elements through which movement was relatively
safe, which minimized costs associated with choosing
paths at random. However, populations of individuals
adhering to the random rule were outperformed by
those using the probabilistic rule as the overall riskiness
of travel and the variation in interpatch quality were
increased (Fig. 1). When the landscape-level risk and
the variation between the least risky and the most risky
interpatch types was increased threefold, the difference
in the average population per patch using probabilistic
and random movement rules becomes more dramatic
for small animals (Fig. 4).

We assumed that animals travel at the maximum
velocity while moving between patches, but this likely is
not true for some species. The time taken to travel
between two points is a function of the velocity of the
organism, the tortuousity of the path taken, and the
number of pauses during travel. Few studies, however,
have addressed the movement speed of animals in a
natural environment. Field observations of golden-
mantled ground squirrels (Spermophilus saturatus) have
suggested that these squirrels run at their maximum
aerobic speeds to reduce exposure to predation while

moving around their home range (Kenagy and Hoyt
1989). Maximum speeds were associated with straight-
line movement between two points, intra-specific social
interactions, and escape from predators.

Pausing during locomotion is often exhibited by
small mammals. Lagos et al. (1995) determined that
degus (Octodon degus) pathways between shrub habi-
tats were straighter in the presence of predators than in
the absence of predators. The velocity of movement
and the pause duration of degus while traveling along
bare ground runways were observed by Vasquez et al.
(2002). Travel speed was faster, and pause durations
were longer in open habitats, possibly due to the in-
creased visibility of mobile degus to predators. Kramer
and McLaughlin (2001) discussed the ways that animals
adjust their speed, pausing frequency, and duration of
travel in response to changing environmental condi-
tions. These factors could easily be incorporated into
our rules for inter-patch movement, given enough
information.

Substantial increases in travel time between patches
could increase the probability of starvation and alter
the time of arrival at the new patch. Increases in
starvation probability would obviously reduce the pre-
dicted density of consumers in a patch, however, in our
model we focused on foraging behavior and Ps achieved
a value of one only for animals less than 1 kg in
landscapes with the farthest distances between patches.
Extending the model to incorporate dispersal behavior
would lead to increasing probabilities of starvation.

Lima and Dill (1990) identified predation risk as an
important factor in determining small mammal behav-
ior. We believe that including behavioral responses to
changes in levels of risk should increase the predictive
value of models incorporating animal movements. Ro-
drı́guez et al. (2001) determined that predation risk by
pygmy owls (Glaucidium passerinum) was the primary
deterrent to gap crossing frequency for four species of
birds. Bright (1998) observed a similar gap avoidance in
dormice (Muscardinus a�ellanarius) and attributed this
aversion to the increased risk of predation associated
with habitat gaps. To determine the responses of ani-
mals to large-scale variability in predation risk, the cues
animals use when choosing among pathways should be
investigated. For example, Joly et al. (2001) determined
that in contrast to small mammals, salamanders ap-
peared to lack the cognitive ability to travel around
potentially hostile habitats such as cultivated fields, but
instead traveled in a straight line between aquatic and
terrestrial sites. For species that do exhibit preferences,
their perspectives of hostile versus non-hostile pathways
will vary depending on how the species perceives the
landscape. In human landscapes consisting of a patch-
work of habitat remnants of varying suitability sur-
rounded by a complex of agricultural and residential
elements of varying risk, not all paths will be equally
appealing to all species. Understanding how animals
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make decisions regarding movement and incorporating
behavioral decisions into population models is an im-
portant step for predicting the consequences of frag-
mentation for population persistence.
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