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Glossary

Chaos Apparently random or unpredictable behavior in
systems governed by deterministic laws. The common
element in these systems is a very high sensitivity to
initial conditions and to the way in which a system is
set in motion (Encyclopedia Britannica).

Complexity An attribute of nonlinear (chaotic) systems.
It comprises instability and complex but not random
behavior patterns - “order in chaos”.

Earthquake An episode of rupture and discontinuous
displacement within the solid Earth. Part of the energy
accumulated around the rupture is released by inelas-
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tic deformation and seismic waves. Both may cause de-
structive shaking of the ground, if the energy release is
sufficiently large.

Earthquake forecasting Probabilistic extrapolation of
seismic activity comprising many earthquakes.

Earthquake prediction Prediction of time interval, geo-
graphic area, and magnitude range where an individ-
ual future strong earthquake will occur. The prediction
is meaningful if it includes an estimated rate of false
alarms.

Earthquake preparedness A set of actions reducing the
damage from the future earthquakes. There are differ-
ent levels of preparedness.

Extreme events Rare events of low probability but high
impact on a system where they occur. In different con-
notations they are also known as critical transitions,
disasters, catastrophes, and crises. Over time they per-
sistently recur in both natural and constructed com-
plex systems. In this article the extreme events are the
strong earthquakes. An earthquake might be an ex-
treme event in a certain volume of the lithosphere and
part of the background seismicity in a larger volume.

Lithosphere The earthquake-prone outer shell of the
solid Earth. In prediction research it is regarded as a hi-
erarchical complex system.

Premonitory seismicity patterns Space-time-magnitude
patterns of earthquake occurrences that signal the
approach of a strong earthquake.

Definition of the Subject
Definition

The problem of earthquake prediction is to find when and
where a strong earthquake will occur. A prediction is for-
mulated as a discrete sequence of alarms (Fig. 1). The accu-
racy of a prediction method is captured by probabilities of
errors (false alarms and failures to predict) and by the total
space-time occupied by alarms. (Sect. “Error Diagram”).

In terms of prediction studies this is algorithmic pre-
diction of individual extreme events having low proba-
bility but large impact. This problem is necessarily inter-
twined with problems of disaster preparedness, dynamics
of solid Earth, and modeling of extreme events in hierar-
chical complex systems.

Predictability (“order in chaos”). Complex systems,
lithosphere included, are not predictable with unlim-
ited precision. However, after a coarse-graining (i.e., in
a not-too-detailed scale) certain regular behavior patterns
emerge and a system becomes predictable, up to cer-
tain limits ([13,20,24,26,36,46,52,83]). Accordingly, earth-
quake prediction requires a holistic analysis, “from the
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Geo-complexity and Earthquake Prediction, Figure 1
Possible outcomes of prediction

whole to details”. Such analysis makes it possible to over-
come the geo-complexity itself and the chronic imperfec-
tion of observations as well.

Premonitory patterns. Certain behavior patterns
emerge more frequently as a strong earthquake draws
near. Called premonitory patterns, they signal destabi-
lization of the earthquake-prone lithosphere and thus
an increase in the probability of a strong earthquake.
Premonitory patterns do not necessarily contribute to
causing a subsequent strong earthquake; both might be
parallel manifestations of the same underlying process -
the tectonic development of the Earth in multiple time-,
space-, and energy- scales. For that reason premonitory
patterns might emerge in a broad variety of observable
fields reflecting lithosphere dynamics, and in different
scales.

The algorithms considered here, based on premoni-
tory seismicity patterns, provide alarms lasting years to
months. There is ample evidence that major findings made
in developing these algorithms are applicable to premoni-
tory patterns in other fields, to predicting other geological
and geotechnical disasters, and probably to determining
shorter and longer alarms (Sect. “Further Goals”).

Importance

Algorithmic earthquake prediction provides pivotal con-
straints for fundamental understanding of the dynamics
of the lithosphere and other complex systems. It is also
critically important for protecting the global population,
economy, and environment. Vulnerability of our world to
the earthquakes is rapidly growing, due to proliferation of
high-risk construction (nuclear power plants, high dams,
radioactive waste disposals, lifelines, etc.), deterioration of
ground and infrastructure in megacities, destabilization
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of environment, population growth, and escalating socio-
economic volatility of the global village. Today a single
earthquake with its ripple effects may take up to a mil-
lion lives; destroy a megacity; trigger a global economic
depression (e. g. if it occurs in Tokyo); trigger an ecolog-
ical catastrophe, rendering a large territory uninhabitable;
or destabilize military balance in a region. Regions of low
seismicity have become highly vulnerable, e. g. European
and Indian platforms, and Central and Eastern parts of the
U.S. As a result the earthquakes joined the ranks of the
major disasters that, in the words of J. Wisner, have be-
come “a threat to civilization survival, as great as was ever
posed by Hitler, Stalin or the atom bomb”. Earthquake
prediction is necessary to reduce the damage by escalat-
ing disaster preparedness. Predictions useful for prepared-
ness should have known, but not necessarily high, accu-
racy. Such is the standard practice in preparedness for all
disasters, wars included.

Introduction

Earthquakes occur in some parts of the outer shell of the
solid Earth, called the lithosphere; its thickness ranges
from a few kilometers near the mid-ocean ridges to a few
hundred kilometers in certain continental regions. At
many continental margins the lithosphere bends down-
ward penetrating underlying mantle as seismically active
subduction zones. In seismically active regions a signifi-
cant part of tectonic development is realized through the
earthquakes.

About a million earthquakes with magnitude 2 (energy
about 10 erg) or more are detected each year worldwide
by seismological networks. About a hundred of these cause
considerable damage and few times in a decade a catas-
trophic earthquake occurs.

Catalogs of earthquakes provide the data for detect-
ing premonitory seismicity patterns. Typically for com-
plexity studies we do not have a complete set of funda-
mental equations that govern dynamics of seismicity and
unambiguously define earthquake prediction algorithms.
This is due to the multitude of mechanisms controlling
seismicity — see Sect. “Generalization: Complexity and Ex-
treme Events”. In lieu of such equations “...we have to
rely upon the hypotheses obtained by processing of the ex-
perimental data” (A. Kolmogorov on transition to turbu-
lence). Formulating and testing such hypotheses involves
exploratory data analysis, numerical and laboratory mod-
eling, and theoretical studies (Sect. “General Scheme of
Prediction”).

Diversity of methods and urgency of the problem
makes learning by doing a major if not the major form of
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Prediction of the Sumatra earthquake, June 4th, 2000, M = 8.0
by algorithms M8 and MSc. The orange oval curve bounds the
area of alarm determined by algorithm M8, the red rectangle is
its reducing made by algorithm MSc. Circles show epicenters of
the Sumatra earthquake and its aftershocks. After [43]

knowledge transfer in prediction of extreme events (http://
cdsagendab5.ictp.it/full_display.php?da=a06219).

Reliability of the existing algorithms has been tested
by continuous prediction of future strong earthquakes
in numerous regions worldwide. Each algorithm is
self-adapting, i.e. applicable without any changes in
the regions with different seismic regimes. Predic-
tions are filed in advance at the websites (http://
www.mitp.ru/predictions.html; http://www.phys.ualberta.
ca/mirrors/mitp/predictions.html; and http://www.igpp.
ucla.edu/prediction/rtp/).

Following is the scoring for four different algorithms.

o Algorithms M8 [32] and MSc [44] (MSc stands for the
Mendocino Scenario). Algorithm M8 gives alarms with
characteristic duration years. MSc gives a second ap-
proximation to M8, reducing the area of alarm. An ex-
ample of their application is shown in Fig. 2.

Continually applied since 1992, algorithm M8 has pre-
dicted 10 out of 14 large earthquakes (magnitude 8 or
more) which have occurred in the major seismic belts.
Alarms occupied altogether about 30% of the time-space
considered. Both algorithms applied together reduced the
time-space alarms to 15%, but three more target earth-
quakes were missed by prediction.
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Prediction of the Northridge, California earthquake, January 28th, 1994, M = 6.8 by algorithm SSE. The prediction was made by
analysis of aftershocks of the Landers earthquake, June 28th, 1992, M = 7.6. An earthquake with M = 6.6 or larger was expected
during the 18 months after the Landers earthquake within the 169-km distance from its epicenter (shown by a circle). The Northridge
earthquake occurred on January 28th, 1994, 20 days after the alarm expired. After [43]

o Algorithm SSE or Second Strong Earthquake [43,91]. Its
aim is to predict whether or not a second strong earth-
quake will follow the one that had just occurred. An
alarm lasts 18 months after the first strong earthquake.
An example of prediction is shown in Fig. 3. Test-
ing by prediction in advance is set up for California,
Pamir and Tien Shan, Caucasus, Iberia and Maghreb,
the Dead Sea rift, and Italy. Since 1989 this algorithm
made 29 predictions; 24 of which were correct and 5
were wrong.

These scores demonstrate predictability of individual
earthquakes. A predictions’ accuracy is indeed limited, but
sufficient to prevent a considerable part of the damage.

o Algorithm RTP or Reverse Tracing of Precursors [37,81].
This algorithm gives alarms with a characteristic dura-
tion of months. An example of this prediction is shown
in Fig. 4. Testing by prediction in advance started only

few years ago for California, Japan, the Northern Pa-
cific, Eastern Mediterranean, and Italy with adjacent
areas.

Perspective. It is encouraging that only a small part of read-
ily available relevant data, models and theories have been
used for prediction so far. This suggests a potential for
a substantial increase of prediction accuracy.

Lithosphere as a Hierarchical Complex System

Two major factors turn the lithosphere into a hierarchi-
cal dissipative complex system [29,36,87]. The first one
is a hierarchical structure extending from tectonic plates
to grains of rocks. The second factor is instability caused
by a multitude of nonlinear mechanisms destabilizing the
strength and stress fields.

Among extreme events in that system are the strong
earthquakes. An earthquake may be an extreme event in
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Prediction of Simushir, Kuril Islands earthquakes, November
15th, 2006, Mw = 8.3 and January 13th, 2007, Mw = 8.2 by Al-
gorithm RTP. An earthquake with magnitude Mw = 7.2 is pre-
dicted to occur within the time interval from September 30th,
2006, to June 30th, 2007 in the area bordered by thered curve.
The red dots show epicenters of an earthquake-forming pre-
monitory chain. The blue stars show epicenters of the predicted
earthquakes

a certain volume of the lithosphere and a part of the back-
ground seismicity in a larger volume.

Structure

Blocks The structure of the lithosphere presents a hier-
archy of volumes, or blocks, which move relative to each
other. The largest blocks are the major tectonic plates, of
continental size. They are divided into smaller blocks, such
as shields or mountain belts. After 15-20 consecutive divi-
sions we come to about 10%° grains of rocks of millimeter
size.

Boundary zones Blocks are separated by relatively thin
and less rigid boundary zones. They are called fault zones
high in the hierarchy, then faults, sliding surfaces, and, fi-
nally, interfaces between grains of rock. Except at the bot-
tom of the hierarchy, a boundary zone presents a similar
hierarchical structure with more dense division. Some seg-

ments of the boundary zones, particularly in tectonically
young regions, might be less explicitly expressed, present-
ing a bundle of small ruptures not yet merged into a fault,
of a flexure not yet ruptured, etc.

Nodes These are even more densely fractured mosaic
structures formed around the intersections and junctions
of boundary zones. Their origin is due, roughly saying, to
collision of the corners of blocks [16,39,40,55]. The nodes
play a singular role in the dynamics of the lithosphere.
A special type of instability is concentrated within the
nodes and strong earthquakes nucleate in nodes. The epi-
centers of strong earthquakes worldwide are located only
within some specific nodes that can be identified by pat-
tern recognition [19,22].

Nodes are well known in the structural geology and ge-
omorphology and play a prominent textbook role in geo-
logical prospecting. However their connection with earth-
quakes is less widely recognized.

The formalized procedure for dividing a territory into
blocks = faults = nodes is given in [2].

Fault Network - A Stockpile of Instability

For brevity, the systems of boundary zones and nodes
are called here fault networks. They range from the Cir-
cum Pacific seismic belt, with the giant triple junctions for
the nodes, to interfaces between the grains of rocks, with
the corners of grains for the nodes. Their great diversity
notwithstanding, fault networks play a similar role in the
lithosphere dynamics. Specifically, while tectonic energy is
stored in the whole volume of the lithosphere and well be-
neath, the energy release is to a large extent controlled by
the processes in relatively thin fault networks. This con-
trast is due to the following.

First, the strength of a fault network is smaller than the
strength of blocks it separates: fault networks are weak-
ened by denser fragmentation and higher permeability to
fluids. For that reason, tectonic deformations are concen-
trated in fault networks, whereas blocks move essentially
as a whole, with a relatively smaller rate of internal defor-
mations. In other words, in the time scale directly relevant
to earthquake prediction (hundreds of years or less) the
major part of the lithosphere dynamics is realized through
deformation of fault networks and relative movement of
blocks.

Second, the strength of a fault network is not only
smaller, but also highly unstable, sensitive to many pro-
cesses there. There are two different kinds of such insta-
bility. The “physical” one is originated at the micro level
by a multitude of physical and chemical mechanisms re-
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viewed in the next section. “Geometric” instability is orig-
inated at a macro level controlled by the geometry of the
fault network (Sect. “Geometric Instability”). These insta-
bilities largely control dynamics of seismicity, the occur-
rence of strong earthquakes included.

“Physical” Instability [23,29]

As in any solid body, deformations and fracturing in the
lithosphere are controlled by the relation of the strength
field and stress field. The strength is in turn controlled
by a great multitude of interdependent mechanisms con-
centrated in the fault network. We describe, for illustra-

tion, several such mechanisms starting with the impact of
fluids.

Rehbinder Effect, or Stress Corrosion [14,85]

Mechanism Many solid substances lose their strength
when they come in contact with certain surface-active liq-
uids. The liquid diminishes the surface tension x and con-
sequently the strength, which is proportional to /it by
the Griffiths criterion. When the strength drops, cracks
may emerge under small stress. Then liquid penetrates the
cracks and they grow, with drops of liquid propelling for-

Geo-complexity and Earthquake Prediction, Figure 5

ward, until they dissipate. This greatly reduces the stress
required to generate the fracturing. Stress corrosion was
first discovered for metals and ceramics. Then such combi-
nations of solid substances and surface-active liquids were
recognized among the common ingredients of the litho-
sphere, e. g. basalt and sulphur solutions. When they meet,
the basalt is permeated by a grid of cracks and the efficient
strength may instantly drop by a factor of 10 or more due
to this mechanism alone.

Geometry of Weakened Areas  Orientation of such cracks
at each point is normal to the main tensile stress. The stress
field in the lithosphere may be very diverse. However, the
shape of weakened areas where the cracks concentrate may
be of only a few types, determined by the theory of sin-
gularities. Some examples are shown in Fig. 5, where thin
lines show the trajectories of cracks; each heavy line is
a separatrix, dividing the areas with different patterns of
trajectories.

If a liquid infiltrates from a place shown in Fig. 5 by
arrows, the cracks concentrate in the shaded area, and its
strength plummets. A slight displacement of the source
across the separatrix may strongly change the geometry of
such fatigue; it may be diverted to quite a different place
and take quite a different shape, although not an arbitrary

EEEERERERE’

Instability caused by stress corrosion. The geometry of weakened areas depends on the type of singularity and the place where the

chemically active fluid comes in. After [14]
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one. Furthermore evolution of the stress field may change
the type of a singularity, make it disappear or create a new
one, and the geometry of fatigue will follow suit.

Stress Corrosion is Highly Sensitive to Geochemistry of Flu-
ids For example, gabbro and dolerite are affected only in
the presence of iron oxides; Kamchatka ultrabasic rocks
are affected by the andesite lava liquids only in the pres-
ence of copper oxide, etc. Migration of fluids would cause
observable variations of electromagnetic and geochemical

fields.

Summing Up Stress corrosion brings into lithosphere
a strong and specific instability, which may explain many
observed premonitory seismicity patterns. However the
basic configurations of fatigue, as shown in Fig. 5 might
be realizable only in not-too-large areas. This limitation
stems from the dissipation of fluids and/or from the inho-
mogeneity of stress field.

Other Mechanisms Boundary zones feature several
other mechanisms, potentially as important and certainly
as complicated. A few more examples follow.

Mechanical Lubrication by fluids migrating through
a boundary zone [7]. The ensuing instability will be en-
hanced by fingers of fluids springing out at the front of mi-
gration [6].

Dissolution of Rocks Its impact is magnified by the Rikke
effect — an increase of solubility of rocks with pressure.
This effect leads to a mass transfer. Solid material is dis-
solved under high stress and carried out in solution along
the stress gradient to areas of lower stress, where it precip-
itates. The Rikke effect might be easily triggered in a crys-
talline massif at the corners of rock grains, where stress is
likely to concentrate.

Petrochemical Transitions Some of them tie up or release
fluids, as in the formation or decomposition of serpen-
tines. Other transitions cause a rapid drop of density, such
as in the transformation of calcite into aragonite. (This
would create a vacuum and unlock the fault; the vacuum
will be closed at once by hydrostatic pressure, but a rup-
ture may be triggered.).

Instability is created also by sensitivity of dynamic fric-
tion to local physical environment [50], mechanical pro-
cesses, such as multiple fracturing, buckling, viscous flow,
and numerous other mechanisms [49,70].

Most of the above mechanisms are sensitive to varia-
tions of pressure and temperature.

Geometric Instability [16]

The geometry of fault networks might be, and often is,
incompatible with kinematics of tectonic movements, in-
cluding earthquakes. This leads to stress accumulation, de-
formation, fracturing, and the change of fault geometry,
jointly destabilizing the fault network. Two integral mea-
sures of this instability, both concentrated in the nodes, are
geometric and kinematic incompatibility [16].

Each measure estimates the integrated effect of tec-
tonic movements in a wide range of time scales, from seis-
micity to geodetic movements to neotectonics.

Geometric Incompatibility The intersection of two
strike-slip faults separating moving blocks. Figure 6 is
a simple example of geometric incompatibility. If the
movements indicated by arrows in Fig. 6a could occur, the
corners A and C would penetrate each other and an in-
tersection point would split into a parallelogram (Fig. 6¢).
In the general case of a finite number of intersecting faults
their intersection point would split into a polygon. Such
splitting is not possible in reality; the collision at the cor-
ners leads to the accumulation of stress and deformations
near the intersection followed by fracturing and changes
of fault geometry. The divergence of the corners will be re-
alized by normal faulting.

The expansion of that unrealizable polygon with time,
S(t) = Gt?*/2, measures the intensity of this process. Here,
S is the area of the polygon, determined by the slip rates on
intersecting faults; ¢ is the elapsed time from the collision,
and G is the measure of geometric incompatibility.

b

[« d

B

Geo-complexity and Earthquake Prediction, Figure 6

Geometric incompatibility near a single intersection of faults. a,
b initial position of the blocks; ¢, d extrapolation of the blocks’
movement; a, ¢ the locked node: movement is physically unreal-
izable without fracturing or a change in the fault geometry; b, d
the unlocked node. After [16]
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Such incompatibility of structure and kinematics was
first described in [55] for a triple junction. The study es-
tablished a condition under which a single junction can
retain its geometry as the plates move, so that the stress
will not accumulate. It was suggested in [39,40] that the
general case, when that condition is not satisfied, the en-
suing fracturing would not dissolve the stress accumula-
tion, but only redistribute it among newly formed corners.
This triggers further similar fracturing with the result that
a hierarchy of progressively smaller and smaller faults is
formed about an initial intersection. This is a node, recog-
nizable by the dense mosaic structure, with probably self-
similar fractal geometry [39].

A real fault network contains many interacting nodes.
Incompatibility G is additive, and can be estimated for
a network as a whole. An analogue of the Stokes theorem
connects the total value of G within a territory with obser-
vations on its boundary. This removes the nearly impos-
sible task - to take into account complex internal struc-
ture of the nodes. One can instead surround the system
of nodes by a contour crossing the less complicated ar-
eas. Then the geometric incompatibility can be realisti-
cally evaluated from the movements of the fewer faults that
cross the contour.

Geometric incompatibility in different nodes is inter-
dependent, because they are connected through the move-
ments of blocks-and-faults system. A strong earthquake in
a node would redistribute values G in other nodes thus af-
fecting the occurrence of earthquakes there. Observations
indicating the interaction of nodes have been described
by [73,74]. These studies demonstrate phenomenon of
long-range aftershocks: a rise of seismic activity in the
area, where the next strong earthquake is going to occur
within about 10 years.

So far, the theory of geometric incompatibility has
been developed for the two-dimensional case, with rigid
blocks and horizontal movements.

Kinematic Incompatibility Relative movements on the
faults would be in equilibrium with the absolute move-
ments of blocks separated by these faults (one could be
realized through the other) under the well known Saint-
Venant condition of kinematic compatibility [8,56,57].
In the simplest case, shown in Fig. 6, this condition is
K = > v; = 0, where v; are slip rates on the faults meet-
ing at the intersection (thin arrows in Fig. 6). The value of
K is the measure of the kinematic incompatibility, caus-
ing accumulation of stress and deformation in the blocks.
A simple illustration of that phenomenon is the movement
of a rectangular block between two pairs of parallel faults.
The movement of the block as a whole has to be com-

pensated for by relative movements on all the faults sur-
rounding it: if, for example, the movement takes place on
only one fault, the stress will accumulate at other faults and
within the block itself thus creating kinematic incompati-
bility.

Like geometric incompatibility the values of K are also
additive: one may sum up values at different parts of the
network. And an analogue of the Stokes theorem links the
value of K for a region with observations on its boundary.

Generalization: Complexity and Extreme Events

Summing up, dynamics of the lithosphere is controlled by
awide variety of mutually dependent mechanisms concen-
trated predominantly within fault networks and interact-
ing across and along the hierarchy. Each mechanism cre-
ates strong instability of the strength-stress field, particu-
larly of the strength. Except for very special circumstances,
none of these mechanisms alone prevails in the sense that
the others can be neglected.

Even the primary element of the lithosphere, a grain
of rock, may act simultaneously as a material point, a vis-
coelastic body, an aggregate of crystals, a source or ab-
sorber of energy, fluids, volume, with its body and surface
involved in different processes.

Assembling the set of governing equations is unrealis-
tic and may be misleading as well: A well-known maxim
in nonlinear dynamics tells that one cannot understand
chaotic system by breaking it apart [12]. One may rather
hope for a generalized theory (or at least a model), which
directly represents the gross integrated behavior of the
lithosphere. That brings us to the concept that the mecha-
nisms destabilizing the strength of fault networks altogether
turn the lithosphere into a nonlinear hierarchical dissipa-
tive system, with strong earthquakes among the extreme
events. At the emergence of that concept the lithosphere
was called a chaotic system [29,66,87]; the more general
term is complex system [20,24,31,53,78,83].

General Scheme of Prediction

Typically for a complex system, the solid Earth exhibits
a permanent background activity, a mixture of interacting
processes providing the raw data for earthquake predic-
tion. Predictions considered here are based on detecting
premonitory patterns of that activity (Sect. “Definition”).

Pattern Recognition Approach

Algorithms described here consider prediction as the pat-
tern recognition problem: Given the dynamics of relevant
fields in a certain area prior to some time t, to predict



4186

Geo-complexity and Earthquake Prediction

whether a strong earthquake will or will not occur within
that area during the subsequent time interval (t, t + A).
Some algorithms also reduce the area where it will occur.

In terms of pattern recognition, the object of recogni-
tion is the time ¢. The problem is to recognize whether it
belongs or not to the time interval A preceding a strong
earthquake. That interval is often called the TIP (an
acronym for the time of increased probability of a strong
earthquake). Such prediction is aimed not at the whole
dynamics of seismicity but only at the rare extraordinary
phenomena, strong earthquakes.

Pattern recognition of rare events proves to be very effi-
cient in that approach to prediction. This methodology has
been developed by the school of I. Gelfand for the study of
rare phenomena of complex origin [9,19,34,71].

Data Analysis

Prediction algorithms are designed by analysis of the
learning material — a sample of past critical events and
the time series hypothetically containing premonitory pat-
terns. Analysis comprises four following steps:

1. Detecting premonitory patterns. Each time series con-
sidered is robustly described by the functionals Fi(t),
k =1, 2, ..., capturing hypothetical patterns (Fig. 7).
Hypotheses on what these patterns may be are pro-
vided by universal modeling of complex systems
(Sect. “Fourth Paradigm: Dual Nature of Premoni-
tory Phenomena”), modeling of Earth-specific pro-
cesses, exploratory data analysis, and practical expe-
rience, even if it is intuitive. Pattern recognition of
rare events is an efficient common framework for for-
mulating and testing such hypotheses, their diversity
notwithstanding.

With a few exceptions the functionals are defined in
sliding time windows; the value of a functional is at-
tributed to the end of the window. In the algorithms de-
scribed here the time series were earthquake sequences.

2. Discretization. Emergence of a premonitory pattern is
defined by the condition Fi(t) = Cy. The threshold Cy
is chosen is such a way that a premonitory pattern
emerges on one side of the threshold more frequently
then on another side. That threshold is usually defined
as a certain percentile of the functional Fy. In such ro-
bust representation of the data pattern recognition is
akin to exploratory data analysis developed in [86].

3. Formulating an algorithm. A prediction algorithm will
trigger an alarm when a certain combination of pre-
monitory patterns emerges. This combination is de-
termined by further application of pattern recognition
procedures [36,71].

Strong Earthquakes

Magnitude

TIP

Geo-complexity and Earthquake Prediction, Figure 7
General scheme of prediction. After [29]

4. Estimating reliability of an algorithm. This is necessary,
since an algorithm inevitably includes many adjustable
elements, from selecting the data used for prediction
and definition of prediction targets, to the values of nu-
merical parameters. In lieu of the closed theory a priori
determining all these elements they have to be adjusted
retrospectively, by predicting the past extreme events.
That creates the danger of self-deceptive data-fitting: If
you torture the data long enough, it will confess to any-
thing. Validation of the algorithms requires three con-
secutive tests.

o Sensitivity analysis: varying adjustable elements of
an algorithm.

o Out of sample analysis: applying an algorithm to past
data that has not been used in the algorithm’s devel-
opment.

e Predicting in advance - the only decisive test of
a prediction algorithm.

Such tests take a lion’s share of data analysis [17,19,36,93].
A prediction algorithm makes sense only if its perfor-
mance is (i) sufficiently better than a random guess, and
(ii) not too sensitive to variation of adjustable elements.
Error diagrams described in the next section show whether
these conditions are satisfied.

Error Diagram

Definition An error diagram shows three major charac-
teristics of a prediction’s accuracy. Consider an algorithm
applied to a certain territory during the time period T.
During the test N strong earthquakes have occurred there
and N, of them have been missed by alarms. Altogether,
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A alarms have been declared and Ay of them happened to
be false. The total duration of alarms is D.

Performance of an algorithm is characterized by three di-
mensionless parameters: the relative duration of alarms,
© = D/T; the rate of failures to predict, n = N,,/N; and
the rate of false alarms, f = A ¢/A. These three parameters
are necessary in any test of a prediction algorithm regard-
less of a particular methodology. They are juxtaposed on
the error diagrams schematically illustrated in Fig. 8. Also
called Molchan diagrams, they are used for validation and
optimization of prediction algorithms and for joint opti-
mization of prediction and preparedness [59,60,61,62,63].
In many applications parameter f is not yet considered. In
early applications they are called ROC diagrams for rela-
tive operating characteristics (e. g., [54]).

Four Paradigms

Central for determining premonitory patterns is what we
know about them a priori. In other words — what are a pri-
ori constraints on the functionals Fi(#) that would capture
these patterns (Sect. “Data Analysis”). These constraints
are given by the four paradigms described in this section.
They have been first found in the quest for premonitory
seismicity patterns in the observed and modeled seismic-
ity. There are compelling reasons to apply them also in
a wide variety of prediction problems.

Prehistory. New fundamental understanding of the
earthquake prediction problem was formed during the last
50 or so years, triggering entirely new lines of research. In

]

hindsight this understanding stems from the following un-
related developments in the early sixties.

e F. Press initiated the installation of the state-of-the-
art World-Wide Standardized Seismographic Network
(WWSSN) later on succeeded by the Global Seismo-
graphic Network (GSN). Thus a uniform data base be-
gan to accumulate, augmented by expanding satellite
observations.

e E. Lorenz discovered deterministic chaos in an ordi-
nary natural process, thermal convection in the at-
mosphere [51]. This triggered recognition of deter-
ministic chaos in a multitude of natural and socio-
economic processes; however, the turn of seismicity
and geodynamics in general came about 30 years later
[4,29,66,87]. The phenomenon of deterministic chaos
was eventually generalized by less rigorously defined
and more widely applicable concept of complexity [20,

,25].

e 1. Gelfand and J. Tukey, working independently,
created a new culture of exploratory data analysis
that allows coping with the complexity of a process
(e.g. [19,86)).

e R. Burridge and L. Knopoft [11] demonstrated that
a simple system of interacting elements may repro-
duce a realistically complex seismicity, fitting many ba-
sic heuristic constraints. The models of interacting ele-
ments developed in statistical physics extended to seis-
mology.

e L. Malinovskaya found a premonitory seismicity pat-
tern reflecting the rise of seismic activity [33]. This is



4188

Geo-complexity and Earthquake Prediction

the first reported earthquake precursor formally de-
fined and featuring long-range correlations and world-
wide similarity.

With broader authorship:

o DPlate tectonics established the connection between seis-
micity and large-scale dynamics of the lithosphere [41].
e Research in experimental mineralogy and rocks me-
chanics revealed a multitude of mechanisms that may

/

destabilize the strength in the fault zones [70].

First Paradigm: Basic Types of Premonitory Patterns

The approach of a strong earthquake is indicated by the fol-
lowing premonitory changes in the basic characteristics of
seismicity:

e Rising: Seismic activity, earthquakes clustering in
space-time, earthquake correlation range, and irregu-
larity of earthquake sequences. Rise of activity some-
times alternates with seismic quiescence.

e Transforming: Magnitude distribution (the Guten-
berg-Richter relation). Its right end (at larger magni-
tudes) bends upward, and left end bends downward.

e Reversing: territorial distribution of seismicity.

e Patterns of two more kinds yet less explored: Rising re-
sponse to excitation and decreasing dimensionality of
the process considered (i. e. rising correlation between
its components).

These patterns resemble asymptotic behavior of a thermo-
dynamical system near the critical point in phase tran-
sition. Some patterns have been found first in obser-
vations and then in models; other patterns have been
found in the opposite order. More specifics are given
in [15,17,30,31,35,36,67,79,80,83,84,93].

Patterns capturing rise of intensity and clustering, have
been validated by statistically significant predictions of
real earthquakes [43,65]; other patterns undergo different
stages of testing.

Second Paradigm: Long-Range Correlations

The generation of an earthquake is not localized about its
future source. A flow of earthquakes is generated by a fault
network, rather than each earthquake - by a segment of
a single fault. Accordingly, the signals of an approaching
earthquake come not from a narrow vicinity of the source
but from a much wider area.

What is the size of such areas? Let M and L(M) be the
earthquake magnitude and the characteristic length of its
source, respectively. In the intermediate-term prediction

(on a time scale of years) that size may reach 10L(M); it
might be reduced down to 3L or even to L in a second ap-
proximation [43]. On a time scale of about 10 years that
size reaches about 100L. For example, according to [71],
the Parkfield (California) earthquake with M about 6 and
L ~ 10km “... is not likely to occur until activity picks up
in the Great Basin or the Gulf of California”, about 800 km
away.

Historical perspective. An early estimate of the area

where premonitory patterns are formed was obtained
in [33] for a premonitory rise of seismic activity. C. Rich-
ter, who was sceptical about the feasibility of earthquake
prediction, made an exception to that pattern, specifically
because it was defined in large areas. He wrote [75]:
It is important that (the authors) confirm the necessity of
considering a very extensive region including the center of
the approaching event. It is very rarely true that the ma-
jor event is preceded by increasing activity in its immediate
vicinity.”

However, such spreading of premonitory patterns has
been often regarded as counterintuitive in earthquake pre-
diction research on the grounds that earthquakes can’t
trigger each other at such distances. The answer is that
earthquakes forming such patterns do not trigger each
other but reflect an underlying large-scale dynamics of
the lithosphere. Among the indisputable manifestations
of that correlation are the following phenomena: migra-
tion of earthquakes along fault zones [47,52,58,90]; al-
ternate rise of seismicity in distant areas [71] and even
in distant tectonic plates [76]. Global correlations have
been found also between major earthquakes and other
geophysical phenomena, such as Chandler wobble, vari-
ations of magnetic field, and the velocity of Earth’s ro-
tation [34,72]. These correlations may be explained by
several mechanisms not mutually exclusive. Such mech-
anisms range from micro-fluctuations of large scale tec-
tonic movements to impact of migrating fluids (e. g., [1,5,
7,10,69,71,82,84,89]).

Third Paradigm: Similarity

Premonitory phenomena are similar (identical after nor-
malization) in the extremely diverse environments and in
a broad energy range (e. g, [1,33,36]). The similarity is not
unlimited however and regional variations of premonitory
phenomena do emerge.

Normalized prediction algorithms retain their predic-
tion power in active regions and platforms, with the mag-
nitude of target earthquakes ranging from 8.5 to 4.5. Fur-
thermore, similarity extends to induced seismicity, and to
multiple fracturing in engineering constructions and lab-
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Synthetic earthquake sequence consecutively zoomed. Shaded areas mark zoomed intervals. The model shows the rich variety of
behavior on different timescales. Note that the ratio of timescales for the top and bottom panels is 102. After [17]

oratory samples (e. g., [3,35,43]). Ultimately, a single but
explicit demonstration of similarity was obtained for star-
quakes - ruptures of the crust of neutron star [45], where
the conditions are extremely different than in the Earth.
Altogether the corresponding elastic energy release ranges
from ergs to 10% ergs (even to 10 ergs if the starquake is
counted in).

However, the performance of prediction algorithms
does vary from region to region (see [21,35,63]). It is not
yet clear whether this is due to imperfect normalization, or
to limitations on similarity itself.

Fourth Paradigm:
Dual Nature of Premonitory Phenomena

Some premonitory patterns are “universal”, common for hi-
erarchical complex systems of different origin; other are spe-
cific to geometry of fault networks or to a certain physical
mechanism controlling the strength and stress fields in the
lithosphere.

Universal patterns. These are most of the patterns so
far known. They can be reproduced on models not spe-
cific to the Earth only, e. g. models of a statistical physics
type (direct or inverse cascade, colliding cascades, percola-
tion, dynamical clustering), models of critical phenomena
in fluid dynamics, as well as Earth-specific models them-
selves.

Complete analytical definition of premonitory pat-
terns was obtained recently on the branching diffusion
model [18]. Definition includes only three control param-
eters, thus strongly reducing uncertainty in data analysis
(Sect. “Data Analysis”).

Reviews of such models can be found in [15,17,36,66,

,89,93]. Discussion of particular patterns is given also
in [25,42,67,68,88,92].

An example of an earthquake sequence generated by
a universal model is shown in Fig. 9 [17]. The modeled
seismicity exhibits major features of real seismicity: seis-
mic cycle, switching of seismic regime, the Gutenberg-
Richter relation, foreshocks and aftershocks, long-range
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correlation, and, finally, the premonitory seismicity pat-
terns.

Earth-specific patterns are not yet incorporated in pre-
diction algorithms. We discuss here the patterns reflect-
ing the state of the nodes - structures where the strong
earthquakes are nucleated (see Sect. “Structure”). Quanti-
tative characteristics of that state are geometric incompat-
ibility G (Sect. “Geometric Instability”). It shows whether
the nodes are locked up or unlocked and quantifies their
tendency to fracture and change of the faults geometry.
Change of G might create or dissolve such feature as asper-
ities, relaxation barriers, weak links, and replacement of
seismicity by creep or “silent” earthquakes [16]. These fea-
tures would migrate from node to node with velocity typi-
cal of seismicity migration: tens to hundreds km/year [90].
All this makes monitoring of G highly relevant to detect-
ing premonitory patterns. A simple pattern of that kind
is seismic quiescence around the soon-to-break nodes
(e.g., [44,58,77]). A simple highly promising possibility
is considering separately premonitory phenomena inside
and outside of nodes (e. g., [77]).

Earthquake Prediction
and Earthquake Preparedness

Given the limited accuracy of predictions, how do we use
them for damage reduction? The key to this is to esca-
late or de-escalate preparedness depending on the follow-
ing: content of the current alarm (what and where is pre-
dicted), probability of a false alarm, and cost/benefit ra-
tio of disaster preparedness measures. Prediction might be
useful if its accuracy is known, even if it is not high. Such is
the standard practice in preparedness for all disasters, war
included.

Diversity of Damage

Earthquakes hurt population, economy, and environ-
ment in very different ways: destruction of buildings, life-
lines, etc; triggering fires; releasing of toxic, radioactive
and genetically active materials; triggering other natural
disasters, such as floods, avalanches, landslides, tsuna-
mis, etc.

Equally dangerous are the socio-economic and polit-
ical consequences of earthquakes: disruption of vital ser-
vices (supply, medical, financial, law enforcement, etc.),
epidemics, drop of production, slowdown of economy,
unemployment, disruptive anxiety of population, profi-
teering and crime. The socio-economic consequences may
be inflicted also by the undue release of predictions.

Different kinds of damage are developing at different
time and space scales, ranging from immediate damage to

chain reaction, lasting tens of years and spreading region-
ally if not worldwide.

Diversity of Disaster Preparedness Measures Such di-
versity of damage requires a hierarchy of disaster pre-
paredness measures, from building code and insurance
to mobilization of post disaster services to red alert. It
takes different times, from decades to seconds to under-
take different measures; having different cost they can be
maintained for different time periods; and they have to be
spread over different territories, from selected sites to large
regions. No single stage can replace another one for dam-
age reduction and no single measure is sufficient alone.

On the other hand many important measures are inex-
pensive and do not require high accuracy of prediction. An
example is the Northridge, California, earthquake, 1994,
which caused economic damage exceeding $30 billion. Its
prediction, published well in advance [48], was not pre-
cise — the alarm covered a time period of 18 months and
an area 340 km in diameter with dramatically uneven vul-
nerability. However, low-cost actions, undertaken in re-
sponse to this prediction (e. g. an out of turn safety inspec-
tion) would be well justified if even just a few percent of
the damage were prevented.

Joint Optimization of Prediction and Preparedness

The choice of preparedness measures is by no means
unique. Different measures may supersede or mutually ex-
clude one another, leaving the decision-maker a certain
freedom of choice [38]. The definition of the prediction al-
gorithm is not unique either. The designer of the algorithm
has certain freedom to choose the tradeoff between differ-
ent characteristics of its accuracy (rate of failures to pre-
dict, duration of alarms, and rate of failures to predict) by
varying adjustable elements of the algorithm (Sect. “Gen-
eral Scheme of Prediction”). That leads to the problem,
typical for decision-making with incomplete information:
to optimize jointly prediction and preparedness. Figure 10
shows the scheme of such optimization. This figure shows
also advantages of a new formulation of prediction: paral-
lel applications of several versions of an algorithm.
Further discussion can be found in [27,28,63,64].

Further Goals

Particularly encouraging for further earthquake prediction
research is the wealth of relevant data, models, and theo-
ries that are available and yet untapped (the want amidst
plenty pattern, Conference and School on Predictability
of Natural Disasters for our Planet in Danger. A System
View: Theory, Models, Data Analysis, 25 June - 6 July
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Joint optimization of prediction and preparedness based on the
theory of optimal control. Dots show points on the error dia-
gram. I" is their envelope. Thin contours (y) show loss curves
with constant value of a prevented loss. Optimal strategy is the
tangent point of contours I" and y. After [63]

2007, Trieste, ICTP, http://cdsagenda5.ictp.it/full_display.
php?ida=a06204). Likely within reach is a new generation
of prediction algorithms, about five- to ten-fold more ac-
curate than existing ones.

In the general scheme of things, this is a part of wider
developments: Emergence of the newly integrated dynam-
ics of the solid Earth, extending from a fundamental con-
cept succeeding plate tectonics to predictive understand-
ing and (with luck) control of geological and geotechnical
disasters. And predictive understanding of extreme events
(critical phenomena) in the complex systems formed, sep-
arately and jointly, by nature and society.
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Glossary

Target system The system under investigation. Usually
the target system is a part of degrees of freedom in
a nanostructure whose state is described quantum me-
chanically.

Environment The system which interacts with the target
system and influences its state. The environment may
be the parts of degrees of freedom in the nanostructure
other than the target, the systems which surround the
nanostructure and interact with the target system, or
an external electric or magnetic field which is exerted
on the target system.

Hamiltonian The quantum operator that describes the
energy of the system and acts on the Hilbert space for
the quantum states. It is usually denoted by H with
subscript indicating the described system.

Eigen energy and eigen wave function  For time-inde-
pendent (stationary) Hamiltonian the system can only
take specific values of energy, called the eigen energies.
Corresponding every eigen energy there is a state of the
system described by the eigen wave function. All eigen
wave functions are normalized and orthogonal to each
other, forming a complete linear space.

Hilbert space A complete linear space spanned by all
eigen wave functions of the time-independent Hamil-
tonian. Any states of the related system can be ex-
pressed as a vector in this linear space.

Parameter space The space spanned by parameters
which specify the interactions of the environment
on the target system. In a dynamical process in which
the geometric phase is investigated, the parameters are
assumed to be periodically varying in time. The period
is denoted as T.

Evolution of wave functions During a period of varia-
tion of parameters, the Hamiltonian transverses a cir-
cle and returns to its initial situation at the end of the
period. In this process the wave function of the target
system also undergoes an evolution with the time.

Dynamical phase Even though the Hamiltonian is time
independent, the wave function of the target system
still has a time dependent phase factor denoted as
¢4 In a period T of a periodic dynamical pro-
cess the phase y4 acquired by the target wave func-
tion, which is calculated under the assumption that the
Hamiltonian is the averaged one and stationary in this
period, is called the dynamical phase.

Geometric phase If the Hamiltonian is periodically time-
dependent, the phase y acquired by the target wave
function in a period of the evolution is different from
the dynamical phase y4. The difference y; = y — yq is
called the geometric phase.

Adiabatic approximation If the evolution of the Hamil-
tonian is slow enough so that there is no transition be-
tween different eigen wave functions of the target sys-
tem during the evolution, this evolution is regarded as
adiabatic. The approximation based on the adiabatic
assumption of the process is called adiabatic approxi-
mation.

Berry phase The geometric phase calculated in the adia-
batic approximation is called the Berry phase.

Quantum interference In the case where the states of
a nanostructure are quantum mechanically described
by wave functions, the amplitude of a resultant wave
function can be constructively enhanced when its
components have the same phase, or can be destruc-
tively weakened when its components have opposite
phases. Generically the resultant wave function de-
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