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Abstract. We present a conservative spectral method for the fully nonlinear Boltzmann collision operator based on the weighted convolution structure in Fourier space developed by Gamba and Tharkabhushananam. This method can simulate a broad class of collisions, including both elastic and inelastic collisions as well as angularly dependent cross sections in which grazing collisions play a major role. The extension presented in this paper consists of factorizing the convolution weight on quadrature points by exploiting the symmetric nature of the particle interaction law, which reduces the computational cost and memory requirements of the method to $O(M^2N^4 \log N)$ from the $O(N^6)$ complexity of the original spectral method, where $N$ is the number of velocity grid points in each velocity dimension and $M$ is the number of quadrature points in the factorization, which can be taken to be much smaller than $N$. We present preliminary numerical results.
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INTRODUCTION

There are many difficulties associated with numerically solving the Boltzmann equation, most notably the dimensionality of the problem and the conservation of the collision invariants. For physically relevant three dimensional applications the distribution function is seven dimensional and the velocity domain is unbounded. In addition, the collision operator is nonlinear and requires evaluation of a five dimensional integral at each point in phase space. The collision operator also locally conserves mass, momentum, and energy, and any approximation must maintain this property to ensure that macroscopic quantities evolve correctly.

Spectral methods are a deterministic approach that compute the collision operator to high accuracy by exploiting its Fourier structure. These methods grew from the analytical works of Bobylev [1] developed for the Boltzmann equation with Maxwell type potential interactions and integrable angular cross section, where the corresponding Fourier transformed equation has a closed form. Spectral approximations for these type of models where first proposed by Pareschi and Perthame [2]. Later Pareschi and Russo [3] applied this work to variable hard potentials by periodizing the problem and its solution and implementing spectral collocation methods. Spectral methods have advantages over Direct Simulation Monte Carlo Methods (DSMC) in many applications, in particular time dependent problems, low Mach number flows, high mean velocity flows, and flows that significantly deviate from equilibrium. In addition, deterministic methods avoid the statistical fluctuations that are typical of particle based methods.

Inspired by the work of Ibragimov and Rjasanow [4], Gamba and Tharkabhushanam [5, 6] observed that the Fourier transformed collision operator takes the form of a weighted convolution and developed a spectral method based on the weak form of the Boltzmann equation that provides a general framework for computing both elastic and inelastic collisions. Macroscopic conservation is enforced by solving a numerical constrained optimization problem that finds the closest distribution function in $L^2$ in the computational domain to the output of the collision term that conserves the macroscopic quantities. This optimization problem is the approximation of the projection of the Boltzmann solution to the space of collision invariants associated to the corresponding collision operator [7]. In addition these methods do not impose periodization on the function but rather assume that solution of the underlying problem on the whole phase space is obtained by the use of the Extension Operator in Sobolev spaces. They are also shown in the space homogeneous, hard potential case, to converge to the Maxwellian distribution with the conserved moments corresponding to the endowed collision invariants. Such convergence and error estimates results heavily rely on the...
The angular cross section function corresponds to the interparticle potentials used in the derivation of the collisional cross section and choices of \( \lambda \) are denoted as variable hard potentials (VHP) for \( 0 < \lambda < 1 \), hard spheres (HS) for \( \lambda = 1 \), Maxwell molecules (MM) for \( \lambda = 0 \), and variable soft potentials (VSP) for \( -3 < \lambda < 0 \). The \( \lambda = -3 \) case corresponds to a Coulombic interaction potential between particles. If \( b(\cos \theta) \) is independent of \( \theta \) we call the interactions isotropic, e.g., in the case of hard spheres in three dimensions. We will only consider isotropic interactions in this paper.

### REVIEW OF ORIGINAL NUMERICAL METHOD

The space homogeneous elastic Boltzmann equation is given by the initial value problem

\[
\frac{\partial}{\partial t} f(v,t) = Q(f,f)(v,t), \quad (1)
\]

with

\[
v \in \mathbb{R}^d, \quad f(v,0) = f_0(v),
\]

where \( f(v,t) \) is a probability density distribution in \( v \)-space and \( f_0 \) is assumed to be at least locally integrable with respect to \( v \).

The collision operator \( Q(f,f) \) is a bilinear integral form in \((v,t)\) given by

\[
Q(f,f)(v,t) = \int_{v_\ast \in \mathbb{R}^d} \int_{\omega \in S^{d-1}} B(|v - v_\ast|, \cos \theta) (f(v_\ast') f(v') - f(v_\ast) f(v)) d\omega dv_\ast, \quad (2)
\]

where the velocities \( v', v_\ast' \) are determined through a given collision rule depending on \( v, v_\ast \). The positive term of the integral in (2) evaluates \( f \) in the pre-collisional velocities that can result in a post-collisional velocity the direction \( v \). The scattering cross section \( B(|v - v_\ast|, \cos \theta) \) is a given non-negative function depending on the size of the relative velocity \( u := v - v_\ast \) and \( \cos \theta = \frac{u \cdot \omega}{|u|} \), where \( \omega \) in the \( n - 1 \) dimensional sphere \( S^{n-1} \) is referred to as the scattering direction, which coincides with the direction of the post-collisional elastic relative velocity.

The elastic interaction law written in the scattering direction \( \omega \) is given by

\[
\begin{align*}
v' &= v + \frac{1}{2} (|u| \omega - u), \\
v_\ast' &= v_\ast - \frac{1}{2} (|u| \omega - u), \\
B(|u|, \cos \theta) &= |u|^2 b(\cos \theta).
\end{align*}
\]

The angular cross section function \( b(\cos \theta) \) may or may not be integrable with respect to \( \theta \); the case when integrability holds is referred to as the Grad cut-off assumption on the angular cross section.

The parameter \( \lambda \) regulates the collision frequency as a function of the relative velocity \(|u|\). This parameter corresponds to the interparticle potentials used in the derivation of the collisional cross section and choices of \( \lambda \) are denoted as variable hard potentials (VHP) for \( 0 < \lambda < 1 \), hard spheres (HS) for \( \lambda = 1 \), Maxwell molecules (MM) for \( \lambda = 0 \), and variable soft potentials (VSP) for \(-3 < \lambda < 0\). The \( \lambda = -3 \) case corresponds to a Coulombic interaction potential between particles. If \( b(\cos \theta) \) is independent of \( \theta \) we call the interactions isotropic, e.g., in the case of hard spheres in three dimensions. We will only consider isotropic interactions in this paper.
The key step our formulation of the spectral numerical method is the use of the weak form of the Boltzmann collision operator. For a suitably smooth test function \( \phi(v) \) the weak form of the collision integral is given by

\[
\int_{\mathbb{R}^d} Q(f, f) \phi(v) dv = \int_{\mathbb{R}^{d} \times \mathbb{S}^{d-1}} f(v) f(v) B(|u|, \cos \theta)(\phi(v') - \phi(v)) d\omega dv, dv.
\]

If one chooses

\[
\phi(v) = e^{-i \zeta \cdot v} / (\sqrt{2\pi})^d,
\]

then (4) is the Fourier transform of the collision integral with Fourier variable \( \zeta \):

\[
\hat{\mathcal{Q}}(\zeta) = \frac{1}{(\sqrt{2\pi})^d} \int_{\mathbb{R}^d} Q(f, f) e^{-i \zeta \cdot v} dv,\]

\[
= \int_{\mathbb{R}^{d} \times \mathbb{S}^{d-1}} f(v) f(v) B(|u|, \cos \theta) (e^{-i \zeta \cdot v'} - e^{-i \zeta \cdot v}) d\omega dv, dv
\]

\[
= \int_{\mathbb{R}^d} G(u, \zeta) \mathcal{F}[f(v) f(v - u)](\zeta) du,
\]

where \( \mathcal{F}(\cdot) \) denotes the Fourier transform and

\[
G(u, \zeta) = |u|^{\lambda} \int_{S^{d-1}} b(\cos \theta) \left( e^{-i \zeta \cdot u} \cos \theta - 1 \right) d\omega.
\]

Further simplification can be made by writing the Fourier transform inside the integral as a convolution of Fourier transforms:

\[
\hat{\mathcal{Q}}(\zeta) = \int_{\mathbb{R}^d} \hat{G}(\xi, \zeta) \hat{f}(\zeta - \xi) \hat{f}(\xi) d\xi,
\]

where the convolution weights \( \hat{G}(\xi, \zeta) \) are given by

\[
\hat{G}(\xi, \zeta) = \frac{1}{(\sqrt{2\pi})^d} \int_{\mathbb{R}^d} G(u, \zeta) e^{-i \zeta \cdot u} du.
\]

These convolution weights can be precomputed once to high accuracy and stored for future use. For many collision types the complexity of the integrals in the weight functions can be reduced dramatically through analytical techniques.

The computational cost to compute \( \hat{\mathcal{Q}}(\zeta) \) is \( O(N^6) \), as each of the \( N^3 \) points on the \( \zeta \) grid requires computation of a 3D integral. These integrals are highly independent and very amenable to high performance distributed computing, however the major speedbump for modern supercomputers is memory, not computation. There are \( N^6 \) convolution weights to store, which requires, for example 32 GB of space for \( N = 40 \). Instead we seek a decomposition of \( \hat{G}(\xi, \zeta) \) in a more compact and computationally convenient form.

**FORMULATION OF FAST NUMERICAL METHOD**

Our goal is to find a decomposition of \( \hat{G}(\xi, \zeta) \) in the following form:

\[
\hat{G}(\xi, \zeta) = \sum_i \alpha_i(\xi) \beta_i(\zeta),
\]

then equation (7) can be written as

\[
\hat{\mathcal{Q}}(\zeta) = \sum_i \int_{\mathbb{R}^d} \alpha_i(\xi) \beta_i(\zeta) \hat{f}(\zeta - \xi) \hat{f}(\xi) d\xi
\]

\[
= \sum_i \beta_i(\xi) \int_{\mathbb{R}^d} \hat{f}(\zeta - \xi) \left[ \alpha_i(\xi) \hat{f}(\xi) \right] d\xi,
\]
which is now a pure convolution, and can be sped up by the Fast Fourier Transform.

Recall from above that

\[ \hat{G}(\xi, \zeta) = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} |u|^{\lambda} \int_{\mathbb{S}^2} \left[ e^{-i \frac{1}{2} |u| \xi \cdot \omega + i (\frac{1}{2} \zeta - \xi) \cdot u} - e^{-i \zeta \cdot u} \right] d\omega \, du. \]  

(11)

We integrate \( u \) first in the space where \( f \) lives in. Let \( u = r \omega_{\theta, \varphi}, \quad \omega_{\theta, \varphi} = (\cos \theta \sin \varphi, \sin \theta \sin \varphi, \cos \varphi), \quad du = r^2 \sin \varphi \, dr \, d\varphi \, d\theta, \) then

\[ \hat{G}(\xi, \zeta) = \frac{1}{(2\pi)^3} \int_{0}^{2\pi} \int_{0}^{\pi} \int_{0}^{\infty} r^{\lambda+2} \sin \varphi \int_{\mathbb{S}^2} \left[ e^{-i \frac{1}{2} r \xi \cdot \omega \sin \varphi} \omega_{\theta, \varphi} e^{i (\frac{1}{2} r \zeta - \xi) \cdot \omega_{\theta, \varphi}} - e^{-i r \zeta \cdot \omega_{\theta, \varphi}} \right] d\omega \, dr \, d\varphi \, d\theta. \]  

(12)

We next numerically integrate \( r, \theta, \) and \( \varphi, \)

\[ \hat{G}(\xi, \zeta) = \frac{1}{(2\pi)^3} \sum_{r, \theta, \varphi} q_r q_{\theta} q_{\varphi} r^{\lambda+2} \sin \varphi \int_{\mathbb{S}^2} \left[ e^{-i \frac{1}{2} r \xi \cdot \omega \sin \varphi} \omega_{\theta, \varphi} e^{i (\frac{1}{2} r \zeta - \xi) \cdot \omega_{\theta, \varphi}} - e^{-i r \zeta \cdot \omega_{\theta, \varphi}} \right] d\omega, \]  

(13)

where \( q_r, q_{\theta}, \) and \( q_{\varphi} \) are the quadrature weights. The integral part in the above equation is given by

\[ \int_{\mathbb{S}^2} \left[ e^{-i \frac{1}{2} r \xi \cdot \omega \sin \varphi} \omega_{\theta, \varphi} e^{i (\frac{1}{2} r \zeta - \xi) \cdot \omega_{\theta, \varphi}} - e^{-i r \zeta \cdot \omega_{\theta, \varphi}} \right] d\omega = e^{-i r \zeta \cdot \omega_{\theta, \varphi}} e^{i \frac{1}{2} r \zeta \cdot \omega_{\theta, \varphi}} \int_{\mathbb{S}^2} e^{-i \frac{1}{2} r \xi \cdot \omega} d\omega - e^{-i r \zeta \cdot \omega_{\theta, \varphi}} \int_{\mathbb{S}^2} b \, d\omega \]

(14)

where

\[ A_{r, \theta, \varphi}(\zeta) = e^{-i r \zeta \cdot \omega_{\theta, \varphi}}, \quad B_{r, \theta, \varphi}(\zeta) = e^{i \frac{1}{2} r \xi \cdot \omega_{\theta, \varphi}} \int_{\mathbb{S}^2} e^{-i \frac{1}{2} r \xi \cdot \omega} d\omega, \quad C_{\theta, \varphi} = \int_{\mathbb{S}^2} b \, d\omega. \]  

(15)

Function \( A \) is readily known. Functions \( B \) and \( C \) involving integrals in \( \omega \) can be precomputed and tabulated. In particular, if \( b \equiv 1/(4\pi) \), then

\[ B(\zeta) = e^{i \frac{1}{2} r \zeta \cdot \omega_{\theta, \varphi}} \sin \left( \frac{r |\zeta|}{2} \right), \quad C = 1. \]  

(16)

Inserting expansion (14) into (13), we obtain

\[ \hat{G}(\xi, \zeta) = \frac{1}{(2\pi)^3} \sum_{r, \theta, \varphi} q_r q_{\theta} q_{\varphi} r^{\lambda+2} \sin \varphi A_{r, \theta, \varphi}(\zeta) \left[ B_{r, \theta, \varphi}(\zeta) - C_{\theta, \varphi} \right], \]  

(17)

which is exactly the type of decomposition we wanted at the beginning.

The final cost for computing \( \hat{G}(\zeta) \) would be \( O(M_r M_\theta M_\phi N^3 \log N) \). From experience \( M_\theta, M_\phi \) can be chosen relatively small and \( M_r \) should be \( O(N) \), the cost is roughly \( O(M^2 N^4 \log N) \). The storage requirement for precomputation is \( O(M_r M_\theta M_\phi N^3) \), which is roughly \( O(M^2 N^4) \). As reference, the cost and storage of original method are both \( O(N^6) \).

**NUMERICAL RESULTS**

To verify the numerical method, we use the Bobylev-Krook-Wu solution to the homogeneous Boltzmann equation. This is an explicit solution that takes the form

\[ f(v, t) = \frac{1}{2(2\pi K)^{3/2}} \left( \frac{5K - 3}{K} + \frac{1 - K}{K^2} |v|^2 \right) e^{-|v|^2/2K}, \]  

where
where $K(t) = 1 - e^{-t/6}$. We take the initial time $t_0 = 5.5$ to ensure the distribution is nonnegative.

In Fig. 1 we show the slice of the distribution $f(v_1, 0, 0)$ computed with $N = 17, M_θ = M_φ = 8$ (symbols) against the exact solution (dashed lines) at times $t = 6.5, 8.5, 10.5$, which shows good agreement. In Fig. 2, we show the same computation with $N = 65, M_θ = M_φ = 8$, which also shows good agreement with the true solution despite the large

**FIGURE 1.** Slice of Bobylev-Krook-Wu solution with $N = 17, M_θ = M_φ = 8$. Squares: solution at $t = 6.5$; circles: solution at $t = 8.5$; triangles: solution at $t = 10.5$. Dotted lines: true solution.

**FIGURE 2.** Slice of Bobylev-Krook-Wu solution with $N = 65, M_θ = M_φ = 8$. Squares: solution at $t = 6.5$; circles: solution at $t = 8.5$; triangles: solution at $t = 10.5$. Dotted lines: true solution.
difference between $M$ and $N$.

To check the computational efficiency of the method, we compare the fast method described in the third section to the original spectral method described in the second section. In table 1, we show a comparison of the time required for a single evaluation of the collision operator. These computations were performed on the Stampede supercomputer at the Texas Advanced Computing Center. Entries marked by an asterisk require too much storage for the convolution weights to fit in the memory of a single node, and are instead computed using stored dummy values.

### CONCLUSIONS AND OUTLOOK

As can be seen from the computational time scaling results, this method offers the ability to move past the memory bottlenecks required to compute problems that require large values of $N$. While it is still expensive per evaluation, it is now computationally feasible. However for relatively small values of $N$ the original method outperforms the fast method due to the lack of overhead caused by computing all of the extra FFTs. It only requires a single FFT and IFFT and a simple update to $\hat{Q}$ when computing the convolution, as opposed to the $NM^2$ FFTs and additional quadrature-related multiplications required for the fast method.

Future work will seek to further demonstrate the utility of this method by computing problems that require a high amount of resolution, such as high Mach number shocks and bump on tail problems. We will also extend it to the case of angularly dependent cross sections, which requires a more careful handling of the weight decomposition especially in the case of grazing collisions [12]. We will also examine the role of further leveraging high performance computing resources to further decrease the computational requirements of the fast method.
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