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Chapter 1: Computation of primary decompositions

In a polynomial ring in one variable, say R = Q[x], it is easy to compute the primary

decomposition say of (x4 − 1):

(x4 − 1) = (x2 + 1) ∩ (x− 1) ∩ (x+ 1).

The reason that this computation is easy is that we readily found the irreducible factors

of the polynomial x4 − 1. In general, finding irreducible factors is a necessary prerequisite

for the computation of primary decompositions. In these notes we make the STANDING

ASSUMPTION that for any field k that arises as a finite field extension of Q or of a

finite field, and for any variable x over k, one can compute all irreducible factors of any

polynomial in k[x]. The reader interested in more details about polynomial factorization

should consult [24] or [12, page 38].

Throughout all rings are Noetherian and commutative with identity.

1.1 Introduction to primary ideals and primary decompositions

Definition 1.1.1 An ideal I in a ring R is primary if I 6= R and every zerodivisor in

R/I is nilpotent.

Facts 1.1.2

(1) Any prime ideal is primary.

(2) If I is a primary ideal, then
√
I = {r ∈ R : rl ∈ I for some l ∈ N} is a prime ideal.

Furthermore, if P =
√
I, then I is also called P -primary.

(3) If I is P -primary, there exists a positive integer n such that Pn ⊆ I .

(4) The intersection of any two P -primary ideals is P -primary.

(5) If
√
I is a prime ideal, it need not be the case that I is primary, nor is it the case

that the square of a prime ideal is primary. For example, let P be the kernel of

the ring homomorphism k[X, Y, Z] → k[t] taking X to t3, Y to t4, and Z to t5.

Then P = (x3 − yz, y2 − xz, z2 − x2y) is a prime ideal, the radical of P 2 is P ,

x5 + xy3 − 3x2yz + z3 6∈ P 2 by an easy degree count, x 6∈ P , but

x(x5 + xy3 − 3x2yz + z3) = (x3 − yz)2 − (y2 − xz)(z2 − x2y),

which proves that P 2 is not primary.

(6) Suppose that I is an ideal such that
√
I is a maximal ideal. Then I is a primary

ideal. Namely, if r ∈ R is a zerodivisor modulo I , then as R/I is Artinian with
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only one maximal ideal, necessarily the image of r is in this maximal ideal. But

then a power of r lies in I .

(7) Let P be a prime ideal and I a P -primary ideal. Then for any r ∈ R,

I : r =





I, if r 6∈ P ;
R, if r ∈ I;
a P -primary ideal strictly containing I, if r ∈ P \ I.

Moreover, there exists r ∈ R such that I : r = P .

(8) Let R → S be a ring homomorphism, and I a primary ideal in S. Then I ∩ R is

primary to
√
I ∩R.

(9) Let U be a multiplicatively closed subset of R. There is a one-to-one correspondence

between prime (resp. primary) ideals in R disjoint from U and prime (resp. primary)

ideals in U−1R given by I 7→ IU−1R for I an ideal in R, and J 7→ J ∩ R for J an

ideal in U−1R.

(10) If I is P -primary and x is a variable over R, then IR[x] is PR[x]-primary.

Definition 1.1.3 Let I be an ideal in a ring R. A decomposition I = ∩s
i=1qi is a primary

decomposition of I if q1, . . . , qs are primary ideals.

If in addition all
√
qi are distinct and for all i, ∩j 6=iqj 6⊆ qi, then the decomposition is

called irredundant or minimal.

By Facts 1.1.2, the following is immediate:

Proposition 1.1.4 If I = ∩s
i=1qi is a (minimal) primary decomposition, then for any

multiplicatively closed set U such that U−1I 6= U−1R,

U−1I =
⋂

qi∩U=∅
U−1qi

is a minimal primary decomposition.

Emmy Noether proved the existence of primary decompositions:

Theorem 1.1.5 Every proper ideal I in a Noetherian ring R has a (minimal) primary

decomposition.

Proof. Once existence of a primary decomposition is established, existence of a minimal

one is straightforward: if the radicals of two components are identical, we replace the two

components with one component, namely their intersection, and if one component contains

the intersection of the others, then that one component is redundant and is omitted. So it

suffices to prove the existence of any primary decomposition.

If I is primary, the decomposition consists of I only. In particular, if I is a maximal

ideal, it has a primary decomposition. So assume that I is not primary. Then by definition
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there exist a, b ∈ R such that ab ∈ I , a 6∈ I and b 6∈
√
I. As R is Noetherian, the chain

I ⊆ I : b ⊆ I : b2 ⊆ · · · terminates. Choose n such that I : bl = I : bl+1 = · · ·. It is

straightforward to prove that I = (I : bl) ∩ (I + (bl)). By assumption a ∈ (I : bl) \ I

and bl ∈ (I + (bl)) \ I . Thus both I : bl and I + (bl) properly contain I . By Noetherian

induction, these two larger ideals have a primary decomposition, and the intersection of

the two decompositions gives a possibly redundant primary decomposition of I .

Observe that the proof above is rather non-constructive: how does one decide whether

an ideal is primary, and even if somehow one knows that an ideal is not primary, how can

one determine the elements a and b? Nevertheless, this is a crucial step in the algorithm

for computing primary decompositions in polynomial rings that we present. An important

point for algorithmic computing is also that the ascending chain I ⊆ I : b ⊆ I : b2 ⊆ · · · is
special: as soon as we have one equality I : bl = I : bl+1, then for all m ≥ l, I : bl = I : bm.

(General ascending chains do not have this property.)

Example 1.1.6 For monomial ideals it is straightforward to decide when they are pri-

mary: a monomial ideal I in R = k[X1, . . . , Xn] is primary if and only if whenever a variable

Xj divides some minimal monomial generator of I , then a power of Xj is contained in I .

This fact at the same time makes the existence of primary decompositions of monomial

ideals as outlined in the proof of the previous theorem constructive. Namely, set b = Xj

and a to be the monomial generator divided by Xj , repeat the construction as in the proof

of the previous theorem to obtain two strictly larger monomial ideals, and use Noetherian

induction. In particular, we apply this to I = (x2, xy, xz). With b = y and a = x we get

that I : y = I : y2 and so that

I = (I : y) ∩ (I + (y)) = (x) ∩ (x2, y, xz).

Now (x) is alredy primary (even prime), but (x2, y, xz) is not. We apply b = z, a = x to

get that (x2, y, xz) = ((x2, y, xz) : z) ∩ ((x2, y, xz) + (z)) = (x, y)∩ (x2, y, z), so that

I = (x) ∩ (x, y)∩ (x2, y, z).

Clearly (x, y) is redundant, so that finally we get the minimal primary decomposition

I = (x) ∩ (x2, y, z).

But this is not the only possible primary decomposition. Namely, in the last step we could

have used (x2, y, xz) = ((x2, y, xz) : z2)∩ ((x2, y, xz)+ (z2)) = (x, y)∩ (x2, y, xz, z2), to get

that

I = (x) ∩ (x, y)∩ (x2, y, xz, z2) = (x) ∩ (x2, y, xz, z2),

which gives a different primary decomposition.

This gives an example of non-uniqueness of primary decompositions. However, certain

uniqueness does hold:
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Theorem 1.1.7 If I = q1 ∩ · · · ∩ qs is a minimal primary decomposition, then

{√q1, . . . ,
√
qs} equals the set of all prime ideals of the form I : f as f varies over

elements of R. In particular, the set {√q1, . . . ,
√
qs} is uniquely determined. If

√
qi is

minimal (under inclusion) in this set, then qi is uniquely determined as

I√qi ∩R.

More generally, for each i, there exists li ∈ N such that
√
qi

li ⊆ qi. Then

I =
s⋂

i=1

(√
qi

li + I)√q
i
∩R

)

is also a primary decomposition.

Proof. By minimality of the primary decomposition, for each i there exists r ∈ ∩j 6=iqj \ qi.
Then I : r = (q1 : r) ∩ · · · ∩ (qs : r) = qi : r is primary to

√
qi, and by Facts 1.1.2, there

exists r′ ∈ R such that qi : (rr
′) = (qi : r) : r

′ equals
√
qi. Conversely, suppose that I : f is

a prime ideal. This means that (q1 : f) ∩ · · · ∩ (qs : f) is a prime ideal, so necessarily this

prime ideal equals some qi : f . But by Facts 1.1.2, necessarily this prime ideal equals
√
qi.

This proves the first two statements of the theorem.

The third statement follows from Facts 1.1.2 and Proposition 1.1.4, and the fourth

one from Facts 1.1.2. For the last statement, observe that (
√
qi

li + I)√q
i
is primary to

the maximal ideal and contained in the localization of qi, so that (
√
qi

li + I)√q
i
∩ R is√

qi-primary and contained in qi. Since it also contains I , it follows that

I ⊆
s⋂

i=1

(√
qi

li + I)√q
i
∩R

)
⊆

s⋂

i=1

qi = I,

so that equality holds throughout.

The primes appearing in this theorem are called associated primes, and their set

is denoted as Ass(R/I). When the li are taken to be minimal possible, the resulting

primary decomposition is called canonical (see works by Ortiz [20], Ojeda and Piedra-

Sánchez [18], [19] and Ojeda [17]).

Yao proved that the (non-unique) primary components can be mixed and matched

more generally than in the last statement in the theorem:

Theorem 1.1.8 (“Mix-and-match”, Yao [25]) Let {P1, . . . , Ps} = Ass(R/I), that

I =
s⋂

i=1

qji, j = 1, . . . , s

is a primary decomposition of I with
√
qji = Pi for all i, j. Then I =

⋂s

i=1 qii is also a

primary decomposition.
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The following appeared in the proof of Theorem 1.1.5: for any element b ∈ R and any

ideal I of R, I ⊆ I : b ⊆ I : b2 ⊆ · · ·. By Noetherian assumption, there exists l such that

I : bl = I : bl+1, and hence I = (I : bl) ∩ (I + (bl)). Thus straightforwardly

Ass

(
R

I : bl

)
⊆ Ass

(
R

I

)
⊆ Ass

(
R

I : bl

)⋃
Ass

(
R

I + (bl)

)
.

Incidentally, the stable value of I : bn is also often written as I : b∞.

It is left as an exercise that

Ass

(
R

I : b

)
⊆ Ass

(
R

I

)
⊆ Ass

(
R

I : b

)⋃
Ass

(
R

I + (b)

)

even when I 6= (I : b) ∩ (I + (b)). This latter fact can be very helpful for example if b is a

variable, so that a primary decomposition of I + (b) is essentially done in the polynomial

ring in fewer variables and can thus possibly be handled by induction on the dimension of

the polynomial ring.

We also leave as an exercise the useful fact that if I is homogeneous in a Z
d-graded

ring, then so are all of the associated primes of I , and there exists a primary decomposition

of I all of whose components are homogeneous. This has to do with zerodivisors in graded

rings.

1.2 Basic facts of Gröbner bases

In this section R = k[X1, . . . , Xn], where k is a field and X1, . . . , Xn are variables

over k.

Definition 1.2.1 A monomial order on R is a total order > on the monomials of R

such that 1 is the smallest of all monomials and such that whenever m1 > m2, then

mm1 > mm2.

Examples 1.2.2

(1) The lexicographic order is a monomial order with Xa1

1 · · ·Xan
n ≥ Xb1

1 · · ·Xbn
n if

the left-most non-zero entry in (a1 − b1, . . . , an − bn) is positive.

(2) The degree lexicographic order is a monomial order with Xa1

1 · · ·Xan
n ≥

Xb1
1 · · ·Xbn

n if a1 + · · ·+ an > b1 + · · ·+ bn, or a1 + · · ·+ an = b1 + · · ·+ bn and the

left-most non-zero entry in (a1 − b1, . . . , an − bn) is positive.

(3) The degree reverse lexicographic order is a monomial order withXa1

1 · · ·Xan
n ≥

Xb1
1 · · ·Xbn

n if the right-most non-zero entry in (a1 − b1, . . . , an − bn) is negative.

(4) If > is a monomial order on k[X1, . . . , Xd] and >′ is a monomial order on

k[Xd+1, . . . , Xn], then the product order on k[X1, . . . , Xn] is a monomial



7

order with Xa1

1 · · ·Xan
n ≥ Xb1

1 · · ·Xbn
n if either Xa1

1 · · ·Xad

d ≥ Xb1
1 · · ·Xbd

d or

Xa1

1 · · ·Xad

d = Xb1
1 · · ·Xbd

d and X
ad+1

d+1 · · ·Xan
n ≥ X

bd+1

d+1 · · ·Xbn
n .

Whatever order > we choose, for any non-zero f ∈ R, the leading monomial lm (f)

is the unique largest monomial m ∈ R that appears in f with a non-zero coefficient. The

coefficient of this monomial in f is called the leading coefficient, and is denoted by lc (f).

The leading term of f is ltf = lc f · lm f .

Definition 1.2.3 For any ideal I in R and any monomial order >, a finite set G ⊂ I is

called a Gröbner basis of I if for every f ∈ I there exists g ∈ G such that ltf is a multiple

of ltg.

Definition 1.2.4 Let G be a non-empty subset of R. A reduction step with respect

to (G,≥) is a procedure which takes as input a polynomial f in R and whose output is

a polynomial f − mg ∈ R, where g ∈ G and the monomial m are chosen so that lt(f)

equals mlt(g). If there is no such g, the reduction step returns f . A reduction with

respect to (G,≥) is a procedure which applies recursively reduction steps to polynomials

and stops either when the reduction step returns the zero polynomial or when it returns

the polynomial whose leading monomial is not a multiple of the leading monomial of any

element of G.

By definition, if G is a Gröbner basis of I , then any element f ∈ I reduces to 0 with

respect to G. Thus a Gröbner basis of I is necessarily a generating set of I . Furthermore,

f ∈ R reduces to 0 with respect to G if and only if f ∈ I .

Gröbner bases exist, by the following algorithm due to Buchberger:

Algorithm 1.2.5 (Gröbner basis algorithm) Let F be a field, let R be the polynomial

ring F [X1, . . . , Xn], and let ≥ be a monomial order on the set of all products of variables

X1, . . . , Xn. For any f, g ∈ R, the S-polynomial of f and g is

S(f, g) = lc g
lcm(lm f, lm g)

lm f
f − lc f

lcm(lm f, lm g)

lm g
g.

Input: A finite generating set G of an ideal I in R.

Output: A Gröbner basis G of I .

for all f, g ∈ G,
reduce S(f, g) with respect to G
if the resulting polynomial is not 0, add it to G

repeat as long as any S(f, g) does not reduce to 0 with respect to G

It takes a bit of an effort to prove that the output is indeed a Gröbner basis, and we

do not prove that here. Here is a discussion on the termination of this algorithm. At every

step of the loop in the algorithm, we add a polynomial f to G only under the condition
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that ltf is not a multiple of the leading terms of elements of the current G. If the loop

were infinite, i.e., if we had to add infinitely many elements to G, then we’d be at the same

time constructing an infinite strictly increasing chain of monomial ideals, contradicting the

Noetherian property of R.

In case n = 1, the reduction step is simply the division algorithm, and computing the

Gröbner basis is finding elements in the ideal of smaller and smaller degrees, until we get

to the greatest common divisor of all the generators of the ideal.

The following are straightforward to prove from the definitions:

Facts 1.2.6 Throughout R = k[X1, . . . , Xn].

(1) If > is the lexicographic order or the product order as in Examples 1.2.2, then for

any ideal I in R, I ∩ k[Xd+1, . . . , Xn] is computable. More specifically, if G is a

Gröbner basis of I , then G ∩ k[Xd+1, . . . , Xn] is computable (check if the finitely

many elements of G only involve the first d variables), and I ∩ k[Xd+1, . . . , Xn] =

G ∩ k[Xd+1, . . . , Xn]. (This is called elimination of variables X1, . . . , Xd.)

(2) The intersection of two ideals in R is computable: If I, J are ideals in R and t is a

variable over R, then by commutative algebra

I ∩ J = (I · t+ J · (t− 1))R[t] ∩R,

and so by the previous item, I ∩ J is computable.

(3) I : J is computable. Namely, if J = (j1, . . . , js), then I : J = ∩s
i=1(I : ji), and by

the previous item it suffices to prove that I : j is computable for an element j ∈ R.

But (I : j) · j = I ∩ (j) is computable, and since the polynomial rings are integral

domains, I : j is obtained from I ∩ (j) be dividing each generator by j.

(4) For any ideal I and any non-zero element f in R, the contraction of the localization

If ∩R is computable. Namely, by commutative algebra, If ∩R equals both I : f∞

and (ItR[t] + (ft− 1)R[t])∩R, where t is a variable over R. Each equality gives a

computable method.

Proposition 1.2.7 Let A = k[X1, . . . , Xd] ⊆ R = k[X1, . . . , Xn]. Then for any ideal I

in R, IA\(X1) ∩R is computable.

Proof. The proof shows how to compute it.

We impose the lexicographic order Xn > · · · > X1 on R. Any term t in R can be

written as aMt, where a is a term in A and Mt is a monomial in k[Xd+1, . . . , Xn]. For

each f ∈ R, let f̃ be the sum of all those terms t in f for which Mt = Min f . Write

f̃ = afX
ef
1 Min f for some non-negative integer ef and some af ∈ A \ (X1). We also write

Mf for Min f .

Let G be a Gröbner basis of I .

Claim: If f ∈ IA\(X1) ∩R then there exist g ∈ G and r ∈ A \ (X1) such that rf̃ ∈ g̃ R.
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Proof of the claim: Let f ∈ IA\(X1) ∩R. Then for some c ∈ A\ (X1), cf ∈ I , so that in(cf)

is a multiple of in g for some g ∈ G. Write in(cf) = aXe
1M(in g) for some a ∈ A \ (X1),

e ∈ N, and some monomial M in k[Xd+1, . . . , Xn]. We will prove that it is possible to

find g such that ecf ≥ e + eg. Suppose that ecf < e + eg . Then there exists a term in

cf that is a k[X2, . . . , Xd]-multiple of X
ecf
1 Mcf and that is not cancelled in cf − aXe

1Mg.

Thus cf − aXe
1Mg has a term t with Mt = Mcf and et = ecf < e + eg . Suppose that

we have a1, . . . , as−1 ∈ A \ (X1), M1, . . . ,Ms−1 monomials in k[Xd+1, . . . , Xn], and non-

negative integers e1, . . . , es−1 such that for all j = 1, . . . , s−1, in(cf −∑j−1
i=1 aiX

ei
1 Migi) =

in(ajX
ej
1 Mjgj), and ecf < egj + ej . Set h = cf −∑s−1

i=1 aiX
ei
1 Migi. By the last conditions,

Mh = Mcf = MjMgj for all j. As h is in I , we have that the initial term of h is

asX
es
1 Ms(in gs) for some gs ∈ G, as ∈ A \ (X1), es ∈ N, and some monomial Ms in

k[Xd+1, . . . , Xn]. Since the monomial ordering is a well-ordering, this cannot go on forever,

so that for some g ∈ G, ecf ≥ eg + e. But then agcf̃ = ag c̃f = afX
ecf−eg
1 Mg̃. This proves

the claim.

Set b =
∏

g∈G ag . Certainly Ib ∩ R ⊆ IA\(X1) ∩ R. Now let f ∈ IA\(X1) ∩ R. To

prove that f ∈ Ib ∩ R, it suffices to assume that among all f in (IA\(X1) ∩ R) \ Ib, the

term Mf is smallest. By the claim, there exist g ∈ G, r ∈ A \ (X1) and h ∈ R such

that rf̃ = hg̃ = hagX
eg
1 Mg. Let u = gcd(r, h). Then r

u
f̃ = h

u
agX

eg
1 Mg. Since R is

a UFD, necessarily r
u

∈ A \ (X1) is a factor of ag , hence of b. Write b = v r
u
. Then

bf̃ = v r
u
f̃ = v h

u
agX

eg
1 Mg . Set h = bf − v h

u
g. By construction, Mh < Mbf = Mf . If

Mf = 1, then h = 0, and in general, h ∈ IA\(p) ∩ R. By induction on Mh, h ∈ Ib ∩ R, so

that bf = h+ v h
u
g ∈ Ib ∩R, whence f ∈ Ib ∩R. This proves that Ib ∩ R = IA\(p) ∩R.

Finally, by the facts above, Ib ∩R = I : b∞ is computable.

1.3 Computing radicals and primary decompositions

In this section we present the Gianni-Trager-Zacharias algorithm [9]. We use Gröbner

bases and induction on the number of variables. By the STANDING ASSUMPTION we

can compute radicals and primary decompositions in k[X1, . . . , Xn] if n ≤ 1. Now suppose

that n > 1.

Alternate algorithms for computing primary decompositions can be found in the pa-

per [6] by Eisenbud, Huneke, and Vasconcelos, and in the paper by [21] by Shimoyama

and Yokoyama. A survey with clear exposition on algorithms and the current state of

computation is in the paper [3] by Decker, Greuel and Pfister.

Reduction step 1: To compute a primary decomposition, we reduce to the case where

I∩A is primary for all subrings A of R generated over k by a proper subset of the variables

X1, . . . , Xn.

Proof. Fix one such A. Let J = I ∩ A. By induction we can compute a minimal primary

decomposition J = q1 ∩ · · · ∩ qs. If s = 1, we are done, so we suppose that s > 1. We want
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to identify i such that
√
qi is a minimal associated prime ideal. We want to accomplish

this with minimal computing effort. We could certainly compute all the radical ideals and

compare them, but radicals can be time-consuming, so the radical is not a goal in itself,

we avoid its computation. Instead, we compute some colon ideals. If q1 : qi 6= q1 for some

i > 1, then
√
q1 is definitely not a minimal prime, so we can eliminate q1 from further

pairwise tests. If instead q1 : qi = q1 for all i = 2, . . . , s, then
√
qi is a minimal prime ideal.

With such coloning in finitely many steps we identify i such that
√
qi is a minimal prime

ideal. Say i = 1.

Now we want r ∈ q2 ∩ · · · ∩ qs \
√
q1. Certainly we can find r ∈ q2 ∩ · · · ∩ qs \ q1: one

of the generators of q2 ∩ · · · ∩ qs is not in q1, and this can be tested. By prime avoidance,

it is even true that a random/generic element r of q2 ∩ · · · ∩ qs is not in
√
q1. Ask the

computer to give you a random element r of q2 ∩ · · · ∩ qs, and then r 6∈ √
q1 if and only

if q1 : r = q1. Thus while random generation may not reliably produce an element of

q2∩· · ·∩ qs \
√
q1, we do have a computable method via colon of checking for this property.

In practice, one would probably ask for one random r, test it, and if the test fails, ask for

a new random element, and if necessary repeat a small finite number of times. A reader

uncomfortable with the randomness of this procedure, should instead compute
√
q1, and

then test successively for a generator of q2 ∩ · · · ∩ qs to not be in
√
q1.

So suppose that we have r ∈ q2 ∩ · · · ∩ qs \
√
q1. As on page 6, there exists a positive

integer l such that I : rl = I : rl+1. This ideal is strictly larger than I as it contains q1R.

Furthermore, I + (rl) is strictly larger than I since r 6∈ √
q1 and hence r 6∈

√
I . If we can

obtain a primary decomposition of the strictly larger ideals I : rl and I + (rl), then we

get one also for I = (I : rl) ∩ (I + (rl)). Thus by replacing I by the strictly larger ideals

I : rl and I + (rl), we get strictly larger intersections with A, and we continue this until

the intersections are primary.

We repeat this procedure with all the possible A. While working on a new I ∩A′, the
intersections I ∩ A with the old A can only get larger, but by the Noetherian property of

A it can get larger only finitely many times. Since there are only finitely many possible A

this procedure has to stop.

Reduction step 2: To compute a primary decomposition, we reduce to the case where

I ∩ k[Xi] is non-zero for all i.

Suppose that I ∩ k[X1] = (0). This is a principal prime ideal, so that by Proposi-

tion 1.2.7, there is a computable non-zero b ∈ k[X1] such that Ik(X1)[X2, . . . , Xn] ∩ R =

I : b∞. Let l be a positive integer such that I : b∞ = I : bl. The ideal I + (bl) has the

desired property that its intersection with k[X1] is not zero. Since I = (I : bl) ∩ (I + (bl)),

it suffices to find a primary decomposition of I : bl.

By induction on the number of variables, we can compute a minimal primary decom-

position Ik(X1)[X2, . . . , Xn] = q1∩· · ·∩qs. If s = 1, then by the one-to-one correspondence

between primary ideals before and after localization, I : bl is primary, and we are done.

So we may assume that s > 1. Then as in the proof of Reduction step 1 we can compute
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r ∈ k(X1)[X2, . . . , Xn] that is a non-nilpotent zerodivisor modulo Ik(X1)[X2, . . . , Xn]. We

can write r = r1
r2

for some r1 ∈ R, r2 ∈ A\(X1), and by ignoring the unit r2 we may assume

that r = r1 ∈ R. Then I is the intersection of strictly larger ideals I : rl and I + (rl) in R,

and we proceed by Noetherian induction on ideals in R.

We repeat this with I ∩ k[Xi] for all i > 1.

Reduction step 3: To compute a primary decomposition, we reduce to the case where

I ∩ k[Xi] is non-zero for all i and I ∩ A is primary for all subrings A of R generated over

k by a proper subset of the variables X1, . . . , Xn.

For this repeat the first two reduction steps. Again by Noetherian induction in each

of the finitely many rings this step terminates in finitely many steps.

Reduction step 4: To compute the radical, we reduce to the case where I ∩ k[Xi] is

non-zero for all i and I ∩A is primary for all subrings A of R generated over k by a proper

subset of the variables X1, . . . , Xn.

Note that Reduction step 1 for the computation of primary decompositions successively

replaces I by strictly larger ideals J1, . . . , Js such that I = J1∩· · ·∩Js and such that Ji∩A

is primary for all A and all i. Since
√
I =

√
J1 ∩ · · · ∩ √

Js, it suffices to compute
√
Ji for

all i.

If I∩k[X1] = (0), by induction on the number of variables we can compute the radical of

Ik(X1)[X2, . . . , Xn]. Let g1, . . . , gt be a generating set of this radical. By possibly clearing

denominators, we may assume that g1, . . . , gt ∈ R. Then the radical of Ik(X1)[X2, . . .Xn]

intersected with R equals J = (g1, . . . , gt)k(X1)[X2, . . .Xn] ∩ R. This is a radical ideal,

and it is computable by Proposition 1.2.7. Certainly
√
I ⊆ J . More precisely by Propo-

sition 1.2.7, there exists non-zero b ∈ k[X1] such that (g1, . . . , gt)k(X1)[X2, . . .Xn] ∩ R

= (g1, . . . , gt) : b
∞. Then I : b∞ = I : bl for some l, I = (I : bl)∩ (I + (bl)), and the radical

of I is J ∩
√

I + (bl), so it suffices to compute the radical of the strictly larger ideal I+(bl).

So we may assume that I ∩ k[X1] 6= (0), and more generally that I ∩ k[Xi] 6= (0) for all i.

Repetition of this and Noetherian induction bring to a successful reduction in this

step.

Theorem 1.3.1 The radical and the primary decomposition of an ideal I in R are com-

putable.

Proof. We have reduced to the case where I ∩ k[X1] = (f1), . . . , I ∩ k[Xn] = (fn), and

I ∩ k[X1, . . . , Xn−1] are primary.

By our STANDING ASSUMPTION, (pi) =
√
(fi) is computable. In characteristic

zero, this computation is easier: pi =
fi

gcd(fi,f ′

i
) .

By induction on the number of variables we can compute the radical of I ∩
k[X1, . . . , Xn−1]. Since we assumed that I ∩ k[X1, . . . , Xn−1] is primary, it follows

that its radical is a maximal ideal; call it M . (In characteristic zero, as in [13],

M = I ∩ k[X1, . . . , Xn−1] + (p1, . . . , pn−1) because k[X1, . . . , Xn−1]/(p1, . . . , pn−1) =
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(k[X1]/(p1)) ⊗k · · · ⊗k (k[Xn−1]/(pn−1)) is a tensor product of finitely generated field

extensions of k, and is thus reduced, semisimple, so that any ideal in this ring is radical.)

Since I∩k[Xn] 6= (0), necessarily I is not a subset ofMR. We can compute g ∈ I\MR.

Even more, since R/MR = k[X1,...,Xn−1]
M

[Xn] is a principal ideal domain, we can compute

g ∈ I such that g(R/MR) = I(R/MR). By the STANDING ASSUMPTION, there exists

g1, . . . , gs ∈ R such that the gi(R/MR) are pairwise non-associated and irreducible, and

such that g(R/MR) = ga1

1 · · · gas
s (R/MR) for some positive integers a1, . . . , as.

Then I ⊆ ∩i(MR + giR) = MR + (g1 · · · gs)R ⊆
√
I, the associated primes of I are

MR+ giR, i = 1, . . . , s,
√
I = ∩i(MR+ giR), and the (MR+ giR)-primary component of

I is I : (
∏

j 6=i gj)
∞. All of these are computable.

Example 1.3.2 Let I = (x2 + yz, xz − y2, x2 − z2) in Q[x, y, z]. We roughly follow

the outline of the algorithm, with some human ingenuity to skip computational steps.

Clearly yz + z2 ∈ I ∩ k[y, z] and it appears unlikely that a power of z is contained in

I ∩ k[y, z]. (We could use elimination and Gröbner bases to compute precisely I ∩ k[y, z] =

(yz + z2, y3 + z3).) Thus z is a non-nilpotent zerodivisor modulo I . By the algorithm

we compute I : z = (y + z, xz − z2, x2 − z2), I : z2 = (y + z, x − z) = I : z3, which is

clearly prime and hence primary. Furthermore, I + (z2) = (x2, yz, xz − y2, z2) has radical

(x, y, z), which is a maximal ideal, so that I+(z2) is primary. Thus I = (I : z2)∩ (I+(z2))

= (y + z, x − z) ∩ (x2, yz, xz − y2, z2) is a primary decomposition, and clearly it is an

irredundant one.



Chapter 2: Expanded lectures on binomial ideals

In these pages I present the commutative algebra gist of the Eisenbud–Sturmfels pa-

per [7]. The paper employs lattice and character theory, but this presentation, inspired by

Melvin Hochster’s, avoids that machinery.

The main results are that the associated primes, the primary components, and the

radical of a binomial ideal in a polynomial ring are binomial if the base ring is algebraically

closed.

Kahle wrote a program [11] that computes binomial decompositions extremely fast:

the input fields do not have to be algebraically closed, but the program adds the necessary

roots of numbers.

Throughout, R = k[X1, . . . , Xn], where k is a field and X1, . . . , Xn are variables over k.

Amonomial is an element of the formXa for some a ∈ N
n
0 , and a term is a scalar multiple

of a monomial. The words “monomial” and “term” are often confused, and in particular,

a binomial is defined as the difference of two terms. (In my opinion, we should switch the

meanings of “monomial” and “term”.) An ideal is binomial if it is generated by binomials.

Here are some easy facts:

(1) Every monomial is a binomial, hence every monomial ideal is a binomial ideal.

(2) The sum of two binomial ideals is a binomial ideal.

(3) The intersection of binomial ideals need not be binomial: (t−1)∩(t−2) = t2−3t+2,

which is not binomial in characteristics other than 2 and 3.

(4) Primary components of a binomial ideal need not be binomial: in R[t], the binomial

ideal (t3 − 1) has exactly two primary components: (t− 1) and (t2 + t+ 1).

(5) The radical of a binomial ideal need not be binomial: Let t, X, Y be variables over

Z/2Z, k = (Z/2Z)(t), R = k[X, Y ], and I = (X2 + t, Y 2 + t + 1). Note that I

is binomial (as t + 1 is in k), and
√
I = (X2 + t, X + Y + 1), and this cannot be

rewritten as a binomial ideal as there is only one generator of degree 1 and it is not

binomial.

Thus, for the announced good properties of binomial ideals, we do need to make a

further assumption, namely, from now on, all fields k are algebraically closed, and then

the counterexamples to primary components and radicals do not occur.

Can the theory be extended to trinomial ideals (with obvious meanings)? The question

is somewhat meaningless, because all ideals are trinomial after adding variables and a

change of variable. Namely, let f = a1+a2+ · · ·+am be a polynomial with m terms. Intro-

duce new variables t3, . . . , tm. Then k[X1, . . . , Xn]/(f) = k[X1, . . . , Xn, t3, . . . , tm]/(a1 +

a2− t3,−t3+a3− t4,−t4+a4− t5, . . . ,−tm−2+am−2− tm−1,−tm−1+am−1− tm). In this

way an ideal I in a polynomial ring can be rewritten for some purposes as a trinomial ideal
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in a strictly larger polynomial ring, so that essentially every ideal is trinomial in this sense.

Then the general primary decomposition and radical properties follow – after adding more

variables.

But binomial ideals are special. By Buchberger’s algorithm, a Gröbner basis of a bino-

mial ideal is binomial: all S-polynomials and all reductions of binomial ideals with respect

to binomials are binomial. Thus whenever I is a binomial ideal and A is a polynomial

subring generated by some of the variables of R, then I ∩A is binomial. In particular, from

the commutative algebra fact that I ∩ J = (tI + (t − 1)J)R[t] ∩ R, where t is a variable

over R, whenever I is binomial and J is monomial, then I ∩ J is binomial. Similarly, for

any monomial j, I ∩ (j) and I : j are binomial.

Proposition 2.0.1 Let I be a binomial ideal, and let J1, . . . , Jl be monomial ideals. Then

there exists a monomial ideal J such that (I + J1) ∩ · · · ∩ (I + Jl) = I + J .

Proof. We can take a k-basis B of R/I to consist of monomials. By Gröbner bases of

binomial ideals, (I + Jk)/I is a subspace whose basis is a subset of B. Thus ∩((I + Jk)/I)

is a subspace whose basis is a subset of B, which proves the proposition.

Binomial ideals are sensitive to the coefficients appearing in the generators. This has

implications in complexity theory, as well as in practical computations. For example, if the

characteristic of k is not 0 and R is a polynomial ring in m×n variables Xij , the ideal gen-

erated by the 2× 2-determinants of [Xij ]i,j is a prime ideal (see for example [2]), whereas

the ideal generated by such permanents (both coefficients +1) generate a prime ideal pre-

cisely when m = n = 2, they generate a radical ideal precisely when min {m,n} ≤ 2, and

whenever m,n ≥ 3, the number of minimal primes is n+m+
(
n
2

)(
m
2

)
. (This is due to [14].)

2.1 Binomial ideals in S = k[X1, . . . , Xn, X
−1
1 , . . . , X−1

n ] = k[X1, . . . , Xn]X1···Xn

Any binomial Xa − cXb can be written up to unit in S as Xa−b − c.

Let I be a proper binomial ideal in S. Write I = (Xe − c : some e ∈ Z
n, ce ∈ k∗).

(All ce are non-zero since I is assumed to be proper.)

If e, e′ occur in the definition of I , set e′′ = e− e′, e′′′ = e+ e′. Then

Xe − ce = Xe′+e′′ − ce ≡ ce′X
e′′ − ce mod I,

Xe − ce = Xe′′′−e′ − ce ≡ c−1
e′ Xe′′′ − ce mod I,

so that e′′ is allowed with ce′′ = cec
−1
e′ , and e′′′ is allowed with ce′′′ = cece′ . In par-

ticular, the set of all allowed e forms a Z-submodule of Z
n. Say that it is generated

by m vectors. Records these vectors into an n × m matrix A. We just performed

some column reductions: neither these nor the rest of the standard column reductions

over Z change the ideal I . But we can also perform column reductions! Namely, S =
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k[X1X
m
2 , X2, . . . , Xn, (X1X

m
2 )−1, (X2)

−1, . . . , (Xn)
−1], and we can rewrite any monomial

Xa as (X1X
m
2 )a1Xa2−ma1

2 Xa3

3 · · ·Xan
n , which corresponds to the second row of the matrix

becoming the old second row minus m times the old first row (and other rows remain un-

changed). Simultaneously we changed the variables, but not the ring. So all row reductions

are allowed, they do not change the ideal, but they do change the ideal. We work this out

on an example:

Example 2.1.1 Let I = (x3y − 7y3z, xy− 4z2) in k[x, y, z], where the characteristic of k

is different from 2 and 7. This yields the 3× 2 matrix of occurring exponents:

A =




3 1
−2 1
−1 −2


 .

We will keep track of the coefficients 7 and 4 for the columns like so:

A =




3 1
−2 1
−1 −2


 .

7 4

We first perform some elementary column reductions, keeping track of the ce (if all ce are 1,

then there is no reason to keep track of these, they will always be 1):

A →




1 3
1 −2
−2 −1


 →




1 0
1 −5
−2 5


 .

4 7 4 7/43

We next perform the row reductions, and for these we will keep track of the names of

variables (in the obvious way):

x
y
z




1 0
1 −5
−2 5


 →

xy
y
z




1 0
0 −5
−2 5


 →

xyz−2

y
z



1 0
0 −5
0 5


 →

xyz−2

y
zy−1



1 0
0 0
0 5


 →

xyz−2

zy−1

y



1 0
0 5
0 0


 .

In these reductions, the coefficients remained 4 and 7/43.

This was only a special case, but obviously the procedure works for any binomial

ideal in S: the matrix A can be row- and column-reduced, keeping track of the variables

and coefficients. Once we bring the matrix of exponents into standard form, every proper

binomial ideal in S is of the form (X ′m1

1 − c1, . . . , X
′md

d − cd) for some d ≤ n, some mi ∈ N,

some ci ∈ K∗, and some X ′
i are are products of positive and negative powers of X1, . . . , Xn

in a way that S = k[X ′
1, . . . , X

′
n, X

′−1
1 , . . . , X ′−1

n ].
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Now the following are obvious: in characteristic zero,

I =
⋂

u
mi
i

=ci

(X ′
1 − u1, . . . , X

′
d − ud),

where all the primary components are distinct, binomial, and prime. Thus here all associ-

ated primes, all primary components, and the radical are all binomial ideals, and moreover

all the associated primes have the same height and are thus all minimal over I .

In positive prime characteristic p, write each mi as pvini for some positive vi and

non-negative ni that is not a multiple of p. Then

I =
⋂

u
mi
i

=ci

((X ′
1 − u1)

pv1
, . . . , (X ′

d − ud)
pvd

).

The listed generators of each component are primary. These primary components are

binomial, as (X ′
i − ui)

pvi = X
′pvi

i − u
pvi

i . The radicals of these components are all the

associated primes of I , and they are clearly the binomial ideals (X ′
1−u1, . . . , X

′
d−ud). All

of these prime ideals have the same height, thus they are all minimal over I . Furthermore,

√
I =

⋂

u
mi
i

=ci

(X ′
1 − u1, . . . , X

′
d − ud) = (X ′n1

1 − un1

1 , . . . , X ′nd

d − und

d ),

for any ui with umi

i = ci. The last equality is in fact well-defined as if (u′
i)

mi = ci, then

0 = ci − ci = umi

i − (u′
i)

mi = (uni

i − (u′
i)

ni)p
vi
, so that uni

i = (u′
i)

ni . In particular,
√
I is

binomial.

We summarize this section in the following theorem:

Theorem 2.1.2 A proper binomial ideal in S has binomial associated primes, binomial

primary components, and binomial radical. All associated primes are minimal. In char-

acteristic zero, all components are prime ideals, so all binomial ideals in S are radical. In

positive prime characteristic p, a generating set of a primary component consists of (differ-

ent) Frobenius powers of the elements in some binomial generating set of the corresponding

prime ideal.

Example 2.1.3 (Continuation of Example 2.1.1.) In particular, if we analyze the ideal

from Example 2.1.1, the already established row reduction shows that I = (xyz−2 −
4, (zy−1)5 − 7/43). In characteristic 5, this is a primary ideal with radical I = (xyz−2 −
4, zy−1 − 5

√
7/43) = (xyz−2 − 4, zy−1 − 3) = (xy − 4z2, z − 3y) = (xy − 4 · 9y2, z − 3y)

= (x − y, z − 3y). In characteristics other than 2, 5, 7, we get five associated primes

(xy − 4z2, z − αy) = (x − 4α2y, z − αy) as α varies over the fifth roots of 7/43. All of

these prime ideals are also the primary components of I . (In characteristics 2 and 7,

IS = S.)
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Theorem 2.1.4 Let I be an ideal in R such that IS is binomial. Then IS∩R is binomial.

In particular, for any binomial ideal I of R, any associated prime ideal P of I such that

PS 6= S is binomial, and we may take the P -primary component of I (in R) to be binomial.

Proof. Let Q be a binomial ideal in R such that QS = IS. Then IS ∩ R = QS ∩ R = Q :

(X1 · · ·Xn)
∞ is binomial by the facts at the beginning of this chapter.

2.2 Associated primes of binomial ideals are binomial

Theorem 2.2.1 All associated primes of a binomial ideal are binomial ideals. (Recall

that k is algebraically closed.)

Proof. By factorization in polynomial rings in one variable, the theorem holds if n ≤ 1.

So we may assume that n ≥ 2. The theorem is clearly true if the binomial ideal I is a

maximal ideal. Now let I be arbitrary.

Let j ∈ [n] = {1, . . . , n}. Note that I + (Xj) = Ij + (Xj) for some binomial ideal

Ij in k[X1, . . . , Xn−1]. By induction on n, all prime ideals in Ass(k[X1, . . . , Xn−1]/Ij) are

binomial. But Ass(R/(I + (Xj))) = {P + (Xj) : P ∈ Ass(k[X1, . . . , Xn−1]/Ij)}, so that

all prime ideals in Ass(R/(I + (Xj))) are binomial. By the basic facts from the beginning

of this chapter, I : Xj is binomial. If Xj is a zerodivisor modulo I , then I : Xj is strictly

larger than I , so that by Noetherian induction, Ass(R/(I : Xj)) contains only binomial

ideals. By facts on page 6, Ass(R/I) ⊆ Ass(R/(I + (Xj))) ∪Ass(R/(I : Xj)), whence also

by induction on the number of variables, all associated primes of I are binomial as long as

some variable is a zerodivisor modulo I .

Now assume that all variables are non-zerodivisors modulo I . Let P ∈ Ass(R/I).

Since X1 · · ·Xn is a non-zerodivisor modulo I , it follows that PX1···Xn
∈ Ass((R/I)X1···Xn

)

= Ass(S/IS). Then P is binomial by Theorem 2.1.4.

We have already seen in Example 1.1.6 that for monomial all associated primes are

monomial (hence binomial).

Example 2.2.2 (Continuation of Example 2.1.1, Example 2.1.3.) Let I = (x3y −
7y3z, xy − 4z2) in k[x, y, z]. We have already determined all associated prime ideals of

I that do not contain any variables. So it suffices to find the associated primes of I+(xm),

I+(ym) and of I+(zm), for large m. If the characteristic of k is 2, then the decomposition

is

I = (x3y − y3z, xy)I = (y3z, xy) = (y) ∩ (y3, x) ∩ (z, x),

If the characteristic of k is 7, then the decomposition is

I = (x3y, xy − 4z2) = (y, z2) ∩ (x3, xy − 4z2).

(The reader may apply methods of the previous chapter to verify that the latter ideal is

primary.) Now we assume that the characteristic of k is different from 2 and 7. Any prime
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ideal that contains I and x also contains z, so at least we have that (x, z) is minimal over

I and thus associated to I . Similarly, (y, z) is minimal over I and thus associated to I .

Also, any prime ideal that contains I and z contains in addition either x or y, so that at

least we have determined Min(R/I). Any embedded prime ideal would have to contain

all of the already determined primes. Since I is homogeneous, all associated primes are

homogeneous, and in particular, the only embedded prime could be (x, y, z). It turns out

that this prime ideal is not associated even if it came up in our construction, but we won’t

get to this until we discuss the theory of primary decomposition of binomial ideals in the

next section.

2.3 Primary decomposition of binomial ideals

The main goal of this section is to prove that every binomial ideal has a binomial

primary decomposition, if the underlying field is algebraically closed (Theorem 2.3.4). We

first need a lemma and more terms.

Definition 2.3.1 An ideal I in a polynomial ring k[X1, . . . , Xn] is cellular if for all

i = 1, . . . , n, Xi is either a non-zerodivisor or nilpotent modulo I .

All primary monomial and binomial ideals are cellular.

Definition 2.3.2 For any binomial g = Xa − cXb and for any non-negative integer d,

define

g[d] = Xda − cdXdb.

The following is a crucial lemma:

Lemma 2.3.3 Let I be a binomial ideal, let g = Xa − cXb be a non-monomial binomial

in R such that Xa and Xb are non-zerodivisors modulo I . Then there exists a monomial

ideal I0 such that for all large d, I : g[d!] = I : (g[d!])2 = I + I0.

Proof. For all integers d and e, g[d] is a factor of g[de], so that I : g[d] ⊆ I : g[de]. Thus

there exists d such that for all e ≥ d, I : g[d!] = I : g[e!].

Let f ∈ I : g[d!]. Write f = f1 + f2 + · · · + fs for some terms (coefficient times

monomial) f1 > f2 > · · · > fs. Without loss of generality Xa > Xb. We have that

f1X
a + f2X

a + · · ·+ fsX
a + f1X

b + f2X
b + · · ·+ fsX

b ∈ I.

In the Gröbner basis sense, each fiX
a, fiX

b reduces to some unique term (coefficient times

monomial) modulo I . Since Xa and is a non-zerodivisor modulo I , fiX
a and fjX

a cannot

reduce to a scalar multiple of the same monomial, and similarly fiX
b and fjX

b cannot

reduce to a scalar multiple of the same monomial. Thus for each j = 1, . . . , s there exists
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π(j) ∈ [s] = {1, . . . , s} such that fjx
d!a − cd!fπ(j)x

d!b ∈ I . The function π : [s] → [s] is

injective. By easy induction, for all i, fj(x
d!a)i− cd!ifπi(j)(x

d!b)i ∈ I . By elementary group

theory, πs!(j) = j, so that for all j, fjg
[d!][s!] ∈ I . Then fjg

[((d!)(s!))!] ∈ I , and by the

choice of d, fjg
[d!] ∈ I . Thus I : g[d!] contains monomials f1, . . . , fs. Thus set I0 to be the

monomial ideal generated by all the monomials appearing in the generators of I : g[d!].

Let f ∈ I : (g[d!])2. We wish to prove that f ∈ I : g[d!]. By possibly enlarging I0
we may assume that I0 contains all monomials in I : g[d!] = I + I0. This in particular

means that any Gröbner basis G of I : g[d!] consists of monomials in I0 and binomial non-

monomials in I . Write f = f1 + f2 + · · · + fs for some terms f1 > f2 > · · · > fs. As

in the previous paragraph, for each j, either fjx
d!a ∈ I0 or else fjx

d!a − cd!fπ(j)x
d!b ∈ I .

If fjx
d!a ∈ I0 ⊆ I : g[d], then by the non-zerodivisor assumption, fj ∈ I : g[d], which

contradicts the assumption. So necessarily we get the injective function π : [s] → [s]. As

in the previous paragraph we then get that each fj ∈ I : g[d].

Without loss of generality assume that no fi is in I : g[d!]. Note that fg[d!] ∈ I : g[d!].

Consider the case that fjx
d!a ∈ I0 and get a contradiction. Now repeat the π argument as

in a previous part to make the conclusion.

Theorem 2.3.4 If k is algebraically closed, then any binomial ideal has a binomial pri-

mary decomposition.

Proof. Let I be a binomial ideal. For each variable Xj there exists l such that I = (I :

X l
j)∩ (I + (Xj)

l), so it suffices to find the primary decompositions of the two ideals I : X l
j

and I + (Xj)
l. These two ideals are binomial, the former by the basic facts from the

beginning of this chapter. By repeating this splitting for another Xi on each of the two

new ideals, and then repeating for Xk on the four new ideals, et cetera, with even some

j repeated, we may assume that each of the intersectands is cellular. Thus it suffices to

prove that each cellular binomial ideal has a binomial primary decomposition.

So let I be cellular and binomial. By possibly reindexing, we may assume that

X1, . . . , Xd are non-zerodivisors modulo I , and Xd+1, . . . , Xn are nilpotent modulo I . Let

P ∈ Ass(R/I). By Theorem 2.2.1, P is a binomial prime ideal. Since I is contained

in P , P must contain Xd+1, . . . , Xn, and since the other variables are non-zerodivisors

modulo I , these are the only variables in P . Thus P = P0 +(Xd+1, . . . , Xn), where P0 is a

binomial prime ideal whose generators are binomials in k[X1, . . . , Xd], and X1, . . . , Xd are

non-zerodivisors modulo I .

So far we have I “cellular with respect to variables”. (For example, we could have

I = (X3(X
2
1 −X2

2 ), X
2
3 ) and P = (X1−X2, X3).) Now we will make it more “cellular with

respect to binomials in the subring”. Namely, let g be a non-zero binomial in P0. (In the

parenthetical example, we could have g = X1 −X2.) By Lemma 2.3.3, there exists d ∈ N

such that I : g[d] = I : (g[d])2 = I + (monomial ideal). This in particular implies that P is

not associated to I : g[d], and so necessarily P is associated to I + (g[d]). Furthermore, the

P -primary component of I is the P -primary component of the binomial ideal I + (g[d]).
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We replace the old I by the binomial ideal I + (g[d]). We repeat this to each g a binomial

generator of P0, so that we may assume that P is minimal over I . (In the parenthetical

example above, we would now have say with d = 6 that I = (X6
1 −X6

2 , X3(X
2
1 −X2

2 ), X
2
3).)

Now Xd+1, . . . , Xn are still nilpotent modulo I . The P -primary component of I is the

same as the P -primary component of binomial ideal I : (X1 · · ·Xd)
∞, so by replacing I

with I : (X1 · · ·Xd)
∞ we may assume that I is still cellular.

If Ass(R/I) = {P}, then I is P -primary, and we are done. So we may assume that

there exists an associated prime ideal Q of I different from P . Since P is minimal over I

and different from Q, necessarily there exists an irreducible binomial g = Xa−cXb ∈ Q\P .

Necessarily g 6∈ (Xd+1, . . . , Xn)R. Thus Lemma 2.3.3 applies, so there exists d ∈ N such

that I : g[d] = I : (g[d])2 = I + (monomial ideal). Note that Q is not associated to this

ideal but Q is associated to I , so that the binomial ideal I : g[d] is strictly larger than

I . If g[d] 6∈ P , then the P -primary component of I equals the P -primary component of

I : g[d], and so by Noetherian induction (if we have proved it for all larger ideals, we can

then prove it for one of the smaller ideals) we have that the P -primary component of I is

binomial. So without loss of generality we may assume that g[d] ∈ P . Then g[d] contains

a factor in P of the form g0 = Xa − c′Xb for some c′ ∈ k. If the characteristic of R is

p, gp
m

0 is a binomial for all m, we choose the largest m such that pm divides d, and set

h = g[d]/g0, b = gp
m

0 . In characteristic zero, we set h = g[d]/g0 and b = g0. In either case, b

is a binomial, b ∈ I : h and h 6∈ P . Thus the P -primary component of I is the same as the

P -primary component of I : h, and in particular, since I ⊆ I + (b) ⊆ I : h, it follows that

the P -primary component of I is the same as the P -primary component of the binomial

ideal I + (b). If b ∈ Q, then g0 = Xa − c′Xb and g = Xa − cXb are both in Q. Necessarily

c 6= c′, so that Xa, Xb ∈ Q, and since g 6∈ (Xd+1, . . . , Xn)R, it follows that Q contains one

of the variables X1, . . . , Xd. But these variables are non-zerodivisor modulo I , so that Q

cannot be associated to I , which proves that b 6∈ Q. But then I is strictly contained in

I + (b), and by Noetherian induction, the P -primary component is binomial.

2.4 The radical of a binomial ideal is binomial

Here is general commutative algebra fact: for any Noetherian commutative ring R,

any ideal I , and any X1, . . . , Xn in R,
√
I =

√
I + (X1) ∩ · · · ∩

√
I + (Xn) ∩

√
I : (X1 · · ·Xn)∞

=
√

I + (X1) ∩ · · · ∩
√

I + (Xn) ∩
√
I : X1 · · ·Xn.

Theorem 2.4.1 The radical of any binomial ideal in a polynomial ring over an alge-

braically closed field is binomial.

Proof. This is clear if n = 0. So assume that n > 0. By the fact above,
√
I =

√
I + (X1) ∩ · · · ∩

√
I + (Xn) ∩

√
I : (X1 · · ·Xn)∞.



21

Let I0 =
√
I : (X1 · · ·Xn)∞. We have established in Theorem 2.1.2 that

√
I0S =

√
IS is

binomial in S. By Theorem 2.1.4,
√
I0 is binomial.

Let I1 = I ∩ k[X2, . . . , Xn]. We know that I1 is binomial. By induction on n, the

radical of I1 is binomial. This radical is contained in
√
I , so that

√
I =

√√
I1 + I . Thus

without loss of generality we may assume that
√
I1 ⊆ I . Hence we may also assume that√

I1 = I1.

Let P be a prime ideal minimal over I + (X1). Suppose that there exists a binomial g

in I that involves X1 but is not in (X1). Write g = X1m
′ + m for some monomial terms

m,m′, with X1 not appearing in m. Since P is a prime ideal, there exists a variable

dividing m that is in P . Say this variable is X2. Then P is a prime ideal minimal

over I + (X1, X2). By continuing this we get that, after reindexing, P is a prime ideal

minimal over I + (X1, X2, . . . , Xd) and that any binomial in I is either in (X1, . . . , Xd) or

in k[Xd+1, . . . , Xd]. By Gröbner bases rewriting,

I + (X1, . . . , Xd) = ((I + (X1, . . . , Xd)) ∩ k[Xd+1, . . . , Xn] + (X1, . . . , Xd))R

= (I1 ∩ k[Xd+1, . . . , Xn] + (X1, . . . , Xd))R,

and this is a radical ideal since I1 is. This proves that the intersection of all the prime ideals

minimal over I + (X1) equals the intersection of ideals of the form I + (some variables).

Hence by Proposition 2.0.1,
√
I + (X1) = I + J1 for some monomial ideal J1. Similarly,√

I + (Xi) = I + Ji for some monomial ideals J1, . . . , Jn. By the first paragraph in this

section and by Proposition 2.0.1 then
√
I = (I + J) ∩ I0 for some monomial ideal J . But

I ⊆ I0, so that
√
I = I + J ∩ I0, and this is a binomial ideal because J is monomial and I0

is binomial (see page 14).
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Algebraic statistics is a relatively new field. The first work is due to Studený [22] from

an axiomatic point of view, and several works after that used the axiomatic approach. A

first more concrete connection between statistics and commutative algebra is due to the

paper of Diaconis and Sturmfels [4], which introduced the notion of a Markov basis. Not

all parts of statistics can be algebraicized, of course. Some of the current research topics in

algebraic statistics are: design of experiments, graphical models, phylogenetic invariants,

parametric inference, maximum likelihood estimation, applications in biology, et cetera.

This chapter is about (conditional) independence.

3.1 Conditional independence

Definition 3.1.1 A random variable, as used in probability and statistics, is not a

variable in the algebra sense; it is a variable or function whose value is subject to variations

due to chance. I cannot give a proper definition of “chance”, but let us just say that

examples of random variables are outcomes of flips of coins or rolls of dice. (If you are

Persi Diaconis, a flip of a coin has a predetermined outcome, but not if I flip it.)

A discrete random variable is a random variable that can take on at most finitely

many values (such as the flip of a coin or the roll of a die).

Throughout we will be using the standard notation P (i) to stand for the probability

that condition i is satisfied, and P (i | j) to stand for the (conditional) probability that

condition i is satisfied given that condition j holds. Whenever P (j) 6= 0, then

P (i | j) = P (i, j)

P (j)
.

Definition 3.1.2 Random variables Y1, Y2 are independent for all possible values i of

Y1 and all possible values j of Y2, P (Y1 = i | Y2 = j) = P (Y1 = i), or in other words, if

P (Y1 = i, Y2 = j) = P (Y1 = i)P (Y2 = j).

If this is satisfied, we write Y1 ⊥⊥ Y2.

Let pij = P (Y1 = i, Y2 = j). Then
∑

j pij = P (Y1 = i) and
∑

i pij = P (Y2 = j).

(In statistics, these sums are shortened to pi+ and p+j , respectively.) For discrete random
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variables Y1, Y2, with Y1 taking on values in [m] and Y2 in [n] (without any of these values

omittable), independence is equivalent to the following matrix equality:



p11 · · · p1n
...

...
pm1 · · · pmn


 =



P (Y1 = 1)
P (Y1 = 2)

...



[P (Y2 = 1) · · · P (Y2 = n) ] .

Since the sum of the pij is 1, it follows that the rank of the matrix [pij] is 1, and so

I2([pij]) = 0. Conversely, if I2([pij]) = 0, since some pij is non-zero, necessarily [pij] has

rank 1. Then we can write



p11 · · · p1n
...

...
pm1 · · · pmn


 =



a1
...

am



[ b1 · · · bn ]

for some real numbers ai, bj. Since some pij is a positive real number, by possibly multi-

plying all ai and bj by −1 we may assume that all ai, bj are non-negative real numbers.

Let a =
∑

i ai, b =
∑

j bj. Then

ab =
∑

i,j

aibj =
∑

i,j

pij = 1,

whence we also have



p11 · · · p1n
...

...
pm1 · · · pmn


 =



a1b
...

amb



[ ab1 · · · abn ] .

All the entries of the two matrices on above are non-negative, aib =
∑

j aibj =
∑

j pij =

P (Y1 = i) and abj =
∑

i aibj =
∑

i pij = P (Y2 = j), which yields the factorization of [pij]

as in the rephrasing of independence. Thus Y1 ⊥⊥ Y2 if and only if I2([pij]i,j) = 0.

How does one decide independence in practice? Say a poll counts people according to

their hair length and whether they watch soccer as follows:

watches soccer does not watch soccer
has short hair 400 200

has long hair 40 460

Thus watching soccer and the hair length in this group appear to not be independent: it

seems that the hair length fairly determines whether one watches soccer. Even if the polling

has a 10% error in representing the population, it still seems that the hair length fairly
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determines whether one watches soccer. However, the poll break-down among genders

shows the following:

men watching not

short hair 400 100

long hair 40 10

women watching not

short hair 0 100

long hair 0 450

Now, given the gender, the probability that one watches soccer is independent of hair length

(odds for watching is 4/5 for men, 0 for women).

This brings up an issue: in general one does not find such clean numbers with determi-

nant precisely 0, and so one has to do further manipulations of the data to decide whether

it is statistically likely that there is an independence of data.

Here I continue with the obvious needed definition arising from the previous example:

Definition 3.1.3 Random variables Y1 and Y2 are independent given the random vari-

able Y3, if for every value i of Y1, j of Y2 and k of Y3,

P (Y1 = i | Y2 = j, Y3 = k) = P (Y1 = i | Y3 = k).

If P (Y3 = k) > 0, this is equivalent to saying that P (Y1 = i, Y2 = j, Y3 = k)P (Y3 = k) =

P (Y1 = i)P (Y2 = j). We write such independence as Y1 ⊥⊥ Y2 | Y3.

Let M be the 3-dimensional hypermatrix whose (i, j, k) entry is P (Y1 = i, Y2 = j, Y3 =

k), Y1 ⊥⊥ Y2 | Y3. Then Y1 ⊥⊥ Y2 | Y3 means that on each k-level of M , the ideal generated

by the 2× 2-minors of the matrix on that level is 0.

Here are the axioms of conditional independence:

(1) Triviality: X ⊥⊥ ∅ | Z. (Algebraically this says that the ideal generated by the

2× 2-minors of an empty matrix is 0.)

(2) Symmetry: X ⊥⊥ Y | Z implies Y ⊥⊥ X | Z. (Algebraically this follows as the

ideal of minors of a matrix as the same as the ideal of the tranpose of that matrix.)

(3) Weak union: X ⊥⊥ {Y1, Y2} | Z implies X ⊥⊥ Y1 | {Y2, Z}. Here we point out

that if U and V is a (discrete) random variable, so is {U, V }, whose values are

pairs of values of U and V , of course. (Algebraically this says the following: let

pijkl = P (X = i, Y1 = j, Y2 = k, Z = l). The assumption says that for all values l

of Z, the ideal generated by the 2 × 2-minors of the matrix [pijkl]i,(j,k) is 0. But

then for fixed l and a fixed value k of Y2, the ideal generated by the 2 × 2-minors

of the submatrix [pijkl]i,j is 0 as well, which is the conclusion.)

(4) Decomposition: X ⊥⊥ {Y1, Y2} | Z implies X ⊥⊥ Y1 | Z. (Algebraically this says

that if for each l, I2([pijkl]i,(j,k)) = 0 then I2([pij+l]i,j) = 0, where + means that

the corresponding entry is the sum
∑

k pijkl.)

(5) Contraction: X ⊥⊥ Y | {Z1, Z2} and X ⊥⊥ Z2 | Z1 implies X ⊥⊥ {Y, Z2} | Z1.

(Algebraically this says that if for each k, l, I2([pijkl]i,j) = 0 and for each k,

I2([pi+kl]i,l) = 0, then for each k, I2([pijkl]i,(j,l)) = 0.)
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(6) Intersection axiom: Under the assumption that all P (X = i, Y = j, Z = k) are

positive, X ⊥⊥ Y | Z and X ⊥⊥ Z | Y implies X ⊥⊥ {Y, Z}.
The last axiom is the focus of the next section.

3.2 Intersection axiom

Algebraically the intersection axiom says that if all pijk are positive, if for each k,

I2([pijk]i,j) = 0, and for each j, I2([pijk]i,k)) = 0, then I2([pijk]i,(j,k)) = 0.

Example 3.2.1 Here we show that the assumption on the pijk being positive is necessary.

Let M be the 2× 2× 2-hypermatrix whose (i, j, k) entry is

pijk =





1/8, if i = j = k = 1;
3/8, if i = 2, j = k = 1;
3/8, if i = 1, j = k = 2;
1/8, if i = j = k = 2;
0, otherwise.

We can view this in a 2×2×2-hypermatrix, with the third axis going up, the second axis go-

ing to the right, and the first axis coming out of the page:

1/8 0

0

3/8

0

0

3/8

1/8

Then

[pij1]i,j =

[
1/8 0
3/8 0

]
, [pij2]i,j =

[
0 3/8
0 1/8

]
, [pi1k]i,k =

[
1/8 3/8
0 0

]
, [pi2k]i,k =

[
0 0

3/8 1/8

]
,

and all have zero determinants. However,

[pijk]i,(j,k) =

[
1/8 0 0 3/8
3/8 0 0 1/8

]
,

in which one 2 × 2-minor is not zero. Note that the last matrix is the flattening of the

hypermatrix – squish into the x− y plane, without any overlaps.
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The intersection axiom says that if all pijk are non-zero, the conditions on the vanishing

on the minors along each k and along each j-level are enough to make the “slanted” 2× 2-

minors zero as well.

We parse the intersection axiom further. Now let Xijk stand for a variable (algebraic,

not random, variable). The axiom says that the simultaneous zero α of I2([Xijk]i,j) for

each k and of I2([Xijk]i,k) for each j is also a zero of I2([Xijk]i,(j,k)) if all entries in α are

positive. Via Hilbert’s Nullstellensatz this says that

I2([Xijk]i,(j,k)) ⊆
√∑

k

I2([Xijk]i,j) +
∑

j

I2([Xijk]i,k) : (
∏

i,j,k

Xijk)
∞.

Certainly ∑

k

I2([Xijk]i,j) +
∑

j

I2([Xijk]i,k) ⊆ I2([Xijk]i,(j,k)).

Statisticians have known that
(∑

k I2([Xijk]i,j) +
∑

j I2([Xijk]i,k)
)

: (
∏

i,j,k Xijk)
∞ =

I2([Xijk]i,(j,k)), and that the latter is a prime ideal not containing any variables; see a

proof in Theorem 3.3.1. Thus

I2([Xijk]i,(j,k)) =


∑

k

I2([Xijk]i,j) +
∑

j

I2([Xijk]i,k)


 : (

∏

i,j,k

Xijk)
∞,

so that the intersection axiom says that one of the associated primes and even primary com-

ponents of
∑

k I2([Xijk]i,j) +
∑

j I2([Xijk]i,k) is I2([Xijk]i,(j,k)). Fink in [8] determined all

other associated prime ideals of
∑

k I2([Xijk]i,j) +
∑

j I2([Xijk]i,k), proving the conjecture

of Cartwright and Engström (conjecture is stated in [5, Page 146]).

The papers [1] and [23] algebraically generalize the intersection axiom to the fol-

lowing: if all for all possible values ij of Yj, P (Y1 = i1, . . . , Yn = in) > 0, and if

Y1 ⊥⊥ Yi | ({Y2, . . . , Yn} \ {Yi}) for all i = 2 . . . , n, then Y1 ⊥⊥ {Y2, . . . , Yn}.

3.3 A version of the Hammersley-Clifford Theorem

For completeness I give in this section the most algebraic proof I can think of of the

Hammersley-Clifford Theorem. A different proof can be found in [15, page 36], and there

is more discussion in [5, page 80].

Let G be an undirected graph on the set of vertices [n]. Let Y1, . . . , Yn be discrete

random variables. Associated to this graph is a collection of conditional independence

statements:

{Yi ⊥⊥ Yj | ({Y1, . . . , Yn} \ {Yi, Yj}) : i 6= j, (i, j) is not an edge in G}.
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(Such a graphical model of conditional independence statements is said to satisfy the pair-

wise Markov property.) If Yi takes on ri distinct values, then we need r1 · · · rn variables

Xa, and we denote by IG the ideal generated by all the 2 × 2-minors of all the matrices

obtained from all the conditional independence statements (over some understood field F ).

For example, if n = 3 and the only edge in the graph is (2, 3), the associated conditional

independences are

Y1 ⊥⊥ Y2 | Y3 and Y1 ⊥⊥ Y3 | Y2,

which are precisely the hypotheses of the intersection axiom. Fink [8] analyzed the corre-

sponding ideal. Swanson-Taylor [23] analyzed the ideals for arbitrary n and t ∈ [n] with

the graph being the complete graph on vertices t+1, . . . , n; Ay-Rauh [1] analyzed the case

for arbitrary n and t = 1.

Theorem 3.3.1 (Hammersley and Clifford) Let n,G, IG be as above. Then IG :

(
∏

a Xa)
∞ is a binomial prime ideal which does not contain any variables. In particular,

IG : (
∏

aXa)
∞ is a minimal prime ideal over IG, and its primary component is the prime

ideal.

Furthermore, the variety of the prime ideal in this theorem has a monomial

parametrization, which is explicit in the proof below.

Proof. Suppose that Yi takes on ri distinct values. Without loss of generality these values

are in the set [ri]. If any ri equals 0 or 1, the conditional independence statements can be

rephrased without using that Yi. So we may assume that all ri are strictly bigger than 1.

If G is a complete graph on [n], then IG = 0, so that IG = 0 = IG : (
∏

aXa)
∞ is a

binomial prime ideal which does not contain any variables. In the sequel we assume that

G is not a complete graph, so that IG is a non-zero (binomial) ideal.

Fix a pair of distinct i, j in [n] such that (i, j) is not an edge inG. Fix α = (α1, . . . , αn),

with αk varying over the possible values of the random variable Yk. Let Mα be the ri × rj
generic matrix whose (k, l)-entry is Xa with ai = k, aj = l, and all other components in

a identical to the corresponding components in α. (Obviously αi and αj are not needed

to specify Mα.) The ideal Iij expressing the conditional independence statement Yi ⊥⊥
Yj | ({Y1, . . . , Yn} \ {Yi, Yj}) is generated by all I2(Mα) as α varies.

By definition IG =
∑

i,j Iij, as i, j vary over distinct elements of [n] such that (i, j) is

not an edge (and without loss of generality i < j).

A clique in G is a subset of its vertices any two of which are connected by an edge.

For any maximal clique L of G and for each cL ∈ ∏
i∈L[ri], let TL,cL be a variable over the

underlying field F . Let ϕ : F [Xa : a] → F [TL,cL : L, cL] be the F -algebra homomorphism

such that ϕ(Xa) =
∏

L TL,a(L), as L varies over the maximal cliques of G, and where a(L)

is the |L|-tuple consisting only of the L-components of a. Let P be the kernel of ϕ.

Warning: Whereas IG is the sum of the Iij where (i, j) is not an edge, the variables

TL,cL and thus the map ϕ instead use (cliques of) edges and isolated vertices.
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We prove that IG ⊆ P . It suffices to prove that Iij ⊆ P , where (i, j) is not an edge. For

simplicity, suppose that (1, 2) is not an edge in G. By reindexing it suffices to prove that

X(1,1,...,1)X(2,2,1,...,1) − X(1,2,1,...,1)X(2,1,1,...,1) ∈ P . To simplify notation, we treat below

TL,c(L) as 1 if L is not a clique of G. Note that no clique contains both 1 and 2. Then ϕ

maps X(1,1,...,1)X(2,2,1,...,1) to

∏

1∈L

TL,(1,...,1)

∏

2∈L

TL,(1,...,1)

∏

1,2 6∈L

TL,(1,...,1)

∏

1∈L

TL,(2,1,...,1)

∏

2∈L

TL,(2,1,...,1)

∏

1,2 6∈L

TL,(1,...,1),

and X(1,2,1,...,1)X(2,1,1,...,1) to

∏

1∈L

TL,(1,...,1)

∏

2∈L

TL,(2,1...,1)

∏

1,2 6∈L

TL,(1,...,1)

∏

1∈L

TL,(2,1,...,1)

∏

2∈L

TL,(1,...,1)

∏

1,2 6∈L

TL,(1,...,1),

so that X(1,1,...,1)X(2,2,1,...,1) −X(1,2,1,...,1)X(2,1,1,...,1) is mapped by ϕ to 0. Thus IG ⊆ P .

As ϕ is a homogeneous monomial map of positive degree, P is generated by binomials

and does not contain any variables. Thus even IG : (
∏

a Xa)
∞ ⊆ P .

Now let f ∈ P . The proof below that f ∈ IG : (
∏

a Xa)
∞ is fairly elementary,

only long in notation. Since P is the kernel of a homogeneous monomial map, we may

assume that f = Xa1
· · ·Xam

− Xb1 · · ·Xbm for some n-tuples a1, . . . , am, b1, . . . , bm. To

show that f ∈ IG : (
∏

a Xa)
∞, it suffices to prove that any monomial multiple of f is in

IG : (
∏

a Xa)
∞. Fix a non-edge (i, j). Suppose that in ak neither the ith nor the jth

component is 1. Let ck be the n-tuple whose ith and jth components are 1 and whose

other components agree with the components of ak. Both Xak
and Xck lie in the same

submatrix of [Xa]a that gives Iij , so that Xak
Xck reduces modulo Iij and hence modulo IG

to Xa′

k
Xc′

k
where a′k and c′k each have entry 1 either in the ith or the jth components. Let

U be the product of all such Xck . Then modulo IG, Thus Uf reduces with respect to IG
to a binomial in which the subscripts of all the variables appearing in the first monomial

have at least one of i, j components equal to 1, and in the second monomial the number

of non-1 ith and jth components in the subscripts does not increase. By repeating this for

the second monomial as well, we may assume that for each variable appearing in f , the

ith or the jth component in the subscript is 1. If we next similarly clean positions i′, j′

in this way, we do not at the same time lose the cleaned property of positions i and j: as

factors of the multipliers U keep the clean (i, j) property. By repeating this cleaning, in

finitely many rounds we get a binomial f in P such that for each non-edge (i, j) and for

each variable appearing in f , the ith or the jth component of the subscript of that variable

is 1.

With the assumption that for each non-edge (i, j), the ith or the jth component of ak
and of bk is 1, we claim that f = 0 ∈ IG. If ai = bj for some i, j ∈ [m], then the

binomial f/Xai
has the same property of many components being 1, and it suffices to

prove that f/Xai
= 0 ∈ IG. Thus without loss of generality we may assume that m > 0

and that ai 6= bj for all i, j ∈ [m]. Let Kj (resp. Lj) be the set of all i ∈ [n] such that
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the ith component in aj (resp. bj) is not 1. By possibly reindexing we may assume that

K1 is maximal among all such sets. By the assumption on the 1-entries, necessarily K1 is

contained in a maximal clique L of G, and for all i ∈ [n] \L, the ith component in a1 is 1.

Since f ∈ P , the variable TL,a1(L) must also divide ϕ(Xbk) for some k ∈ [m]. This means

that a1 and bk agree in the L-components, and in particular, K1 ⊆ Lk. By maximality

of K1, necessarily K1 = Lk, whence a1 = bk, which is a contradiction.

This proves that P = IG : (
∏

a Xa)
∞ is a binomial prime ideal containing no vari-

ables. Thus IG : (
∏

aXa)
∞ is contained in the P -primary component of IG, and since

IG : (
∏

a Xa)
∞ is primary (even prime) and contains IG, necessarily it is the P -primary

component.

In particular, if n = 3 and the only edge in G is (2, 3), then IG is the ideal of the

intersection axiom, which fills in the details in the discussion on page 26. Even more

simply, if n = 2 and G contains no edges, then IG = IG : (
∏

a Xa)
∞ is the ideal generated

by the 2× 2-minors of the generic matrix.

Remark 3.3.2 To any monomial parametrization ϕ : F [Xc : c] → F [Td : d] we can

associate a 0 − 1 matrix A whose (c, d)-entry equals 1 if Td is a factor of ϕ(Xc), and is 0

otherwise. In the theorem above the indices c were n-tuples; here we assume that these are

ordered in some way, so that for any monomial
∏

c X
ec
c we can talk about the exponent

vector (ec : c). For any binomial
∏

c X
ec
c − ∏

c X
fc
c in the kernel of ϕ, the corresponding

vector (ec : c)−(fc : c) is in the kernel of A. Conversely, for any integer vector (ec : c) in the

kernel of A, the binomial
∏

ec>0 X
ec
c −∏

ec<0 X
−ec
c is a binomial in the kernel of ϕ. Thus

finding a set the kernel of ϕ is the same as finding the kernel of A as a Z-submodule of the

set of all integer vectors. The generating set of the latter kernel is a Markov basis for A,

and its connections to algebraic statistics were first explored by Diaconis and Sturmfels

in [4].

3.4 Summary/unification of some recent papers

This is a partial summary of Fink [8], Herzog-Hibi-Hreinsdottir-Kahle-Rauh [10],

Ohtani [16], Ay-Rauh [1], Swanson-Taylor [23]: there are some similarities in the methods

and results of these papers, but there does not seem to be one all-encompassing theorem.

I present these results using as much of the common language as I can, but the four papers

have further details and results.

Let r1, r2, . . . , rn be positive integers, and let N = [r1]× [r2]×· · ·× [rn] (where for any

positive integer r, [r] = {1, 2, . . . , r}). Let R be the polynomial ring in variables Xa over

a field, where a varies over elements in N . We will often refer to the generic hypermatrix

[Xa : a ∈ N ], so we give it a name, say M .

A generalized two-by-two determinant of M , given a, b ∈ N and K ⊆ [n], is

fK,a,b = XaXb −Xs(K,a,b)Xs(K,b,a),
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where s(K, a, b) is an element of N with

s(K, a, b)j =

{
bj, if j ∈ K;
aj , if j 6∈ K.

If K = {i}, we also write s(i, a, b) for s({i}, a, b) and fi,a,b for f{i},a,b. When a and b differ

only in positions i and j, then fi,a,b is precisely a standard two-by-two determinant of the

submatrix of M obtained by keeping the entries that agree with a and b in the positions

k 6= i, j.

Let t ∈ [n]. For each i ∈ [t] let Gi be a simple graph on [r1] × · · · × [̂ri] × · · · × [rn].

(These graphs play a very different role from the ones in Section 3.3.) Define

I〈t〉(G1, . . . , Gt) = (fi,a,b : i ≤ t, {(a1, . . . , âi, . . . , an), (b1, . . . , b̂i, . . . , bn)} is an edge in Gi).

These ideals have been studied as follows:

(1) Fink [8]: n = 3, t = 1, and G1 is the grid graph on [r2] × [r3], namely G1 =(
∪j∈[r2],k1,k2∈[r3]{(j, k1), (j, k2)}

)
∪
(
∪k∈[r3],j1,j2∈[r2]{(j1, k), (j2, k)}

)
.

(2) Herzog, Hibi, Hreinsdottir, Kahle, and J. Rauh [10] and independently Ohtani [16]:

n = 2, r1 = 2, t = 1.

(3) Ay, Rauh [1]: t = 1.

(4) Swanson, Taylor [23]: for each i, Gi is the grid graph on [r1]× · · ·× [̂ri]× · · ·× [rn],

i.e., the edges consist of those pairs of (n − 1)-tuples that differ in precisely one

component.

Throughout t ∈ [n]. For each i ∈ [t], let Ni = [r1] × · · · × [̂ri] × · · · × [rn], and let Gi

be a graph on Ni. We write G for {G1, . . . , Gt}. We use the Hamming distance on N :

d(a, b) = #{i ∈ [n] : ai 6= bi}, and D(a, b) = {i ∈ [n] : ai 6= bi}.

Definition 3.4.1 We say that a, b ∈ N are directly connected relative to Gi if

{(a1, . . . , âi, . . . , an), (b1, . . . , b̂i, . . . , bn)} is an edge in Gi.

We say that a, b ∈ N are connected relative to Gi if there exist c1, c2, . . . , ck−1 ∈ N

such that with c0 = a and ck = b, for each j = 1, . . . , k, cj−1 and cj are directly connected

relative to Gi. We call a = c0, c1, . . . , ck−1, ck = b a path from a to b relative to Gi.

We say that a, b ∈ N are connected relative to G if there exist c1, c2, . . . , ck−1 ∈ N

such that with c0 = a and ck = b, for each j = 1, . . . , k, there exists i ∈ [t] such that cj−1

and cj are directly connected relative to Gi. We call a = c0, c1, . . . , ck−1, ck = b a path

from a to b relative to G.

Lemma 3.4.2 Let i ∈ [t] and let c0, . . . , ck be a path relative to Gi. Then




k−1∏

j=1

Xcj


 · fi,c0,ck ∈ I〈t〉(Gi).
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Proof. (Similar versions of this are proved in [1] and [23].) If the ith components in c0
and ck are identical then fi,c0,ck = 0. If c0, ck without the ith components form an edge in

Gi, then fi,c0,ck ∈ I〈t〉(Gi). In particular, the lemma holds if k ≤ 1. Now let k ≥ 2. Then

modulo I〈t〉(Gi),

Xc0(Xc1 · · ·Xck−2
)Xck−1

Xck ≡ Xs(i,c0,ck−1)(Xc1 · · ·Xck−2
)Xs(i,ck−1,c0)Xck (by induction on k)

≡ Xs(i,c0,ck−1)(Xc1 · · ·Xck−2
)Xs(i,s(i,ck−1,c0),ck)Xs(i,ck,s(i,ck−1,c0)

(since s(i, ck−1, c0), ck is a path relative to Gi)

= Xs(i,c0,ck−1)(Xc1 · · ·Xck−2
)Xs(i,ck−1,ck)Xs(i,ck,c0)

≡ Xs(i,s(i,c0,ck−1),s(i,ck−1,ck))(Xc1 · · ·Xck−2
)Xs(i,s(i,ck−1,ck),s(i,c0,ck−1))Xs(i,ck,c0)

(by induction on k, since

s(i, c0, ck−1), c1, . . . , ck−2, s(i, ck−1, ck) is a path relative to Gi)

= Xs(i,c0,ck)(Xc1 · · ·Xck−2
)Xck−1

Xs(i,ck,c0),

which proves the lemma.

Remark 3.4.3 Note how the ith entry in the path is not important! But if we want to

mix Gi and Gj, the ith entries make a difference (and it is not clear how to control for

that fully, in fact, the ideals in [23] have embedded primes whose characterization is not

complete).

Lemma 3.4.4 Let i ∈ [t]. LetH be the set of all elements
(∏k−1

j=1 Xcj

)
·fi,c0,ck as c0, . . . , ck

vary over paths relative to Gi. Then H is a (redundant) Gröbner basis in the lexicographic

order.

Proof. Let f =
(∏k−1

j=1 Xcj

)
· fi,c0,ck and g =

(∏l−1
j=1Xdj

)
· fi,d0,dl

. We want to show

that the S-polynomial of f and g reduces to 0 with respect to H. In the lexicographic

order, the leading monomial of fi,c0,ck is either Xc0Xck or Xs(i,c0,ck)Xs(i,ck,c0). In the lat-

ter case, since fi,c0,ck = −fi,s(i,c0,ck),s(i,ck,c0) and since s(i, c0, ck), c1, . . . , ck−1, s(i, ck, c0)

is a path relative to Gi, by possibly replacing c0 and ck with their switches we may as-

sume that the leading term of f is Xc0Xck . Similarly we may assume that the leading

term of g is Xd0
Xdl

. By standard Gröbner bases, if {c0, ck} and {d0, dl} are disjoint,

then the S-polynomial of f and g reduces to 0. If c0 = d0 and ck = dl, then S(f, g) =

m(Xs(i,d0,dl)Xs(i,dl,d0) − Xs(i,c0,ck)Xs(i,ck,c0)), where m = lcm(Xc1 · · ·Xck , Xd1
· · ·Xdl

) is

the product of all the variables in a path from s(i, d0, dl) = s(i, c0, ck) to s(i, dl, d0) =

s(i, ck, c0). so that this S-polynomial is in H. It remains to consider the case c0 = d0
and ck 6= dl. Then S(f, g) = m(XckXs(i,d0,dl)Xs(i,dl,d0) − Xdl

Xs(i,c0,ck)Xs(i,ck,c0)), where

m = lcm(Xc1 · · ·Xck , Xd1
· · ·Xdl

). Consider XckXs(i,d0,dl): if this term is bigger in the

lexicographic order than Xs(i,ck,dl)Xs(i,d0,ck), then since m is a product of the right vari-

ables in the right path, we can reduce S(f, g) further. Any further reductions of the two
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degree-three terms in the binomial part can be reduced similarly because m has enough

variables, until S(f, g) reduces to 0.

Papers [8], [10], [16], and [1] go further and determine minimal Gröbner bases, via

further restrictions on admissible paths.

3.5 A related game

One would understand the primary components of IG in the previous section much

better if one understood the following:

Problem 3.5.1 Let a1, . . . , am, b1, . . . , bm be n-tuples such thatXa1
· · ·Xam

−Xb1 · · ·Xbm ∈
I〈n〉(G). (For the ideals in [23], an equivalent and more elementary check is that for each

i = 1, . . . , n, he ith components of a1, . . . , am are up to order the same as the ith compo-

nents of b1, . . . , bm.) Carry out the successive rewriting of Xa1
· · ·Xam

with respect to the

generators of I〈n〉(G) to get to Xb1 · · ·Xbm .

Since this is a hard problem, I would like instead somebody to make it a computer

game or an app:

Game: The computer serves you two lists of n-tuples of positive integers: a1, . . . , am and

b1, . . . , bm. (In one version of the game, Xa1
· · ·Xam

− Xb1 · · ·Xbm ∈ I〈n〉(G), in another

version whether this is so is determined by chance.) The following move is allowed on the

list a1, . . . , am: if ai and aj differ in exactly two components, say k and l, replace the list

a1, . . . , am with the list c1, . . . , cm where ci = s(k, ai, aj) = s(l, aj, ai), cj = s(k, aj, ai) =

s(l, ai, aj), and for all s 6= i, j, cs = as. Repeat the moves on the new list c1, . . . , cm until

you get the list b1, . . . , bm. You get bonus points for accomplishing the task in few moves.

I envision users all over the world solving instances of this while waiting for the bus

or in the coffee shop, and they could be competing for the shortest number of moves, with

possibly short answers being transmitted to some central station.
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