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ABSTRACT. Fix a noetherian scheme S. For any flat map f: X — Y of
separated essentially-finite-type perfect S-schemes we define a canoni-
cal derived-category map c;: Hx — ['Hy, the fundamental class of f,
where H 7 is the (pre-)Hochschild complex of an S-scheme Z and f'isthe
twisted inverse image coming from Grothendieck duality theory. When
Y = S and f is essentially smooth of relative dimension n, this gives
an isomorphism Q}[n] = H™"(Hx)[n] = f'Os. We focus mainly on
transitivity of c vis-a-vis compositions X — Y — Z, and on the compat-
ibility of ¢ with flat base change. These properties imply that c orients
the flat maps in the bivariant theory of part I | |, compatibly with
essentially étale base change. Furthermore, ¢ leads to a dual oriented
bivariant theory, whose homology is the classical Hochschild homology
of flat S-schemes. When Y = S, c is used to define a duality map
x : Hx — RHom(Hx, f'Os), an isomorphism if f is essentially smooth.
These results apply in particular to flat essentially-finite-type maps of
noetherian rings.
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INTRODUCTION

0.1. In the prequel | | we developed a bivariant theory on the category of
separated, essentially finite-type, perfect (i.e., finite tor-dimension) schemes
x: X — S over a fixed noetherian base scheme S. The theory is based
on properties of the (pre-)Hochschild complex H, := LzRd,.Ox where the
map 6,: X — X Xg X is the diagonal (§1 below), and of the twisted inverse
image pseudofunctor (—)' from Grothendieck duality theory. It associates to

T

a morphism f: (X & S) — (Y & S) of such S-schemes the graded group
HH*(f) = &iez Extlh (Ko, f'H,) = @icz, Homp x) (Hy, £ H,[i]),
so that the associated cohomology groups are
HH'(X|S):= HH'(idx) = Ext (H,, M)
and the associated homology groups are
HH;(X|S):= HH (z) = Exty) (H,, 2'Os).

Before proceeding, let us emphasize that being able (thanks to [Nk]) to
work with essentially finite-type maps, one sees, upon consideration of affine
schemes, that the preceding results, and those that follow, hold, in particular,
in the context of local commutative algebra.

0.2. In this paper we prove some basic properties of the fundamental class
of a flat map f: X — Y of S-schemes z: X — S, y: Y — S as above.
Having fixed S, we’ll often set dx := 9, Hx := H,. With such notation, the
fundamental class of f is a natural functorial map, defined in §2,

(0.2.1) ¢ LoxROy:Lf* — L6 ROys .

The map cy entails a natural map ¢;(Oy): Hxy — f'Hy. Thus one has
the canonical element

= cf(Oy) € HE'(f).
In particular, when y = idg, one gets a map in HH"(z) = HHo(X|9):
(0.2.2) i Hyx — 2'Og.
In this case there is a natural (up to sign) Ox-isomorphism
Qg = Tory 5%(0x,0x) = H 'y,

whence, by means of the standard alternating graded Ox-algebra structure
on M;>o Torixxs X((’)X, Ox), the universal property of exterior algebras gives
rise to natural maps

Qéqs — Tor} ¥ (0x,0x) = H "My (i>0).
Composing these with the maps H*Hy — H *z'Og induced by (0.2.2),
one gets natural maps of coherent sheaves
Y= H 205 (i>0).
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In particular, if « is equidimensional of relative dimension n, one gets a map
n = S
Qx|5—>WX|S-—H ZEOS,

where wy|g is the relative dualizing (or canonical) sheaf associated to x; or
equivalently, a derived-category map

(0.2.3) Cx|s: Vxgln] = 2'Os.

This byproduct of (0.2.1) is what has usually been regarded in the literature
as the fundamental class.

0.3. The central concern of this paper is with Theorem 3.1, which asserts
transitivity of the fundamental class vis-a-vis composition of flat S-maps
X LY 5 Z; that is,

!
Cyy = U Cyo Cl v~

Transitivity gives in particular that c,,(Oz) = u!cv((’)z)o c,(Oy). In
terms of the bivariant product HH?(u) x HH®(v) — HH®(vu), this says:

Cyu — Cy * Cy.

Thus the family ¢y is a family of canonical orientations for the flat maps in
our bivariant theory [\, p. 28, 2.6.2].

When f is essentially étale, so that f' = f*, ¢ turns out, nontrivially (see
Proposition 2.5), to be inverse to the “Hochschild localization isomorphism”
of Theorem 1.7. From this, and transitivity, it follows that the above orien-
tations are compatible with essentially étale base change, see Corollary 3.3.

With all this in hand, one can apply the general considerations in [F')M]
to obtain, for example, Gysin morphisms, that provide “wrong-way” func-
torialities for homology and cohomology (see §3.4).

0.4. Some other applications of the fundamental class are given in §4. We
construct an oriented bivariant theory dual to the one mentioned above,
having the same associated cohomology groups, but whose associated ho-
mology groups are the classical Hochschild homology groups—given by the
homology of the derived global sections of the Hochschild complex. Also,
combining ¢, with the usual product Hy ®}‘< Hxy — Hx leads to a map
Hx — RHomx (Hy,x'Og). This is an isomorphism whenever x is essentially
smooth; and if, moreover, the base scheme S = Spec H with H a Gorenstein
artinian ring, there results a nonsingular pairing of the classical homology
groups into H. Presumably (though we have no proof) this pairing is closely
related to the Mukai pairing of Caldararu.

0.5. The proof of the transitivity property, Theorem 3.1, is given in 8§06,
which occupies more than one third of this paper. The reason for the length
is that the fundamental class is defined to be the composition of a dozen or
so maps, some of which are themselves composed of more elementary maps.
Transitivity means roughly that a juxtaposition of two such sequences of
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maps can be transformed into another such sequence; and this is shown by
justifying and combining many transformations of subsequences.

Put differently, the Theorem asserts commutativity of a square whose
sides are composed of a dozen or so maps; and the strategy for proving this
is to decompose this large diagram into smaller ones, and then decompose the
smaller ones into still smaller ones, and so on, until the original diagram is
decomposed into many tiny ones, whose commutativity holds for elementary
reasons. We found carrying this process to completion extremely tedious,
and not at all straightforward, as any reader who sets out to check the
details in §6 will soon see. (And, preliminaries aside, not all the details
appear there: some of the easier ones are left to the reader, and for quite a
few others, reference is made to [L.3].)

Can the proof be made more palatable? No doubt some technical and or-
ganizational improvements are possible; but we suspect such improvements
would not have a major effect. Some kind of coherence theorem—beyond
those presently available—might guarantee the commutativity of numerous
diagrams in the proof, making much of the minute examination superfluous.
Unearthing such a theorem, or a different conceptual approach, remains a
challenge.

0.6. In any case, why bother? To respond, let us give the fundamental class
some historical context, and mention a number of problems and potential
applications for further study.

The fundamental class links the concrete and abstract approaches to
Grothendieck duality (see, respectively, [C'o] and [1.3]). The correspondences
between these two approaches are generally taken for granted; but full justi-
fications are not readily available in the literature. For example, for smooth
morphisms of noetherian schemes, in the concrete approach, the map (0.2.3),
an isomorphism in this case, exists more or less by definition; the point is
then to show that the top-degree differentials satisfy a suitable generalization
of Serre duality, see [, Chapter VII, §4]. In the abstract approach of Verdier
and Deligne, where duality is proved directly, such an isomorphism comes
out of the flat base-change theorem and the fundamental local isomorphism
for complete intersections, see [V, p.397, Theorem 3|. Does Verdier’s con-
struction, when interpreted in concrete terms, yield the concretely-defined
isomorphism? And does his isomorphism behave pseudofunctorially with
respect to smooth maps?

If x: X — S is essentially smooth of relative dimension n, then using
Verdier’s isomorphism, we show in Proposition 2.4.2 that (0.2.3) is also an
isomorphism. But we don’t know whether these two isomorphisms are the
same, even up to sign.

More generally (at least in characteristic zero), in [EZ] and [AnZ] El Zein
and Angéniol associate to any noetherian Q-scheme S and any morphism
x: X — S that is as above, and also equidimensional of relative dimension n,
a derived-category map Tx|s Q%S[n] — 2'Og. In [An], Angéniol uses this
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map for his treatment of Chow schemes.

When S = Spec(k) with k a perfect field, and X is an integral algebraic
scheme over k, a map like Tk, 18 realized in [.1] as a globalization of the
local residue maps at the points of X, leading to explicit versions of local and
global duality and the relation between them. These results are generalized
to certain maps of noetherian schemes in [I15].

How is vy g related to (0.2.3)7 For this, one will have to explicate the
relation between (0.2.3) and the characterizing “trace property” of v (cf. [An,
p.114, 7.1.3], | , p-50, 5.2.8 and p. 55, 6.3.1 ].) A small step toward this
is taken in Example 2.6 below.

In all these treatments, an important role is played—via factorizations
of z as smootho finite—by the case n = 0, where the notion of fundamental
class is equivalent to that of traces of differential forms. This leads to a
concrete realization of the fundamental class in terms of reqular differential
forms, an algebraic treatment of which is given in [[XW].

For more recent developments, in the context of complex spaces, see [I<d].)

Finally, some vague remarks about possible future projects. One should
clarify the connection between the fundamental class and Verdier’s isomor-
phism (see above). More generally, one should explicate some concrete as-
pects of the fundamental class in terms of differential modules, or perhaps
cotangent complexes, via their relation to Hochschild complexes, especially
in characteristic zero (see, e.g., [BF'2]).

As indicated above, there is a close relation between the fundamental
class and residues. This becomes clearer over formal schemes, where local
and global duality merge into a single duality theory, of which fundamental
classes and residues are adjoint aspects. From this viewpoint, the transitiv-
ity theorem for smooth (resp. finite) maps should be closely related to the
properties (R4) and (R10) of residues given in [, pp. 198-199].

If the theory of the fundamental class could be extended from flat maps to
perfect maps, then (R3) could be added to this list. More importantly, such
an extension would be desirable for dealing bivariantly with arbitrary finite-
type maps between smooth S-schemes. It may involve differential-graded
and simplicial methods, as in [BF1], or perhaps cotriples.

1. THE (PRE-)HOCHSCHILD FUNCTOR
Let f: X — Y be any scheme-map, with associated diagonal map
d0=10p: X = X xy X.
The pre-Hochschild functor of f is
Hy:= L0*Rd,: D(X) — D(X),

where D(X) is the derived category of (sheaves of) Ox-modules.
The pre-Hochschild complex of f is

H;:= L5*RS,Ox.
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When f is flat, the prefix “pre-” is omitted, see [ , p-222, 2.3.1].

We'll often use the less precise notations H x|y for Hy and Hyy for H;.

This section contains some basic facts about Hy and H; that are needed
in the subsequent treatment of fundamental class maps. The key points
are Corollary 1.6.3 (transitivity for Hy) and Theorem 1.7 (essentially étale
localization for H;, generalizing to the present setting a result of Geller
and Weibel [ , Theorem (0.1)]).

In §§1.1-1.5 we review some necessary preliminaries.

Then in §1.6 we discuss the variance of Hy with f, and in particular,
its compatibility with flat base-change (Corollary 1.6.2) and its transitivity.
As special cases of variance one has, for scheme-diagrams X Sy ENA
homomorphisms

Hxiz = Hx|y, Lf*HY\Z — Hx|z, Hy\z = REH x|z,

the third being adjoint to the second (Example 1.6.4).

1.1. The term qcgs, adjectivally modifying “scheme” or “map,” will be used

as an abbreviation for quasi-compact and quasi-separated (see [Grl, §6.1]).
(In the oft-to-be-used reference [1.3], qcgs is called concentrated.)

Any scheme-map with noetherian source is qcgs.

A scheme-map f: X — Y is essentially of finite presentation (efp) if it is
qcgs and if for all £ € X there exist affine open neighborhoods Spec L of &
and Spec K of f(§) such that L is a ring of fractions of a finitely-presentable
K-algebra. If f is qcgs and for each £ there are such K and L with L a ring
of fractions of K itself, then f is said to be localizing.

When X and Y are noetherian, one can use for “finitely-presentable” the
equivalent term “finite-type.”

The map f: X — Y is essentially smooth (resp. essentially étale, resp.
essentially unramified) if f is efp and formally smooth (resp. formally étale,
resp. formally unramified), see [Gr4, §17.1].

When f is essentially smooth, the module of relative differentials Q} is
locally free of finite rank, say, ny, where ny, the relative dimension of f,
is a function from X to Z, constant on connected components. (For local
projectivity, see [Gi14, (16.10.2)]; and for finiteness, see, e.g., the proof of 1.7
below.) Moreover, if Y is noetherian then the diagonal map X — X xy X
is a regular tmmersion: each £ € X C X Xy X has an open neighborhood
U C X xy X such that T'(UN X, Ox) is a quotient of T'(U, Oy ) by a regular
sequence of length ns(&), see [G14, §16.9].

Let X i> Y % Z be scheme-maps, where g is qcgs (resp. efp). One

verifies then, via [Grl, §6.1], that f is qcgs (resp. efp) if and only if so is g f;
and if Z' — Z is any scheme-map then the projection Z’ x ;Y — Z’ is qeqs
(resp. efp). It follows that the fiber product, in the category of schemes, of
any two qcgs (resp. efp) maps with the same target, is also a fiber product
in the subcategory of qcgs (resp. efp) maps.
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Thus if f and g are qcgs (resp. efp) then so is the graph I'r: X — X x 7Y

Similar assertions hold with “separated” (resp. “essentially étale”) in place
of “efp”, see [Grl, p.279, (5.3.1)] (resp. [Gr4, (17.1.3)(ii) and (iii), (17.1.4)]).

From [Gr4, Theorem (17.5.1)] it follows that any essentially smooth map—
in particular, any essentially étale map—is flat.

1.2. For any scheme W let D(WW) be the derived category of Oy -modules;
and let

Dy := Do (W) C D(W)
be the full subcategory with objects the complexes whose homology sheaves
are all quasi-coherent. When W is qcqgs, the natural functor into Dy from
the derived category of quasi-coherent Op-modules is an equivalence of
categories [BIN, p. 230, 5.5].

As we will deal almost exclusively with derived functors, we will usually
lighten notation by omitting the symbols L and R: given a scheme-map
f+ X =Y, we'll write f,: D(X) — D(Y) for Rf,, f*: D(Y) — D(X)
for Lf*, and ®y: D(X) x D(X) — D(X) for the left-derived functor ®k.
In the presence of such abbreviations, it should not be forgotten that we are
working with derived functors, unless otherwise indicated.

Remarks. e Derived functors are determined up to canonical isomorphism,
by universal properties. We assume throughout that some specific choice of
such functors has been made. As we make use only of the characteristic
universal properties, our results do not depend on the choice.

In this vein, we always assume that idy and (Ox ®, —) are identity
functors, and that for f: X — Y that f*Oy = Ox.

e For any scheme-map f: X — Y, one has f*Dy C Dx [L.3, 3.9.1], and
if f is qegs (§1.1) then f,Dx C Dy [L3, 3.9.2]. Hence if f is qcgs then
HfDX C Dx.

e For qcgs f, there is a canonical functorial isomorphism (cf. (2.2.6)):
((G): Hy ®% G = Hi(G) (G e Dx).

As this will not be used in what follows, we’ll say no more about it.

e In this paper, the functors and functorial maps that appear respect the
usual triangulated and graded structures on Dy (see, e.g., | , §85.2, 5.7]).
That fact will play no role.

1.3. On the category of schemes there are adjoint monoidal pseudofunctors
(—)* and (=)« (the first contravariant and the second covariant) assigning
to any map f: X — Y the functors f* and f, in §1.2 (see [L3, 3.6.10]).
Adjointness means there are functorial unit and counit maps

(1.3.1) n=mnp:id = ff* and e=¢: ff, —id
such that for A € Dx and C' € Dy the corresponding compositions

FAZS LPRASS LA, e prpe TG o
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are identity maps. Pseudofunctoriality of (—)* and (—). entails, for any

scheme-maps X i) vy 4z , isomorphisms
(1.3.2) ps": fTg" = (9f)7, ps.: (9f)« == gufis

satisfying a kind of associativity vis-a-vis X Iy & 7w (see, e.g., [L3,
p. 120]); and pseudofunctoriality of the foregoing adjunction is expressed by
commutativity, for any X e Ny , of the diagram

. 7 via 1,
id - 99" g« (ff*9")

ngf

(9)«(9f) == 9xf(9f)" == 9:f. 19"

pS. via ps

For details, work backwards from [I.3, p. 124, 3.6.10].
These pseudofunctors interact with the left-derived tensor product ® via
a natural isomorphism

(1.3.3) vipr: [f(E®y F) = f'E®x f'F (E,F e D(Y)),
see [L.3, 3.2.4]; via the functorial map

(1.3.4) LGy fH — f.(G®x H) (G, H € D(X))

adjoint to the natural composite map

[ (G @y f.H) (1%5) LG ex [If.H — G®x H;

and via the functorial projection isomorphisms, for F' € Dy, G € Dy,
(1.3.5) fiGey F = f.(G®x f*F), F ey G = f.(f"F ox G),
the first being defined qua map to be the natural composition

and similarly for the second, see [1.3, 3.9.4].

The pseudofunctorially adjoint pair ((—)*, (—)*) is ultimately determined,
by categorical properties, only up to unique isomorphism. The pair can be
so chosen that for any scheme-map f: X — Y, one has that f*Oy = Oy,
that the map 7y in (1.3.1) is the natural composition Oy — f.Ox — Rf,Ox
(where for just this moment, f, is the nonderived direct image functor), that
the map ps*(Oz) in (1.3.2) is the identity map of Ox, that the map (1.3.3)
is the obvious one when either F or F' is Oy, and that the map (1.3.5) is
the obvious one when F' = Oy (cf. e.g., [1.3, 3.4.7(iii)]).

1.4. In a category, an orientation of a relation fov = wog among maps is
an ordered pair (right arrow, bottom arrow) whose members are f and u.
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This can be represented by one of two oriented commutative squares, namely
d with bottom arrow u, and its transpose d’ with bottom arrow f.

i)

@ — O
@ — @
[y
<
@ — O
e
@@ — @
<

For any oriented commutative square of scheme-maps
1

X' X
2{ d ‘4
Y’ Y

3
the natural map of functors
(1.4.1) Og : 3"4, — 2,17,

is defined to be the composition of the following chain of maps of functors
(from D(X) to D(Y")):

(1.4.2) 374, T2, 9 orgrg, WP o prgry, VUL o gx
or equivalently (see [I.3, p.127, 3.7.2]),
(1.4.3) 3ra, Ty gy 1,10 TP geg g 1r TG o g

1.4.4. If d is a fiber square (i.e., the naturally associated map is an iso-
morphism X’ 5 X xy Y’) with 4 qcgs (§1.1) and 3 flat, then 64(G) is an
isomorphism for all G € Dy (see [L.3, p. 142, Proposition 3.9.5]).
1.5. Let there be given an oriented commutative square of scheme-maps

1

X' X
2{ d ‘4
Y’ Y

With ps* the natural isomorphism ([L3, p.118, (3.6.1)*]) and 4 as in 1.4,
define

(1.5.1) bg: 17474, — 272,1*
to be the following composition of functorial maps:
(1.5.2) a4, B orgeg, 2%, 0x9 1r,

Proposition 1.5.3. If d is a fiber square in which the map 4 is qcgs and
3 is flat, then ¢4(G) is an isomorphism for all G € Dx.
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Proof. This holds because 64(G) is an isomorphism (see 1.4.4). O
Here is a transitivity property of ¢.

Proposition 1.5.4. Let d = uov be the composite oriented commutative
square

With ¢4, ¢, and ¢ as in (1.5.1), the following diagram commutes.

(501)*6*6, il 22, (501)*

2%2, ps*

1*5*6*6, ———— 1"4*4,5* ———— 2%2,1*5*

1* ¢,

v

Proof. Expand the diagram in question, as follows:

* *9
(501)*6%6, Pe 2*(753)*6, 20 2%2,(501)*
2*ps*
ps* 0] 2376, ® 2*2, ps*
N
1"56%6, ——— 1"4"7"6. ® 2°3* 45" — > 2°2, 15
pPs v
17476, %

1*4%4,5*

Commutativity of () follows from associativity of pseudofunctoriality,
of @ follows from transitivity for 6 (see [L.3, p.128, Proposition 3.7.2(iii)]),
and of (3) is obvious, whence the conclusion. (|

1.6. We examine the variance of H; with respect to f.
Given an oriented commutative square of scheme-maps

x I x

(1.6.0) f’l d lf

Y’T>Y
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let dy be the oriented commutative square

x ., x

af,l dy laf

X' xyr X! — X xy X
and let d*: h* Hx|y = Hxyh* be the functorial morphism ¢y :
(16.1)  dfs i Hygy = K010y, 25 6700, h* = Hooyo I
Also, let
di: Hxyy = hHxoy h*
be the adjoint of d*, that is, the composition (with 7 as in (1.3.1))

Hyy 2 ' Hypy =S hHoy b
We define the map
d*: W Hxy — Hxopyr
to be the composition

* * du o * ~
h HX‘Y - h ?’LX|YOX ﬂ HX’|Y’h OX E) %X"Y’OX/ — HX"Y’)

and let
dﬁl Hx|y — h*HX/lY/

be the corresponding adjoint map.

Corollary 1.6.2. If d in (1.6.0) is an oriented fiber square in which g is flat
and f is gcgs, then for all G € Dx, d* is an isomorphism

h*%x|yG - %Xl‘y/h*G.
In particular, d* : WHxy — Hxyr i an isomorphism.

Proof. Since d is a fiber square, therefore so is d.
Since f is qcgs therefore so is 6 [Grl, p.294, (6.1.9)(i), (iii), and p.291,

(6.1.5)(v)].
The projection (X Xy X) xy Y’ — X xy X is flat (since g is), and its
composition with the natural isomorphism

X’Xy/ X, = (X XyX) Xy Y,

is the bottom arrow of dy, which is therefore flat.
So the assertion results from Proposition 1.5.3. U

(A more general result is given in Corollary 1.7.1 below.)
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Here is a transitivity property of df.

Corollary 1.6.3. Let d be the composite oriented commutative square

X / Y J Z
T v Yy u z
S s S

The following diagram commutes.

(9f) Hzs i Hxs0(9f)"

9" Hzs [*Hy s g*
frut vi
In particular, the following diagram commutes.

qt

(9f) Hzs Hx s

ps* Vi
"9 Hzs - [ Hy s

frof

Proof. This is just Proposition 1.5.4 applied to the diagram

X ! Y 2 Z
O Vx dy Ux 0
XXS//X YXS/Y ZXSZ

where the arrows in the bottom row are the obvious ones.

Hx|sn f9"

O

Examples 1.6.4. Given scheme-maps X i) y & 2 , one has, as special

cases of the above constructions, canonical associated morphisms

Hxiz = Hxy, f*%y\z - 7'LX|Zf*> Hy|z — L Hx 27,

the last two adjoint to each other.
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Evaluation at Ox (resp. Oy ) yields canonical homomorphisms
Hxiz = Hxys [ Hyz = Hx|z, Hyz = [ Hx|z-

Here are the details. Let i : X xy X — X Xz X be the canonical
immersion. One has then the oriented commutative squares

X id X X id X
f dsg af of (df,g)x Ogy
Y g A X X Y X T X X A X

and one checks that (df,g)ﬁ = (dfg)s: Hx|z — Hx|y is the composition

0 PS. ps o€,
9f * - * % - 'f Ci %
5gfl*5f* _— fZ Z*(Sf* — 5f6f*

af ot
If, for example, g is essentially unramified (§1.1) then, since

Xxy X — X xz X

(1641) naturalj Jf x f
Y T’ Y Xz Y,

g

is a fiber square and, as follows from [Gi14, 17.4.1], d, is a local isomorphism,
therefore ¢ is a local isomorphism, and so €;: ", — id is an isomorphism.
Thus (d; ,)? is a functorial isomorphism

%X\ 7z — %X|y.

For example, if h: X — Z is a qcqs map such that the kernel I of the
associated map Oz — h,Ox is of finite type, then for Y C Z the schematic

image (defined by I, see [11, (6.10.5)]) one has, canonically, H x|z = Hx|y-
One also has oriented commutative squares
X ! Y X ! Y
(1.6.4.2) af dg 9 S | (@), %
VA ) A4 X XZX W Y Xz Y

whence the associated morphism

(1.6.4.3) (£,9)F= (d9): fHy; = Hxzf*
and its adjoint
(d9)3: Hy|z = [ Hx2f"
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If, for example, f is a flat monomorphism, then (df’g)x is an oriented
fiber square with flat bottom arrow. If, in addition, g is qcqgs, then so is d,
(see proof of 1.6.2), and so by Proposition 1.5.3, if F' € Dy then (d/9)¢(F)
is an isomorphism f*Hy 7z F = Hx |z [*F.

(See also Theorem 1.7 below).

Corollary 1.6.5. For any W = X i> Y %5 Z the neat diagram commutes.

(fe)* Hy|z (fer0) Hyz(fe)*
ps* via ps*
e Hyiz ——— e Hxzf” — Hwize'f*
e“(£,9) (e;9f)
Proof. Apply 1.6.3 to
W : X ! Y
gfe desf gf dre g
Z Z Z

Theorem 1.7. For scheme-maps X i> Y % Z with f essentially étale,
and F € Dy, the map

(fs9) (F): f*Hy;z F — Hx )z f*F

is an isomorphism.

Proof. Tt suffices to show that for every open immersion W = X with
W affine, e*(f, g)*(F) is an isomorphism. It results therefore from Corol-
lary 1.6.5 that it’s enough to prove Theorem 1.7 when X is affine or when
f is an open immersion. The latter case was dlsposed of at the end of §1.6.4.

We may in fact assume that f factors as X —> Yo s Y where Yp is
affine and ¢ is an open immersion. Then an argument like the preceding

one, applied to X f—°> Yo 5 Y 4 Z, shows that we can replace f by f;.
Thus we may assume that Y as well as X is affine, and so since f is efp, we
can set Y = Spec A and X = Spec M ~'B where B is a finitely presentable
A-algebra and M C B is a multiplicatively closed subset.

Furthermore, Y and X being affine, the maps f and g are both separated,
and so the canonical immersions

di=0p: X = X xy X =V, J: X Xy X > X xz X

are both closed.
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The closed immersion ¢ is essentially étale, hence flat (§1.1); so with Z
the kernel of the natural surjection Oy — 0,.0x, Oy/Z is flat over Oy, and

I)1% = TorPV(Oy/T, Oy/T) = 0.
Moreover, T is a finite-type Oy -ideal. For, with A, M and B as before, and
N::{m1®m2 | mi, M2 EM}CB@AB,

the kernel of the multiplication map pu: B ® 4 B — B is finitely generated
([Gr1, p. 301, 6.2.6.2]), as is the kernel of N~'pi: M—'Bo,M~'B — M~'B,
giving the assertion.

So by Nakayama’s lemma, at any v € V the stalk Z,, being a finitely-
generated idempotent Oy ,-ideal, is either (0) or Oy, ; and it follows that
0 induces an isomorphism of X onto an open-and-closed subscheme of V.

Setting V':= j(V '\ §(X)), one has then the diagram

5(x) — 2 x ! y
J v 3o u=(d"9), d
(X xz X)\V’ X xz X Y xzY

k

where k is an open immersion and each of d = ucv and v is a fiber square
with flat bottom arrow. Since X is affine, 6, and d4¢ are qcgs (use [Grl,
p.291ff, 6.1.4, 6.1.9(iv) and 6.1.9(v)]). By 1.5.3, ¢4(F) and ¢,(f*F) are
both isomorphisms, whence, by 1.5.4, so is ¢,(F), which is exactly what
Theorem 1.7 asserts. U

From 1.7, 1.6.2 and 1.6.3 (with X replaced by X', Y by X xyY’, Z by X,
S by Y and S” — S’ by the identity map of Y”), one gets:

Corollary 1.7.1. (Cf. | , (0.1)].) For an oriented commutative square
of scheme-maps

X' X
f d f
Y’ p Y

with g flat and f qcgs, whose associated map X' — X xy Y’ is essentially
étale, and for G € Dx, d' is an isomorphism

W Hxy G 5 Hypy b G.

In particular, d¥ : W Hx )y — Hxy: s an isomorphism.
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2. THE FUNDAMENTAL CLASS OF A FLAT MAP

Fix a noetherian scheme S. Let S be the category of separated, efp (hence
noetherian) S-schemes (see §1.1). All maps in S are separated and efp.
The fiber product, in the category of all schemes, of two S-maps with the
same target is a fiber product in S.

In this section we describe how to assign to every flat S-map, f: X = Y,
with twisted inverse-image functor f': Dy — Dy as in §2.1.2, and with
Hx|s, Hy|s as in §1, a canonical functorial map

¢ Hxisf* — fHys,

called the fundamental class of f.

When f is essentially étale, so that f' = f*, c; turns out, nontrivially,
to be inverse to the isomorphism in Theorem 1.7, see Proposition 2.5.
As in 0.2, we set

My = Hx5Ox -

Ifx: X — § is essentially smooth of relative dimension n, then ¢, induces
an isomorphism

Qfn] = (H"H)[n] < (H"2'Os)[n] = 2' s,

that should be closely related to the well-known one of Verdier [V, p.397,
Thm. 3], see Remark 2.4.4.

If x: X — S is finite and flat, then ¢, (Ox) is closely related to the trace
map +O0x — Og, see Example 2.6.

2.1. We first review a few preliminary considerations.

Let S and S be as above. As is customary, we usually denote an object
w: W — S in S simply by W, with the understanding that W is equipped
with a separated efp “structure map” w. We set

Dy := Dqc (W) (see §1.2).

For Wy, Ws € S, we denote Wy xg Wo by Wi x Ws. The diagonal map
W — W x W will be denoted by dy. We set

Hyp = Hvs = Ho= 0w)Ou)y (= Loy (), see §1.2).

2.1.1. For f: X — Y in S one has, with the notational convention of §1.2,
f*Dy C Dx [L3, 3.9.1] and f,Dx C Dy [L3, 3.9.2]; so the adjoint pseud-
ofunctors (—)* and (—). in §1.3 can be restricted to take values in the
categories Dyy. It is assumed henceforth that they are so restricted.

2.1.2. For any scheme W, let Dg.(W) C Dy be the full subcategory with
objects those complexes G € Dy such that H"(G) = 0 for all n < 0.
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According to [Nk, 5.3], there is a contravariant Dg.-valued pseudofunc-

tor (—)ﬂr over S, uniquely determined up to isomorphism by the properties:

(i) When restricted to proper maps, (—), is pseudofunctorially right-
adjoint to the right-derived direct-image pseudofunctor (—),.

(ii) When restricted to essentially étale maps, (—)} is equal to the usual
inverse-image pseudofunctor (derived or not).

(iii) For each oriented fiber square d in S,

1

X' X
2 d 4
Y’ 3 Y

with 4 (hence 2) proper and 3 (hence 1) essentially étale, and with 6y as
in 1.4.4, the natural composite isomorphism

174, =144 =5 (401)} = (302)) = 2.3, =2.3"
is adjoint to the composition (with [, the counit map coming from (i) above):

214, 5 3*4,4, — 3",
[ A

As in the first Remark in §1.2, we fix once and for all a specific such pseud-
ofunctor such that (idx)} is the identity functor. The point of what follows
is to extend this to a Dgc-valued pseudofunctor, at least over essentially
perfect (i.e., finite tor-dimension) S-maps.

(Henceforth we will abuse terminology by calling S-maps of finite tor-
dimension “perfect” instead of “essentially perfect.” For the purposes of
this paper, “flat” may be substituted throughout for “perfect.”)

Let Sp be the subcategory of perfect maps in S. (Perfection is preserved
by composition, see, e.g., [Il, p.243, Cor.3.4].) As in | , §5.7], there is
over S, a contravariant twisted inverse-image pseudofunctor (—)', taking
values in the categories Dyy, such that

f'F=(flOy @y ffF)eDx  (f: X - Y inS,; F € Dy).

From the assumptions in the first Remark in §1.2, one gets then that
'Oy = flOy—so that

(212.1) fF=(f'Oy @y f*F)eDy (f: X Y inS,; F € Dy).
When X =Y and f =idx then f'is the identity functor on Dy.

For F' € D; (Y), there is, as in [Nk, 5.9], a natural isomorphism
(2.1.2.2) f'FflF.

When F = Oy, this is the identity map of f'Oy = f{Oy-.
When f is essentially étale, (2.1.2.2) is the identity map (cf. [1.3, 4.9.2.3],
with E:= Ox).
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Further, for X i> Y 4 Zin Sp, the associated isomorphism

!

ps': f'g = (gf)
is the natural composition
L0y @x (0202 @y g*) = (LOy @x f'9,0z) @x f'g"
— f'9:0z ®x f*g"
= [19:07 ©x f*g*
=5 (9£)+0z ®x (gf)".

In view of (ii) above, one finds that the restrictions of (—)' and (=)* to
essentially étale S-maps are identical pseudofunctors.

Over S, the isomorphism (2.1.2.2) is pseudofunctorial. Thus (—)' may be
viewed as an extension of (—)} to a Dgc-valued pseudofunctor.

(2.1.2.3)

2.1.3. To each proper Sp-map f: X — Y is associated, as in | , §5.9], a
functorial map (with id the identity functor of Dy):

ff f*f‘ —>1d7

such that for any X Ly % Zin Sp with f and g proper, the following
diagram commutes

. 1
via ps, and ps’

(9/)+(gf)" 9. L. 19
(2.1.3.1) Ly als
id 9.9"

Iy
This [; is given by the natural functorial composition, with F' € Dy,

. J,®id
LI'F = [,(fiOy ®x [*F) o ffiOy @y F 2—— Oy @y F = F,

where [, arises from (i) in §2.1.2.

If f is the identity map of X then [; can be identified with the identity
transformation.

More generally, let X Io v % 7 be S-maps with f proper and both g
and gf perfect. The functorial map

(2.1.3.2) If: f9f) =4
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is defined to be the natural composition
! ~ I
(9302 @x (9f)") == f.(f19:0z @x f*g")
~ 11 * f+®id ! *
(ab) [ +9:0z @y g —— 9:0z ®y g
9.0
The next Lemma will be used in the proof of Proposition 2.5.

Lemma 2.1.4. For Sy-maps X 5y % 7 with f proper, ffg factors as

o) B p g g

Proof. The assertion is that the border of the following natural diagram
commutes:

fps'
Lt f(gf) =——— £.((9/)4 0z @x (9f)")
@ 2
L(fiOy ®x f*g") = L(fiOy @x [ (9402 ®y g%)) — f.(fi9+0z ®x f*g")
(1.3.5) (1.3.5/ (1.3.5)
! 1 ! ! @ [
[ JiO0y ®y ¢ == [ [iOy ®y ¢: Oz Qy g* [ [+9:0z @y g*
(1.3.5) /
J,®id f@id ' '
L(fiOy ®x f*9:07) @y g*
[®id
Oy Ry ¢t =——= Oy Ry ¢},0z Ry g* ®
g 940z ®y g*

Commutativity of subdiagram (D) results from the definition (2.1.2.3) of ps',
of @ from [1.3, 3.4.7(iv)] with (A, B, C):= (g*,9'Oz, f}), mutatis mutandis,
of 3 from the definition of the isomorphism (2.1.2.2) for proper f, [Nk, 5.7],
and of the unlabeled subdiagrams is clear, whence the conclusion. O

The following “transitivity” property of [ fg—that in view of Lemma 2.1.4
generalizes commutativity of (2.1.3.1)—will be needed in §6.
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Proposition 2.1.5. Let X i> Y% 725w obe S-maps with f, g proper
and h, hg, hgf perfect. The following diagram commutes.

(9F)(hgf) = g, f.(hg[)

h hg
ff .(]*/ch

g

B ; 9.(hg)’
9

Proof. The diagram expands naturally as

(f)-((hg )4 Ow @ (hgf)") = 9. £.((hg ) Ow © (hgf))
psh || ps* psh || ps*
(@D ((a))hyOw @ (gf) ) ® 0L (£ (hg), Ow @ F* (hg)")
=P

ps* |
9 [ ((9)shi Ow @ frg*h*)  pss

& ”

9 (£(g)shhOw @ g* 1) g f.(fighhOw @ f*g*h¥)
® J Jg*(f*fi(hg)iow@hg)*)
gef (9N hhOw @b (£ fegihiOw @ g 17)

/ PS+
(9f)«(gf) hyOw @ h* == i = 9. [ JigihiOw @ I 9:((hg), Ow @ (hg)*)

S ® J
9 gy by Ow @ h* ——— g. (g4 hh Ow ® g*h¥)

e

ps}

hLOw @ h*

Commutativity of subdiagram (@) follows from pseudofunctoriality of (—)}
(—)* and (—)«. That of ) is given by [L3, 3.7.1], mutatis mutandis. As the
pseudofunctors (—)} and (=)' agree on D;C (see §2.1.2), that of (3) is given
by that of (2.1.3.1). That of the unlabeled subdiagrams is clear (by functo-
riality). Proposition 2.1.5 results. O

2.1.6. To each oriented fiber square in Sy
X/

g

Y/ ———Y



BIVARIANCE, GROTHENDIECK DUALITY, HOCHSCHILD HOMOLOGY, 1T 21

with u, v flat, there is associated a functorial isomorphism
(2.1.6.1) Ba: v*f = gu*,
satisfying “transitivity” with respect to vertical and horizontal composition
of such squares (see [AJL, §5.8]).

With the “relative dualizing complexes” Dy := fiOy, D, := g4 Oy, and
with

Ba: v*Dy = VfiO0y 5 glutOy = D,

as in [AJL, 5.8.3], By is the natural composition

v =0t (Dp ® f7) 5 oDy @ o't 22 Dw gt = glu”

The next Lemma will be used in the proof of Theorem 5.1.

Lemma 2.1.7. For any fiber square diagram in S:

with u (hence h and v) flat, f (hence j) proper, and g, gf, k and kj perfect,
the following diagram commutes.

Jar(gf) = J.(kj)w"
|

nf. (o) 5
7|

By

Proof. The assertion is that the border of the following diagram commutes—
where O := Oy and O* := u*Oy = Oy, and where each map is induced by
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the natural transformation(s) specified in its label.

5 (010D (0f)) 2 5.0 (a O DV (af)) oo (kYO"® (ki) u)

de

94 ps} || ps* ps || ps*
W19k O @ (gf)*) 5 (0L g O @ j*h*g") 54RO @ jku)

ps, || ps* (1.3.5) ® (1.3.5)
W(figi0® f'g") @  jutfigiO®b'g .34k O @ hYg*

Yej Bd
(1:35) | Gl O® Ny
® S,
. o (133) .
W (f 1050 ® g*) ——— W[, frgh O @ hg* /1
: N

h* (94O © g*) WO @G —— KO @y’

(1.3.3)

Commutativity of subdiagram (1) is a consequence of the mirror image of
1.3, 3.7.3], with (£, f, 9,9, P,Q):= (f, 4, h, v, % fig4O).

Commutativity of @) follows from transitivity of B (see [AJL, §5.8.4]).

Commutativity of () is immediate from the definition of Be (see second
paragraph in [AJL, §5.8.2]).

The rest is clear. (]

2.2. The fundamental class of a flat S-map f: X — Y,
Cy: Hx " — f!HYa

is the composition of two functorial maps, with I' = [;: X = X xY the
graph of f (a map in S):

(2:2.1) Hof" = 0xuf" > TLS =5 foydy, = [ Hy,
f

specified as follows.
To define ay: 050y, f* — I"IL f ' consider the commutative diagram

6:=4 i
X 2% X xy X 1 Xxx P x
(2.2.2) a [iaxxs |7
X —s X XY — Y
I Py

where py and py are the projections onto the second factor, p; onto the
first, and ¢ is the natural map.
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More generally, consider any commutative S-diagram d

[ ! [} 2 [ J 3 > @
(2.2.3) o 7| s
4 ¢ 5 ®

in which the squares are fiber squares, the map 8 is flat, 1 is proper and
both 30201 and 504 are perfect. To such a d associate the map Mg given
by the composition

(ps.) (201)4(30201)'8* 5 2,1,(30201)'8"

(2./5°2) — 2,(302)'8"

(2.B71) 5 2,6%(504)"

(071 (§1.4.4)) =5 74, (504)

In (2.2.2), 406 = dx, pyoiod =idy, and py-oI' = f. Thus one has a map
(2.2.4) Oxif™ = Ox,idy f* — (idx x )T f,

to which one applies 6% = §** to produce the natural composite map
ap: Syoy, f* — 0% (idx x f)* Tf' = §*piT*LLfN = DL S
To define the isomorphism by : T*T} f' — f'636y-, in (2.2.1), consider the
fiber square

x L vy
(2.2.5) Fl h léy
XxY —— Y XY
indy

Let p: X XY — X be the projection, so that pI' = id, and I'*p* is isomorphic
to the identity functor of Dx. One has then the functorial isomorphism
(2.2.6) pr=prp: MT(A®B) = ARI"LB (A, B € Dyx)

that is defined to be the natural composite isomorphism

"y (A®B) =—=TI"I.,(I'"p"A®B) = T*(p'A®I.B)

via ps* (1.3.5)71

5 T*p*A @ T*I.B
1.3.3)

AR TILB.

via ps*

(
The map by is the composite isomorphism (with ¢, as in 1.5.3)
'L =T*T(f'Oy ® f*) = fOy @ T*L, f*
o
(2.2.7) T . .
- [0y ® [y dy, = [ 0y0y,.
10¢,"

This completes the definition of the fundamental class c;.
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Example 2.3. In the “absolute” case, when Y = S and f is the structure
map z: X — S (assumed flat), the map b, is the identity. Diagram (2.2.2)

collapses to

x 2= yax P2y x

pll l
X — 5

with p; and p, the projections onto the first and second factors, respectively.
The fundamental class ¢, = a, is then the composite map

5*0, % = 0*0,(pyod)'a* — *pha*

! ~ . ! |
Fplax = id*z' =z
5+ (P2 §5*B~1 ps*

Remark 2.3.1. What happens to ¢, when p, and p, in its definition are inter-
changed? Denoting the resulting map by ¢, one can show that ¢, = c,oe,,
where, 0: X x X — X X X being the symmetry isomorphism (that is, p1o = po
and poo = p1), e, Hx — Hx is the automorphism given by the composition

5°5. = (06)"(00). Z= 5"0"0. 4. o, 575,
The square of this automorphism is easily seen to be the identity, but the automor-
phism itself need not be. For example, if = is smooth, then working locally with a
Koszul resolution of §,Ox, one finds that e, (Ox) induces multiplication by (—1)°
on H(Hx). (See also [1.3, Exercise 3.4.4.1].)

The map ¢, is canonical in that though the pair (Hx(F),c,.(F)) (F € Dx)
depends on a choice of flat resolution for the Ox« x-complex §,F, for two such
choices there is a canonical isomorphism between the resulting pairs. What this
example illustrates (for instance when z is the natural map Spec R[T] — Spec R
with R aring and T an indeterminate) is that the canonical isomorphism can induce
the identity on Hx (Ox) while not inducing the identity on ¢, (Ox).

Example 2.4. If V:= X X X and 7 is the kernel of the natural surjection
Oy — 6,0x, then using any flat resolution of §,0x one gets a “natural”’
isomorphism of Ox-modules

QL =7/1% = Tor9v(0y/T, Oy/T) = H ',
whence a map of graded-commutative Ox-algebras, with Q% := N QL
(2.4.1) Dis0 A = B0 TorV(Oy/)T, Oy/T) = ®iso H " H,.

Proposition 2.4.2. With notation as in 2.3, if x: X — S is essentially
smooth of relative dimension n (see §1.1), then there is a natural composite
Dx -isomorphism

Q[n] = (H "Hx)n] = (H"2'Os)[n] = 2'Os.

via €y

IThe negative of this isomorphism is equally natural. This leads to some sign issues,
which we will not get into here.
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Proof. Since x is essentially smooth the map (2.4.1) is an isomorphism, as
can be checked locally, over affine open sets in V' where Z is generated by
a regular sequence of length n, whose associated Koszul complex provides a
flat resolution of Oy /Z (see §1.1).

The complex z'Og is concentrated in degree —n: there exists an isomor-
phism Q7[n] = 2'Og (the proof of [V, p.397, Thm. 3] holds for essentially
smooth maps), whence a natural isomorphism (H "z'Og)[n] = 2'Os.
Likewise for the complex plz(’)X, since po is also essentially smooth of relative
dimension n (or by the flat base-change isomorphism p!QOX = p’{ar!(’)s).

In view of Example 2.3 and the definition of (2.1.3.2), the problem is
readily reduced to showing that the natural map

(2.4.3) H™"65,64,pyOx — H "6"phOx.

s an isomorphism.

Using that &} is right-adjoint to 6,, one can identify §,5% phOx — phOx
with the map RHom(6,Ox, pyOx) — RHom(Oy, phOx) induced by the nat-
ural map Oy — §,Ox, and then check (2.4.3) locally, where, again, one can
replace 0,O0x = Oy/Z by the Koszul complex of a regular sequence. O

Remark 2.4.4. As of this writing, the authors do not know whether the
natural isomorphism in 2.4.2 coincides (up to sign?) with that of Verdier.
Nor do we know whether either of these isomorphisms becomes tidentity
when all the data are interpreted as in [I] or [Co].

The answers might well emerge from the relation of these maps to traces
and residues, a relation to be explored in detail elsewhere.

Proposition 2.5. If the S-map f: X — Y is essentially étale then with
y: Y — S the structure map and

¥ (£:v)" *
F i1y = [ Hy =55 Hif
the isomorphism from Theorem 1.7, it holds that
-1
e = ()"
Proof. Let us see what ¢; = byoay looks like when the pseudofunctorial
identification of (—)' with (—)* for essentially étale maps is implemented.

More specifically, with reference to (1.6.4.2), and notation as in (2.2.2),
consider the following decomposition (d/¥), = uvw:

f
6J w
(2.5.1) XxyX —2— X u 5y

XXX —— X XY ———YXY
idyxf fxidy
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By the definition of (f, y)* (see (1.6.4.3) and (1.6.1)), and Proposition 1.5.4,
fﬁ = Puvw = Pvw S Pu.

Since ¢y is an isomorphism (see Proposition 1.5.3), therefore so is ¢yw f™.
To prove Proposition 2.5 it will suffice then to show that

(2.5.2) aj = (duwf) ™
and
(2.5.3) by = ¢y

We first treat some constituent parts of the definition of ay.

2.5.4. Since f is essentially étale, therefore so too are the diagonal map
0: X —+ X xy X and the projection p;: X xy X — X to the j-th factor
( = 1,2), see §1.1. Since the identification (—)' = (—)* for essentially étale
maps is pseudofunctorial, therefore for each j, the two isomorphisms

id = (pjé)! Sl 5!p!j and id = (p;d)* = 8p;

are identical.

2.5.5. In (2.1.6.1), if f is essentially étale (whence so is g, see §1.1) then
the following diagram commutes.

By

U*f! g!u*

ps*

To see this, one uses (2.1.2.1), monoidality of the pseudofunctor (—)*
(see [L3, p.121, 3.6.7(b)]) and the dual (see [L3, p.105, (3.4.5)]) of dia-
gram () in | , p- 109, 3.4.7.1] to reduce to showing commutativity of the
diagram after it is applied to Oy; and that follows from [L.3, p. 208, Theo-
rem 4.8.3(ii)], by a straightforward extension of [L.3, Remark 4.8.5.2] with
“finitely presentable” (resp. “étale”) replaced by “efp” (resp. “essentially
étale”). Details—routine, but somewhat tedious—are left to the reader.

2.5.6. Using Lemma 2.1.4, and applying 2.5.4 and 2.5.5, one checks now
that the map ay is the composition

S B2 0,00 B 60,00 pif* = 016,891

. §* 9‘71 * *
b i 2 s (idy < )T B L B L

It follows that ¢ywf*cay is obtained by going around the following dia-
gram clockwise from %0y, f* back to itself.
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5%, 0,6%pt f*

E3 * PSs * *
OO f* = %0,

a;;evwl ©) 6;(1;947

Ox(idx X f ) Tuf* <= xiupi f* ” 0%1.0,0'pi f*

X v 5X7’* f(S

Commutativity of subdiagram (a) results from transitivity of 0 (see [L.3,
p. 128, (iii)]); that of (®) is the definition (1.4.2) of 6y; and that of (¢ is given
by the next Lemma. Thus ¢ywf*cas = 60504030201 is the composition

1710704030201 =17102710804030201 = 17102716037 030201,
which is the identity map of 654y, f*; and this proves (2.5.2).
Lemma 2.5.7. The following composite map is the identity.

. 0%iam . isf;
0% lx BRSALIN Ox14040" = 0540« 5 X—6> Ox Us.

Proof. As in the proof of Theorem 1.7, § is an isomorphism of X onto an
open-and-closed subscheme of V := X xy X. Let i: V — X x X be the
natural map, and set V’':= (V' \ 6(X)). We have then a fiber square, with
k an open immersion,

X 2 XxyX

(X xX)\V/ — X xX

and hence isomorphisms (see 1.5.3), with dx := 49,

(2.5.8) Oxite = 071", —> j 0"
ps* " (15.0)

So it’s enough to show that the following composite map is the identity.

&* %
(2.5.9) PRIILNG S 3 Sy S I U NS
But §*[5 is the same map as
568" %5 6t = 5%,

To see this, one can use the isomorphisms (2.1.2.1) and (2.1.2.2), and
the description of f5 in [ , §5.9], to reduce to showing that the diagram
commutes after it is applied to Oxx, x—which follows from [L3, p. 168,
Exercise 4.9.1(c), and p.204, Theorem 4.8.1(iii)]. Details are left to the

reader.
Thus the composite map (2.5.9) is the same as

o* €
5 20y 56.5% — §°6.0" 2 8" — o7,
that is,
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6*
5 T 646,68 = 6°6,0' = 0%0.6" % 5,
which is indeed the identity map. U

2.5.10. As for (2.5.3), recall from (2.1.2.1) and the first Remark in §1.2 the
equalities

fle———

Oy fr == fOy®f*

Using this, one checks that (2.5.3) asserts commutativity of the outer border
of the following diagram of natural maps, where O := f*Oy = f'Oy, and
OX = OXXY’ SO that O — F*OX:

(O ® T f*) *TL (D Oy @ T %)
® (1.3.3) | ~
D*ILI* T £ *LLI*(Ox @ L, f%)
F*F*EFJ[F*WF I np
I*T, f* I*(Ox @ L, f*)
® (1.3.3) |~
ML ff —7= OQI"*[f* ——=T"Ox QI""I f*
r*eﬂ ]wpr*eu
T*(f xidy )*6y, =—— O@T*(f xidy)*5y,
ps* 1® ps*
[765 8y, == OB [}y,

Commutativity of the unlabeled subdiagrams is clear. That of subdia-
grams (4 and () is straightforward to check, either directly or by dualizing
the first commutative square in [[.3, p. 103, (3.4.2)] (see [L.3, §(3.4.5)]).

Since Iieponp is the identity map, one finds then that the outer border
does indeed commute.

This completes the proof of (2.5.3) and of Proposition 2.5. O

Here is one more concrete illustration.

Example 2.6. Let A be a noetherian ring, and B a finite-rank projective
A-algebra, with corresponding scheme-map z: X = Spec B — Spec A = S.
From adjointness of the functors ' and z, one gets a canonical isomorphism
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r'Og = Homy(B, A)™, via which c,(Og) can be identified with an Ox-
homomorphism

HY(6%6,0x) = Ox — Hom (B, A)~,

the sheafification of a B-homomorphism ¢: B — Hom4(B, A).
This identification being made, one finds, following through definitions,
that ¢ factors as

B—)HOH]A(B,B) ®B®ABB = (HomA(B,A) XA B) ®B®ABB
= HOHlA(B,A) ®p B
- HOHlA(B,A),

where the first map takes b € B to id®b, and the isomorphisms are the
natural ones. Hence ¢(1) is the trace map B — A.

We won’t use this example further, so details are left to the reader.

This is a simple case of a fundamental relation, to be treated elsewhere,
between f.cy (f any finite S-map) and a certain trace map for Hochschild
complexes (cf. [1.2, §84.5-4.6], | , p- 55, Proposition 6.3.1]).

3. TRANSITIVITY OF THE FUNDAMENTAL CLASS; BIVARIANT
INTERPRETATION

After stating the central “transitivity” result of this paper, Theorem 3.1—
whose proof will be given in §6—we interpret it in terms of orientations
for flat maps in a bivariant Hochschild theory (§3.2), orientations that are
compatible with essentially étale base change (Corollary 3.3); and, in §3.4,
illustrate by a brief discussion of the resulting Gysin maps for bivariant
homology and cohomology.

Notation remains as in §2.1. For any W in S, §yy: W — W x W denotes
the diagonal. For any flat S-map f, the fundamental class cy is as in §2.2.

Theorem 3.1. Let X — Y = Z be flat S-maps. The following functorial
diagram commutes.

* !
Cy v U Cy

* * ) %k | ¢k * 1] ox
via ps* via ps'
* * | ¢k
5By, (vu) (00)535,,

Remarks 3.1.1. (A) When u and v are both essentially étale, the assertion
results, in view of Proposition 2.5, from Corollary 1.6.3.

(B) If u (but not necessarily v) is essentially étale, then Proposition 2.5
and Theorem 3.1 provide a canonical identification of c,, with u*c,.
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3.2. In view of Theorem 3.1, fundamental classes are orientations for the
flat maps in a suitable bivariant Hochschild theory, as follows.

The setup for the theory is constructed in [ , §5]. The underlying
category is S, C S, the category of perfect S-maps, the confined maps being
the proper Sp-maps, and the independent squares being the oriented fiber
squares with essentially étale bottom arrow, cf. | , §5.1.5(a)]. Coeflicients
are provided by the pre-Hochschild complezes Hx (X € S) in §1 above. That
these Hyx satisfy the conditions at the beginning of | , §3.2] is seen as
follows.

First, for any S-map f: X — Y, letting y: Y — S be the structure map
define f*: f*Hy — Hx to be the map (f, y)*(Oy) (see (1.6.4.3)).

If Y = X and f is the identity map, then f* is the identity map of Hy.

Next, in Corollary 1.6.3, suppose S” = S’ = S, both maps §” — S — S
being the identity. With the preceding notation, the conclusion is that
the following diagram commutes:

#
(af) Hy — 9y

(3.2.1) ps* M
9" Hy o [ My
I'g
This is the diagram (3.2.1) in [AJL], a diagram whose commutativity is
required for the bivariant theory constructed there.
The remaining requirement in | , §3.2], that f* be an isomorphism

when f is essentially étale, is given by Theorem 1.7.
To any Sp-map f: X — Y this bivariant theory assigns the graded group

HH*(f):= ®jez Ext! (Hx, fHy).
So for flat f the fundamental class ¢ induces a canonical element
(3.2.2) Cfi= Cf(OY) S HHO(f);

and in terms of the bivariant product HH®(u) x HH(v) — HH®(vu) [AJL,
3.3.2], Theorem 3.1 says:

(3:23)

Together with the easily-checked fact that if X = Y and u is the identity
map, then ¢, is the identity map of Hyx, this shows that the family c; is a
family of canonical orientations for the flat maps in our bivariant theory,
see [\, p. 28, 2.6.2].

Remark 3.3.1(A) below shows that these orientations are compatible with
essentially étale base change.

The next Corollary is also a special case of Theorem 5.1.
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Corollary 3.3. If in the oriented fiber square of flat S-maps

v

X' X
g d f
Y! Y

u

u (hence v) is essentially étale, then, with notation as in Proposition 2.5,
cyu* factors as

! ! !
HX/g*u* — %er*f* W U*%Xf* — U*f'%y BL> g‘u*’Hy ﬁ} g"Hyru*.
ps* i)~ v*cy d

guw

Proof. We have u* = u', v* = v'; and the following diagram commutes:
Bg |

U*f! gu*

V! ——— !
ps’
This looks like [L.3, p.208, Theorem 4.8.3(iii)]; but that theorem applies
only to the full subcategory D;’c C Dgc of homologically bounded-below
complexes. To treat all of Dqc one must expand the diagram according to
the definitions of Bq and ps' (see (2.1.2.3) and (2.1.6.1), which agree on D;.
with the usual definitions), and then check that the expanded diagram com-
mutes. The cited Theorem 4.8.3(iii) enters into this verification, but only
as applied to Oy. Details—routine, though tedious—are left to the reader.
In view of Proposition 2.5, we need then to show that subdiagram () in
the next diagram commutes.

*

ps

Hog*u* H o (ug)* (ug) Hy
NS . H . /
M f* = o (fv)" —L (fv)' Hy
cyu* cvl © ps! H ps!
v'H xfF . v f !’HY

0] p

)

g!U!'HY

9" Hyu*

It is clear that the unlabeled subdiagrams commute. By Theorem 3.1, the
outer border and subdiagram (2) both commute. The conclusion follows. [J
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Remarks 3.3.1. (See Remark following [\, p. 28, 2.6.2].)
(A) When applied to Oy, Corollary 3.3 says, in bivariant terms, that for
any independent square d as above,

cg = u'cy
where v*: HHY(f) — HH(g) is the pullback, see [AJ1., 3.3.4].
(B) As for pushforward (see | , 3.3.3]), for Sp-maps X Loy % 7 with

f proper, it holds that

fecgr = filep-cg) = (fcy) -cq-

where the first equality is given by (3.2.3), and the second by | , 4.4].
Of course this doesn’t convey much without further information on f,cy.
Note that by definition, ficys factors as

f ¢
Hy _u> fiHx ‘gf—> Q!HZ

where f, is adjoint to f* (see §3.2) and cqf corresponds under duality to cgy.
As indicated at the end of Example 2.6, further study of ficy will be
carried out elsewhere.
3.4. For any S-scheme W and i € Z, set HH;(W) := HH;(W|S) and
HHY(W):= HHY(W|S) (see §0.1).
The orientations ¢y of flat S-maps f: X — Y give rise to “wrong way”
Gysin homomorphisms

£ HH,(Y) — HH;(X) (j € Z)
and, if f is also proper,
£ HEY(X) — HH (V).
As in [\, §82.5, 2.6.2], these homomorphisms are defined by
[B)=cp-B,  folo) = fila-c).

More explicitly, if z: X — S and y: Y — S are the structure maps,
B: Hy — y'Os[—j] is in HH;(Y), and a: Hx — Hx[j] is in HH/(X), then
f€(B) and f.(«) are given, respectively, by the compositions

Hx L fHy 5 1y O[] 2= 'Ol
and (with [y adjoint to ft, see §3.2)

f; f.a . fec a1 .
Hy = fHx 7 fHx[G] =D ff Hy[] 5 Hy 5]

The basic properties of Gysin homomorphisms are listed in [F'M, p. 26].
As noted there, they are all immediate consequences of the bivariant axioms.
Let us briefly review the interpretation of these properties and their deriva-
tions in the present context, for which purpose we will need the transitivity
of the fundamental class (Theorem 3.1) and the base-change Corollary 3.3.
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For the remainder of this section, when a pushforward like hy appears,
the Sp-map h is assumed to be proper; and when a pullback like h* appears,
the Sp-map h is assumed to be essentially étale.

First, Gysin maps are functorial:

Proposition 3.4.1. For flat S-maps X Ly s Z, one has
(9f)°=f%9° and (9f) = gcfe-

Proof. In view of Theorem 3.1, the first equality results from associativity of

the - product | , Proposition 4.1], and the second from that associativity
plus functoriality of pushforward | , Proposition 4.2] plus commutativity
of pushforward with product [ , Proposition 4.4]. O

Gysin maps behave well with respect to essentially-étale base change:

Proposition 3.4.2. For any oriented fiber square in S

/

x —r . x

I s
!

Y —Y

with f (hence f") flat and g (hence ¢') essentially étale, one has

f9.= g1
and if in addition f (hence f') is proper, then
g'fe=1g"™.

Remark 3.4.3. In Proposition 5.2, we will prove that if f and g are flat and
f is proper, then ¢¢f, = f/g'c.

Proof. By Remark 3.3.1(A), ¢y = g*cy. Hence the first equality results from
the projection formula [ , Proposition 4.7], and the second from commu-
tativity of pullback with product, see | , Proposition 4.5] as applied to
the following diagram (where oo € HH*(X)):

!

g

X/ X
@
x—L . x
s @|r
Y’ Y
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O

Notation: for an essentially étale S-map f: X — Y and a € HH*(Y),
f*a is the pullback of a by f, through the independent square

x 1.y

[

XT>Y

The relation of Gysin maps and pushforward is shown in the next result.

Proposition 3.4.4. For flat S-maps X i> y % Z, with f proper, one has
(1) f*((gf)cﬁ) = (f*cgf) : ﬁ = (f*cf) : gcﬁ (ﬁ € HH*(Z)),

and if, moreover, f is essentially étale,
(2) (9f)(fe) = g, (- ficgs) = g ficp) (o€ HHY(Y)).

Proof. The first equality in (1) follows at once from commutativity of push-
forward with product [ , Proposition 4.4]; and in (2) from functoriality
of pushforward [ , Proposition 4.2] and the projection formula | ,
Proposition 4.7]. The second equality in both (1) and (2) results, in view of
associativity of the - product | , Proposition 4.1], from 3.3.1(B). O

Finally, there are two projection-like properties.

Proposition 3.4.5. For a flat S-map X ER Y, « € HH*(Y), 8 € HH.(Y)
and o € HH*(X), one has

(1) f*(O/ : (fcﬁ)) = (fca/) : 67
and if, moreover, f is essentially étale,
(2) L((f*a) o) = a - (foo).

Remark. The products in (1) and (2) can be interpreted, respectively, as
cap and cup, see | , §3.6].

Proof. The equality (1) follows at once from commutativity of product and
pushforward [ , Proposition 4.4], and (2) from the projection formula
[ , Proposition 4.7]. O

4. THE DUAL ORIENTED BIVARIANT THEORY.

Together with Theorem 3.1, the constructions in | | give, at least for
flat maps, an oriented bivariant theory B, see §3.2. In this context there
is an order-2 symmetry taking B to a dual oriented bivariant theory B, as
detailed (in a more abstract situation) in Theorem 4.2 below. While the
cohomology groups HH'(X) (i € Z) associated to a flat S-scheme X by B
are isomorphic to those coming from B, the homology groups HH,(X) are
the classical Hochschild homology groups H™%(X, Hy).
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In the specialization of Theorem 4.2 to the just-mentioned context, the
fundamental class of a flat map plays a key role, illustrated in Example 4.6.
After proving Theorem 4.2, we define (for any flat S-map z: X — 5) a
pairing
px =9, Hy @x Hx — 2'Og
by composing the fundamental class ¢, : Hx — ='Og with a natural product
map Hy ® Hx — Hyx. Correspondingly, there is a duality map

dx: Hx — RHomx (Hy,2'Os)

that turns out to be compatible with étale localization. Whenever x is
essentially smooth, 0x is an isomorphism (Theorem 4.8). There results
an isomorphism between the bivariant groups associated to any flat map
of essentially smooth S-schemes by B and by B. In particular, one gets
(again, cf. | , §86.4, 6.5]) that the bivariant Hochschild homology groups
HH,;(X) := HH;(X|S) of an essentially smooth S-scheme X (see §0.1) are
isomorphic to the classical Hochschild homology groups H™*(X, Hy).

One deduces directly from Theorem 4.8 that if S = Spec H with H a
Gorenstein artinian ring and if z: X — S is proper and smooth, then there
is a non-singular pairing on classical Hochschild homology

H™' (X, Hy) @5 H (X, Hx) — H,

see Corollary 4.8.4. We haven’t figured out the precise relation of this pairing
to the Mukai pairing of | , 85].

Also left open is the relation of 9x to some other duality isomorphisms
that appear in the literature in connection e.g., with proving Riemann-Roch
theorems via Hochschild homology (see §4.9).

4.1. Let there be given a setup

Y= (S, H,(Dw)wes, (—)", (_)!v e )

as in [ , §3.1.1], but modified slightly as specified in §4.3 below; and a
family of degree-0 Dx-maps

(f%: f*Hy — Hx)f: xoves
as in [ , §3.2]. Let there also be given a family of degree-0 Dx-maps
(cr: Hx = [Hy)fxoves
such that for any S-maps X Y = Z, ¢,, factors as
My 25 u'Hy L2 Wo'H, 2= (vu)!HZ,

and such that ¢y is an isomorphism whenever f is the bottom or top arrow
of an independent square.

Example 4.1.1. In the bivariant theory of §3.2, restricting to flat maps—
a restriction which we hope eventually to eliminate—one gets such data from
Proposition 2.5 and Theorem 3.1.
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Theorem 4.2. Under the preceding conditions, there is a bivariant theory B
assigning to an S-map f: X — Y the symmetric graded H-module

HH*(X %5 V)= @ez Dy (f*Hy, Hy)

(so that the family (f*) orients B), and having the following operations.

4.2.1. Product. Let f: X Y andg:Y — Z bein S.
Fori,j € Z and o € HH/(X %3 Y), 8 € HH/(Y % Z), the product
a-f e (X Y, 7)
is (—1)¥ times the composite Dy-map
(9f) My B= gty 0 pray s Hy

4.2.2. Pushforward. Let f: X — Y and g: Y — Z be S-maps, f confined.
The pushforward by f

fo HE (X 2y 7) S HEA(V 4 2)

is the graded H-linear Dy-map such that for i € Z and o € HH'(X £ 7)),
the image f,a € HH (Y 2 Z) is the Dy-composition

fops*

eqy s . ) B I
gHy " g EE oy My B e 2 gy Ly

4.2.3. Pullback. Given an independent square in S

v

X' X
g d f
Y’ n Y

~

let 7: (—)* = (—)' be the pseudofunctorial isomorphism in (4.3.3) below,
and let B)j be the composed isomorphism

*,_—1 *
| T ps T |
g*U’ g g*u* U*f* U'f*.

The pullback by u, through d,
wt: HH*(X L Yy) — HH* (X' % V)
is the graded H-linear Dy-map such that for ¢ € Z and « € @i(X i) Y),

the image u*a € @i(X’ KR Y') is the Dy-composition

/ ! 1
v

*o B cy
g Cy d v
g Hyr — g*u'Hy VP Hy —— vy —— My
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Remark 4.2.4. In the specific circumstances dealt with in §2, in particular
Proposition 2.5, the pullback of o € HH* (X EN Y') is the Dy-composition

* g*uﬁ_l *, ok ps* * Lk vt * vf
g HY/4>gu Hy 771)](‘ HY"U IHXHIHX/.

Remark 4.2.5. The homology groups associated to B are
HH,;(X):= Dy (Ox,Hx) (i€Z).

For the example just before Theorem 4.2, these are the classical Hochschild
(hyper)homology groups H™*(X,H ) of the flat S-scheme X.

These groups are covariant for confined S-maps, via pushforward (take
Z =S in 4.2.2); and contravariant for all f: X — Y, via Gysin maps

fHH;(Y) — HH;(X) (j € Z)
such that for any 8: Oy — Hy[—7j], f¢0 is the composition
* F*B . px . fR .
Ox = f Oy — f /Hy[*j] — /HX[*]]-
The cohomology H-algebras
HH'(X):= D (Hx, Hx),

are contravariant via pullback for co-confined maps. (This pullback functor,
associated with B, actually coincides with the one in [ , 3.6.1].) They
are also covariant, as groups, for confined maps f: X — Y, via Gysin maps

fe: HH(X) — HH/(Y)
that are such that for any a: Hx — Hx[j], f.a is the composition

n N £ ft foox . fe L .
Hy 2 L Hy 25 fHx 25 fH ) =5 L Hy ] 5 Hy 5]

This f. coincides with the Gysin map f. in §3.4.

Remark 4.2.6. For essentially smooth maps, where sometimes the Hochschild
homology groups can be interpreted in terms of Hodge homology (via so-
called Hochschild-Kostant-Rosenberg isomorphisms), one would like to know
more about the relation between the preceding operations on Hochschild
homology groups and those on Hodge groups that play an important role
in | ]. For this, our constructions are at present too limited, in that they
do not apply to arbitrary perfect maps, such as local complete intersection
maps, nor to homology with supports.

4.3. Proof of Theorem 4.2. The following modification of the given setup
does not compromise the validity of | , Theorem 3.4]. Accordingly, there
exists a bivariant theory B oriented by the family ¢; (cf. §3). In this situation
we are going to dualize all the given data, and then find that in the dualized
situation all the assumptions needed for | , Theorem 3.4] are satisfied.
The resulting bivariant theory B is the one referred to in Theorem 4.2.
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Furthermore, B is oriented by the family of maps f*, and its setup con-
forms to the following modifications. So B itself can be dualized; and it will
result easily from the detailed description of B that B = B.

To begin with, let us weaken slightly the conditions defining a “setup”
upon which bivariant theories are built (see [AJL, §3.1]).

To wit, in [AJL], require only that in §2.4 the pseudofunctor (—), and
the pseudofunctorial adjunction (—)* - (—). exist over the subcategory of
confined S-maps; that in §2.5, 04: u*f, == g.v* be defined only for those
independent squares

v

o —— @
(4.3.1) gh d Rf

o ——— @

u

in which f and g are confined, to be the following composition:?
(4.3.2) 0L 2 gogtutf, B gt ff, L gt
and that in §3.2, fﬁ be defined when f is confined. It is then straightforward
to check that the definitions in | , §3.3] of product, pushforward and
pullback, and the verification in [ , §4] of the bivariant axioms remain

valid without change.

Also, for the sake of the symmetry about to be described we assume that
the map j}: foft —id in [AJL, (2.4.3)] is the counit for a pseudofunctorial
adjunction (—), - (=)' holding over confined maps. (Pseudofunctoriality of
the adjunction means that the diagram [AJ1, (2.4.4)] commutes.) This con-
dition holds for the setup constructed in [AJL, §5] (see [AJL], proof of 5.9.3).

From these assumptions it follows that commutativity of diagram (2.6.2)
in [AJL] is implied by that of (2.6.1). Indeed, for an independent square d
as above, with f and ¢ confined, the latter commutativity means that the
map Bg: v*f' — ¢g'u* is adjoint to

0" J;
g0 = f
so that By is the composite map
07 J;
’U*f! _>g!g*v*f! d g!u*f*f! _f_> g!u*.
Knowing this, one proves commutativity of (2.6.2) just as in [AJL, §5.10.2].
One further assumption: there is a category CC C S that contains the

top and bottom arrows of every independent square, and an isomorphism m
from the restriction to CC of the pseudofunctor (—)* to that of (=)', such

2This definition, rather than [ , (2.5.1)] was used in | , (2.6.1)], where the equiv-
alence of the two definitions should have been noted—see [L.3, 3.7.2(i)].
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that for any independent d as above (f and g not necessarily confined), the
next diagram commutes:

B
U*f! d | g!u*
(433) WJN NJg!ﬂ

S R
v'f — g'u
ps

This assumption too holds for the setup in | , §85]—see [Nk, p.541]
and (2.1.2.1) above.

4.4. Let there be given a setup
= (S, H, Dw)wes, (=) (<)),

modified as in §4.3. Referring to | , §2], we now construct a dual setup

Z = (57 H7 (QW)WGS? (_)iv (_)17 . )

First, the category S and its confined maps and independent squares, as
well as the graded-commutative ring H, remain the same. (See | , §2.1].)

Next, to each object W € S associate the category Dy, dual to the H-
graded category Dy, originally associated to W. By definition, the dual E
of an H-graded category E has the same objects as E; for each object A € E
let A be A considered as an object of E. For any A, B € E, let E(A, B) be
the graded H-module E(B, A); for each o € E(B, A) let a be a considered
as an element of E(A, B). Finally, define composition in E,

E(B,C) x E(4, B) —» E(4,0C),

to be the unique Z-bilinear map taking (5, a) € EP(B,C) x EY(A, B) to
Boa:=(—1)Macf € EPTI(C, A) = EPTI(A, C).

One checks that this E is an H-graded category. (See | , §1.1].)

Any H-graded functor F' between H-graded categories can be regarded
in the obvious way as an H-graded functor, denoted F', between the dual
H-graded categories. A functorial map &: F' — G of degree n is then the
same as a functorial map £: G — F of degree n. (See [AJL, §1.2].)

For any S-map f: X — Y, define the functors

ff=f"Dy »Dyx,  fli=f"Dy =Dy, f:=f:Dy—Dy.
There result H-graded pseudofunctors with, for a second S-map Y 9% 7,
ps* = (ps)™": fg* = (9)"
pst = (ps) ™" flg' > (o)’
s, = (ps,) ™" (9f), < .1
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It is easily seen that over confined maps, the pseudofunctorial adjunctions
(=)* 4 (=)s and (=), 4 (=)' (§4.3) give rise to pseudofunctorial adjunctions
(—)s 2 (=)' and (—)* 4 (=), respectively. For confined f, let lf: fif1 — id
be the counit map associated with the first of these adjunctions.

Over co-confined maps, one has the pseudofunctorial isomorphism

*x o~

m: (2 = (),

For an independent d as in (4.3.1), let B} be the composite isomorphism

*,_—1 *
g*’LL! gm g*u* g U*f* L) U!f*;
and set
(4.4.1) Bq4:=By: Vi s gt
Horizontal and vertical transitivity of By (cf. [AJL, (2.3.1) and (2.3.2)]) are

straightforward consequences of 7 being an isomorphism of pseudofunctors.
The required commutativity of the diagram (cf. (4.3.3) (dualized))

ol Bq 1%
rU,f; _— g;/u/,

WJN "’Jg!ﬂ'

Lol ]
v7f7 1 97U7
ps

follows easily from (4.3.3) (dualized) and the definition of By.
Also, when f and g in d are confined, let 6 be the natural composition

! 1ol ps' ol !
gV = gV [y = gugu'fy = uf;
and set
0q:=0g: uf, = guv*".

In other words, 64 is the natural composition (cf. (4.3.2))

utf, = g G- S, = 9 [, — guv™.

It needs to be shown that 84 is an isomorphism, or equivalently, that 6} is
an isomorphism. Since 64 and 7 are isomorphisms, this results from:

Lemma 4.4.2. The following diagram commutes.

* _ ~ !
¥V~ GV

QJIJ': J@é
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Proof. Embed the diagram in question as subdiagram (1) of the following
diagram, where w: id — f'f, is the unit map of the adjunction f, 4 f' (see
paragraph a few lines after (4.3.2)).

!
GuT0 guU'T

g*v* g*U! g*v!f!f*
o ® o ® >
U*f* i U'f* g*g!u!f*
h ® @ gim™
wiw || ufy g g'utf,
@ 9+Bd
U*f*f'f* g*v*f!f*

The outer border of this diagram commutes: going clockwise around the
border from g,v* to g,v*f'f, clearly gives the map g.v*w, as does going
around counterclockwise.

Commutativity of subdiagram (2) is the definition of 6); that of 3 is clear;
that of (@ results from that of diagram (4.3.3); and that of () from that of

[ , (2.6.1)].
With these commutativities in view, and since ff o f,w is the identity map
of f,, diagram chasing yields the desired commutativity of (D). O

The remaining nontrivial condition for ¥ to be a setup (as in §4.3) is
commutativity of the analog of [AJL, (2.6.1)].

Lemma 4.4.3. The following diagram commutes.

! 94
uffifi 4 gfvifl
uilf gﬁEd

!
Ut ggu*

J

=9
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Proof. After expansion of the “dualized” diagram, the assertion becomes
that the border of the following natural diagram commutes.

. !
via ps’ |

WS gegulf = gL g'f
T viaﬂw @) ‘viaﬂ' [viaﬂ
WIS g LS g 9 g
©) ps’
a1 ]‘Viaﬂ'l
! 11
u g9xg'u

Commutativity of the unlabeled subdiagrams is clear; and that of (1) is given
by (4.3.3). Subdiagram (2) expands as

9. u . f* o g L f
® /
wf
= 9
u f f* gsv*f*
~N . 7
GG U = g PP e
u* gxg u*

Here, commutativity of the unlabeled subdiagrams is clear. The oblique
arrow-pairs compose to the identity maps of v*f, f* and g.v*f*, respectively.
Further, subdiagram (3) commutes by [AJL, (2.6.1)]. It follows then by
diagram chasing that the outer border commutes, proving the Lemma. [J

In conclusion. To each setup ¥ as in §4.3 we have associated a setup X
satisfying the same conditions. Moreover, one verifies that ¥ = ¥.

4.5. With reference to the situation described just before 4.2, and denoting
the image of H_ in the dual category D_ by H_, assignto f: X - Y in S
the Dy-map

(4.5.1) fE=cr: [*Hy — Hy.
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The adjoint map fﬂ: Hy — f,Hx is defined whenever f is confined.

Transitivity for the family ( fg), the property that ff is an isomorphism
if f is the bottom or top arrow of some independent square, and that fﬁ is
an identity map if f is, all result from the corresponding properties of the
family (cf).

By [ , Theorem 3.4], we get a bivariant theory B over S, assigning to
each S-map f: X — Y the symmetric graded H-module

HH*(X 5 V)= Dy (Hy, fHy) = @icz Dy (Hy, fHy)
= Bjez, DX (F*Hy, Hy).

This is the theory referred to in Theorem 4.2.

The descriptions in Theorem 4.2 of product, pushforward and pullback
for B are obtained by dualizing those in | , 83.3]—as applied to B, taking
into account the relations (—)f = c(—) (see 4.5.1) and By:= By (see 4.4.1).

This completes the proof of Theorem 4.2.

Example 4.6. Assume S has a dualizing complex D. Then for z: X — S
in S, D, := 2} D (see 2.1.2) is a dualizing complex on X: localization over
noetherian rings preserves injectivity of modules, and hence for a localizing
immersion f the functor f' = f* preserves finiteness of injective dimension,
so that the proof of [L.3, Proposition 4.10.1(i)] extends to the efp context.
As before, we abuse notation by writing Dx for D,.

Note in particular the case where z is essentially smooth of relative di-
mension n, so that by Proposition 2.4.2, or otherwise, Dx = Q}[n] ® x*D.

Let DY (X) (resp. DZ (X)) be that full subcategory of D(X) whose objects
are the Ox-complexes E such that the cohomology sheaf H"(E) is coherent
for all n € Z and vanishes for n < 0 (resp. n > 0). The functor

Dx(—) = RHOm(—,D)()

induces quasi-inverse anti-equivalences between D7 (X) and DZ(X), and
so corresponds to an equivalence of each of D?(X) and DZ(X) with the
dual category of the other—even as graded H-categories, see the beginning

of §4.4.
Suppose now that f: X — Y is an Sp-map, i.e., a perfect S-map. Then
f*DI(Y) € D (X) and f*DZ(Y) C DZ(X) (cf. [AIL, Remark 2.1.5]).

Moreover, f'D¥(Y) C D}(X): indeed, for F € D}(Y), the property that
f'F e D} (X) is local on X, so to verify that property one may assume that
f = pi where p: Z — Y is essentially smooth of relative dimension n (say)
and i: X — Z is a closed immersion in Sy, with i,Ox perfect over Oz ([AlL,
Remark 2.1.2]); and then p'F = Qr[n] @z p*F € DI(Z) (see 2.4.2), so it
suffices to note that since the Oz-complex i,i'Oy = RHomz(i.Ox,Oyz) is
perfect, therefore

L fF > iipF =i(i0z 0x I'pF) = i.i0z@7pF € DI(Z).
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Similarly, f'DZ(Y) C DZ(X).
If f is also proper, then f.D}(X) C D! (Y) and f.DZ(X) C DZ(Y) (see,

e.g., [1.3, 3.9.2 and 4.3.3.2]); and as Dy = fiDy = f'Dy, Grothendieck
duality gives an isomorphism of functors
f*DX = DYf*

Finally, there are functorial isomorphisms
f*DyM =Dxf'M  (MeDI(Y)),
f'DyN=Dxf*N (N eDi(Y)).
Indeed, for M € DZ(Y), [L3, Proposition 4.6.7] and [AlL, Lemma 2.1.10]—

in which, using the present definition of f' (see (2.1.2.1)), one need only
assume M € DZ(Y)—give functorial isomorphisms

"Dy M = f*RHomy (M, Dy) = RHomx (f*M, f*Dy)
s RHomx (f'M, f'Dy) = Dx f'M;
and there results a sequence of functorial isomorphisms
f'DyN = DxDxf'DyN =5 Dxf*DyDyN = Dx f*N.

(One could also imitate the proof of [L3, Proposition 4.10.1(ii)]—without
ignoring, as that proof does, the question of dependence of the constructed
isomorphism on the choice of the implicitly used compactification.)

It follows (details left to the reader) that for the bivariant theory described
in §3.2, but restricted to flat S-maps and to complexes in D_, one can regard
the dual bivariant theory as arising from the same setup, except that D_
is replaced throughout by D}, and H by Hyyy = DwHw, and for any

flat S-map f: X — Y, f¥: f*H,, — M} is defined to be the dual of the

fundamental class cy, i.e., the natural composition
! . ~ 1y, Px¢ /
["Hy = ["DyHy = DxfHy —— DxHx = Hy.

4.7. Next, for a flat z: X — S in S, we discuss a product Hy ® Hxy — Hy,
and then combine it with the fundamental class c, to define the duality
map (4.7.6)

Ay : Hy — RHomy (Hx,z'Og).

As mentioned at the beginning of §4, Theorem 4.8 says that when z is
essentially smooth, 9x is an isomorphism.

Let f: X — Y be a scheme-map, with diagonal 6: X — X xy X and
pre-Hochschild functor

H;:= 5%5,: D(X) - D(X),

see beginning of §1 (with, as usual, the notational convention of §1.2).
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Define the bifunctorial map
(4.7.1) (A, B): HA@x HiB — H;(A®x B) (A, B € D(X))
to be the natural composition
0"0x A ®x 070, B = 0" (0+A ®xxyx 0xB) — 0704(A ®x B).
In particular, for z: X — S in S one has the map
(4.7.2) t:(Ox,0x): Hx @x Hx — Hy-

Corresponding to t;(Ox, Ox) under hom—® adjunction, there is a Dx-
map Hyxy — RHomx(Hx,Hx), whence for each i € Z a natural map

(4.7.3) H™ (X, Hx) — Exty (Hy, Hx) = HH'(X]9)

from the i-th classical Hochschild homology of X to the (—i)-th bivariant
cohomology (see §0.1).
The map t is also functorial on the category of schemes over a fixed Z:

Lemma 4.7.4. For scheme-maps X Ly 2% 7 and E F € DY), the
following natural diagram commutes.

[ty

f*(H E @y H,F) F*H,(E @y F)
~ (1.6.4.3)
P HGE ©x [*HF Hypf*(E @y F)
(1.6.4.3) ~
H, i fE @x Hyp[*F H, (f'E ©x [*F)

tof

Proof. Let §: X - X xzX and 6: Y — Y xzY be the diagonal maps, and
hi=fxzf: XxzX —>Y xzY,sothat §f = ho:

X f

Y

XXZXTYXZY
L
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The diagram in 4.7.4 expands naturally, via definitions and multiple uses
of (1.3.3), as follows (where the obvious subscripts for ® have been omitted).

F*(5*5.E © 55, F) F*5*(5.E © 5.F)

[ 0. (E®F)

*

ps

*

ps

[*0*0,FE ® f*6*0,F @  §*h*(6,F ® 0.F)

S*h* 0. (E ® F)

*

ps (1.4.1)

8*h* 6. FE ® 6*h* 0, F «—— 6*(h*0,E @ h*0,F) @ 50 f*(E®F)

(1.4.1) (1.4.1)

56, f*E @ 6*0, f*F ——— §* (6, f*E ® 6, f*F)

55.(fE ® f*F)

Commutativity of the unlabeled subdiagrams is obvious. For commutativity
of @ argue as in the last half of [1.3, §3.6.10]. For commutativity of (2),
note that since §* and J, are adjoint, therefore for any D(X Xz X)-maps
a, f: C — 0,D the D(X)-maps ¢*« and 0*F are equal if the same holds
after composition with the natural map 6*0,D — D—so that it suffices to
show commutativity of the next natural diagram:

SR (0. E ® 6, F) §*h* 6. (E®F)
l X *5* 5 E®5 F
§*(h*6+FE @ h*6,F) @
| FH(5*8,.E @ 5*, F) (14.1)

S*h* 0. F @ 5*h*8,. F l *5*5 E ®F)
==
g ﬁ?&E@ﬁ;;;\\\y |
(1.4.1) fH(E®F) — 6. f*(E®F)

50, [*E ® 6*6, f*F FE® f*F
| ® T~
5 (5. f*E @ 6, f*F) 55, (f*E ® f*F)

Subdiagram (1) is the same as the commutative subdiagram (O) in the
preceding diagram.

Commutativity of 3) and (6 is given by [L3, 3.6.7d(iv)]—as realized in
[1.3, 3.6.10).

Commutativity of @) and (® results from the definition in (1.4.2) of the
map (1.4.1).

Commutativity of the remaining three subdiagrams is obvious. O
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For any flat map z: X — S in S, one has then the map

t2 (Ox,0x) Uy (36;2) $!OS.

Px =P, Hx Ox Hx

From Proposition 2.5, Theorem 3.1 and Lemma 4.7.4, one deduces:

Corollary 4.7.5. Let x: X — S and y: Y — S be flat maps in S, and let
f: X =Y be an essentially étale S-map. The following diagram commutes.

. £p
F(Hy @y Hy) - ' Os
f"Hy @x f*Hy f'y'Os

(1.6.4.3) J ps'

%X ®x HX l‘!OS
Px

Corresponding to pyx under hom—® adjunction, there is a duality map
(4.7.6) Ay : Hx — RHomx (Hx,2'Os).
whence for each ¢ € Z a natural map
(4.7.7) H™ (X, Hy) = Bxty (H,,2'Og) = HH;(X|S)
from the i-th classical Hochschild homology of X to the i-th bivariant ho-

mology (see §0.1).
Also, for any scheme-map f: X — Y there is a bifunctorial map

(4.7.8) f*RHomy (E, F) — RHomx (f*E, f*F) (E,F € D(Y)),
corresponding under hom—® adjunction to the natural composition
[*RHomy (E,F)®x f'E — f*(RHomy (E,F) ®x E) — f*F,
see [1.3, 3.5.6(a)], or [L3, 3.5.6(g)], with (C, D, E):= (RHomy (E, F), E, F).
If X is noetherian, f is perfect, E is cohomologically bounded-above,
with coherent homology, and F' is cohomologically bounded below, then the

map (4.7.8) is an isomorphism [1.3, 4.6.7].
The duality map 9 is compatible with essentially étale localization:
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Proposition 4.7.9. Let x: X — S and y: Y — S be flat S-maps and let
f: X =Y be an essentially étale S-map. The following diagram commutes.

* fro * — * *
f*Hy = J"RMomy (Hy.y Os) = RHomy (f"Hy. "y Os)
(1L7) | = RHomy (f*Hy, f'y'Os)
ps'
Hx ~ RHomx (Hy, z'Os) (;) RHomy (f*Hy,z'Og)
X .

Proof. It suffices to show that the adjoint diagram—that is, the border of the
following natural diagram, where RH := RHom, and the obvious subscripts
for ® are omitted—commutes:

[*RHy (Hy,y'Os) @ f*Hy RHy (f*Hy, [*y'Os) ® [*Hy
\ @
viady f*(RHomy (Hy,y'Os) @ Hy)
viaaY]
'Hy @ ffHy ——— f*(Hy @ Hy) o 9 Os
® |

Hx ® [*Hy Hx @ Hx f'y'Og
viadyx viaaxl Px ps!

RHx (Hy, #'Os) ® f*Hy — RHx(Hx,2'0s) @ Hy —— 2'Og

\ @
RHx (f*Hy,2'Os) @ f*Hy
Commutativity of subdiagram () is just the definition following (4.7.8)

that of (2 is given by Corollary 4.7.5; that of (3 is given by [I.3, 3.5.3(h)]
and that of the unlabeled subdiagrams is obvious. O

)
)

Theorem 4.8. If x: X — S is essentially smooth then the duality map 0x
in (4.7.6) is an isomorphism.

Proof. Corollary 4.7.5 shows the assertion is local on X; so we may assume
that X and S are affine, say S = SpecA and X = SpecR, with R an
essentially smooth A-algebra such that the kernel of the multiplication map
T:= R®4 R — R is generated by a regular sequence t = (t1,...,t,) in T
(see §1.1). Then t/t> = Q}%‘A, and the Koszul complex K,(t) is a flat
resolution of the T-module R = T'/tT.
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Omitting the obvious subscripts for ®, we have that the map
0:0x ® 0.0x — 6,(Ox ® Ox) = 6,.0x

that forms part of the definition of t,(Ox,Ox) (see (4.7.2)) is, by [L3,
3.4.5.2], the unique £ such that the following natural diagram commutes:

5 (5. 0x © 6,0x) — 5 §%5.0x

J |

070,O0x ® 0%0,Ox Ox

ER €

The counit map €: §*9,Ox — Ox can be identified with the sheafification
of the natural map of complexes (concentrated in negative degrees, and with
vanishing differentials)

Ko(t) @7 R=Aot/t> =00, N 't/t2 = N t/t> = R.

It results that the map & can be identified with the usual multiplication map
Ke(t) @7 Ko(t) — Ko(t) (a map of complexes, Kq(t) being a differential
graded algebra). Hence the map t,(Ox,Ox) can be identified with the
exterior multiplication map

Aol @ Ag QL — AJQL.

Furthermore, Proposition 2.4.2 gives an identification of ¢;: Hy — 2 Ox
with the natural map of complexes

(4.8.1) Ae QL — Q7[n).

The assertion results now from the well-known isomorphisms

n

iR‘A 5 Homp (% Vi)

R|A
arising from exterior multiplication followed by (4.8.1). O
Recall from | , §6.5] that for essentially smooth x the Caldararu-

Willerton version of Hochschild homology, HHE1 (X ), is isomorphic to the
bivariant homology

HH,;(X|S):= Extg); (Hx,z'Og) = Hompx)(Ox[i], RHomx (Hx, x!(’)g)).

Corollary 4.8.2. If z: X — S is an essentially smooth S-map then for
each i € 7 the map (4.7.7) is an isomorphism. Hence there is a natural
isomorphism

H (X, Hy) = HHJ(X).
More generally:

Corollary 4.8.3. Let f: X — Y be a flat map of essentially smooth S-
schemes. The bivariant groups associated to f by B and B are isomorphic.
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Proof. One has, for i € Z, natural isomorphisms (the last one induced by
dx and dy):

Exto, (f*Hy, Hy) = Extl, (DxHx, Dxf*Hy)

=~ Extl, (DxHx, [ DyHy) = Extlh, (Hx, f Hy).
O

When Y = 5, one gets from 4.8.3 homology isomorphisms

HH, (X) = Exty"(Ox, Hy) 2 H (X, Hyx) = Exty'(Hy,2'Os) = HH;(X)

that, one checks, coincide with those in (4.7.7).
When f is the identity map of X =Y, one gets cohomology isomorphisms

HH'(X) = Exty (Hx, Hx) = Exty(Hy, Hy) = HH(X)
that are in fact identity maps.

For proper = there is a natural pairing on classical Hochschild homology,
with H:= H°(S, Os):

H™ (X, Hy) @ H' (X, Hx) — H)(X, Hx @x Hx)
VRPN, HO(X, 2 Og) = HO(S, 22" Og) — HO(S, Og) = H,
where the first map is the case j = —t, k = i of the map
Ext/ (Ox, Hx) @ Ext(Ox, Hyx) = Ext/™(Ox, Hy @x Hx)  (j.k € Z)
that takes a ®p f to the D(X)-map

Ox = Ox ®x Ox o®h, Hy 7] @x Hx[k] = (Hx ®x Hx)[j + k]

Corollary 4.8.4. If S = Spec H with H a self-injective (i.e., Gorenstein)
artinian ring, and x: X — S is proper and smooth, then the above pairing
is non-singular, that is, the associated H -linear map is an isomorphism

H™ (X, Hy) = Hompy(HY(X,Hy), H).

Proof. Theorem 4.8, the assumption on H, and the 0-dimensionality of S
entail natural isomorphisms

H(X, Hy) H~(X,RHomx (Hx,7'Os))

H (S, z.RHomy (Hx, 2 Og))

H~ (S, RHoms(z+Hx, Os))

H™' R Homg (2. Hx, Os)

H~ ' Homg(z. Hx, Os)

H " Homp (T'(S, 2. Hx), H)

Homy (H'T\(S, m.Hy), H) == Homp (H (X, Hy), H).
O

L O A
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4.9. (Unfinished business.)

e See Remark 4.2.6.

e The duality isomorphism ? calls to mind other maps in the literature.
For one, when z: X — S is essentially smooth there is an isomorphism,
attributed to Caldararu,

6. Hx = 8,RHomx(Hy,z'Os),

described in [R, p.648]. For another, there is an isomorphism first defined
by Kashiwara

td: Hyx = 6'6,2'Og,
see [IKS, p. 122, (5.2.2)] (which with wy := 2'Og makes sense, as a map, for
any flat S-map x), whence an isomorphism

5 Hx % 5,6'6,2'0g = §,RHomx (Hx, 7' Og).

These two isomorphisms have interesting connections to Todd classes and
Riemann-Roch theorems. Are they the same? How do they relate to 0,0x7
How is the isomorphism (4.8.2) related to those in | , §84.2, 5]7

e How does the pairing in 4.8.4 relate to the Mukai pairing of | , §5]7

e One might ask whether the isomorphisms in 4.8.3 respect the orien-
tations and the bivariant operations in B and B. For this, one needs
commutativity—which we haven’t yet been able to prove or disprove—of
the diagram

Hx ki fHy

| o

DxHy —— Dxf*Hy —— f'DyHy
Dy f*

5. FUNDAMENTAL CLASS AND BASE-CHANGE
The fundamental class ¢y = byoay of a flat S-map f: X = Y,
Hf" = 50" 2 DL o[O3y, = ['Hy,

is as in §2.2. The next Theorem describes its behavior under flat base
change. There results a flat-base-change property for contravariant Gysin
maps (Proposition 5.2).

Theorem 5.1. For any oriented fiber square of flat S-maps

!

g

X' X

f f

Y’ Y
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the following diagram, with B as in (2.1.6.1), commutes:

gl*c
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* * ! *
g/ %Xf LN g/ f!HY

(1.6.4.3%

via ps*

HX/g/*f*

~

B
g Hy

(1.6.4.3)

fl*g* —> f/ %Y/

cpg”

Proof. Notation will be as in the following commutative diagram, in which

v = 0y,

V= dp, §:= dx = iv and ¢’ := dx» = 7'V are diagonal maps,

I' = Iy (resp. I" = I'ys) is the graph of f (resp. f’), i and ¢’ are the natural
immersions, t and ¢’ are the projections onto the first factor, p, p, ¢ and ¢
are the projections onto the second factor, and h is the composite map

1
X, Xy X, natura

X/

/
\

X/
v = dp
Y
F' "% X'
X'xY’
p/

/

XxY

Y’

Y

xy X L2Y9, gxvg X xy X.

Xy X

X xX

g X
/



BIVARIANCE, GROTHENDIECK DUALITY, HOCHSCHILD HOMOLOGY, II 53

Diagram (5.1.1) (transposed) expands as follows, with ¢ as in (1.5.1):

g5 f* : e
g*a; (#a) ar
JTLf : Tl Ty
g by (#b) by
§"1'55 3y, ; 1197558y, i I8y

We first prove commutativity of subdiagram (#a), expanded as follows,
with s := pi, s’ := p/i’ (see §2.2, and also, recall that both (sv)' = idy
and (s'')' = idé(, are identity functors). Each map in this diagram is in-
duced by the natural transformation specified in its label. The commutative
S-square to which any label B, B~! or §~! is associated is in each case easily

verified to be an oriented fiber square with flat bottom arrow. In particular,
one sees from the fiber square
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that the map h is flat.
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* !
/ Zl S/ g/*f*

/

5/* / /‘

5

@2

6/*5; fl*g*

/ (S/I//)‘g/*f*

\

/*/ /

f/* *

N

/*/ /'f/* *
B—l

5/*1-/* t/*f/lg*

971

) L —— (i x ) Tl B, iy x YT g

N

g/*5*5*f* 4’)5 5/* g X g )*5 f* *) 5/*5/ l*f*
. RN
ps, 5'*(g'><g) Z*I/*(Sl/ f* 6/* -/ I /*(SI/ f* — 5/* l
% \ ]0
H5% i vy (50) N S h v (sv)' @)
!
s 0 B
j,, 5/*(9/ % g/)*i*s!f* §'*i /h*s f* 5
/*5*2'*8!]0* B-1 B-1 @1
- 0
B! 6/*(g/ x g/)*l*t*f' 5/* /h* *f
/*(5*1 t* -1 @1 5/*1;]*]0'
>
g |8 X g (idy x f) TS 8Lt g !
% \ 0
g (idx x ) LLft P 5"k T, f! ®2 6!
pst|| 8" (idxr x f)* (g’
ps” ps*
g/*F*F*f! :* F/*(g/ % g)*l-\*f' . F/*F*/g/*f!
ps

B

[
I Ty

In this diagram, commutativity of the unlabeled subdiagrams is easy to
check, via (pseudo)functoriality of the maps involved. So it suffices to show
commutativity of the labeled subdiagrams.

Commutativity of (D) results from vertical transitivity of 6 |
and commutativity of (5)1 and (5)2 from horizontal transitivity [
For (2), it’s enough to note that the map B: ¢"*(s
, 4.8.1(iif)].

identity, see [

, 3.7.2(i)];
, 3.7.2(iii))].

l/)! — (s’y’)!g’* is the

Commutativity of (3) is given by Lemma 2.1.7, with (f, g, h, j, k,u,v) :=

(]/7 87 h’ Vl? Sl’ g/’ g,)’

Commutativity of @; and @) follows from horizontal transitivity of B

[AJL, §5.8.4].
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Next, we prove commutativity of diagram (#p). The morphisms used to
define by and by fit into the commutative cube

’ g

Diagram (#p) expands as follows, where O:= Oy, O*:= ¢*Oy = Oy, u
is as in (2.2.6), and each arrow is labeled with the natural transformation
that induces it.

o (1.3.3) ps” B
| TR0 b TGOS )
®
g/*(f'O®F*F*f>k) gl*f'(/)@)r/*rlgl*f* m f“O*@F,*Hf/*g*
(1.3.3) B
O T T.f* g FOST T "y
¢! wl ©) ¢! ¢!
GO0 g5, 710w 55
(LLV & y x
g/*(flo ® f*(s*(s*) g/*f!O ® f’*g*(s*é* fl!0*® f/*5/*5:kg*

Subdiagram (1) commutes by Lemma 6.4.2 (with u:= ¢, etc.).



56 L. ALONSO, A. JEREMIAS, AND J. LIPMAN

Commutativity of (2) is given by Lemma 1.5.4 applied to each of the two
decompositions uv and u’v’ of the diagram

% g =gf v

I 0

X'xY' — Y xY
(f xidy)(g'x g) = (g xg)(f'xidy~)

Commutativity of the remaining subdiagrams is clear.
Thus (#p) commutes, as well as (#a,), and the proof of Theorem 5.1
is complete. [l

For an S-map h: V — W, the Gysin map h€ is as in §3.4. If h is proper,
and v: V — S, w: W — S are the structure maps, then for any j € Z, the
pushforward

h,: HH;(V|S) = Exty! (Hy,v'Os) = Extg! (Hy,w'Og) = HH;(W|S)

is as in §3.3.1(B): it takes 8: Hy — v'Og[—j] to the composite map

h . 4 ps' ) .
Hy — hoHy LALR hov' Og—j] £= hoh'w' Og[—j] ﬁl—) w' Og[—7]
where A, is adjoint to ¥ (see §3.2).
Proposition 5.2. For any oriented fiber square of flat S-maps

/

g

X’ X
f !
/
Y 7 Y
with f (hence f") proper, one has
9f = fg"

Proof. Let x: X — S and y: Y — S be the structure maps. By definition
of (—)¢ and (—), the assertion is that for any

a: Hy — 2'0gli] Z= ' Ogli] (i € Z),

the outer border of the following diagram—where each arrow is labeled with
the natural transformation that induces it—commutes.
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Hy e e 5" M
. J o L
g Hy fLf"g' Hy 5 19" Hy
i | i 77fHEf
gff My 0 S Hy —— ly MLy
& & |
g'fHx o FL g o 5 19 flg'H
1. 1Y Osli] 2 FL gL F iy Osli] 2 ff "f*f*£'y'os['] ! "f'J'O i
Iy @ ‘ ps'
g'y' Osli] 7 "9y Osli]

Since commutativity of the unlabeled subdiagrams is clear, and €pony is
the identity map, it’s enough to prove commutativity of subdiagrams (1)
and (2.

Commutativity of ) is given by application of the commutative func-
torial diagram in Theorem 5.1 to Oy, after transposition of the fiber square
in that theorem (i.e., make the interchange (f, f/, X) < (9,4,Y").)

As for (@), we can replace f' by fi, and similarly for f’, g and ¢, inter-
preting [ as the counit map given by 2.1.2(i). This is because by definition
the isomorphism (2.1.2.2) corresponds via 2.1.2(i) to [r, and because that
isomorphism is pseudofunctorial (last paragraph in §2.1.2) and compatible
with the base-change map B (see [L.3, Exercise 4.9.3(c)]). We will now show
that the resulting diagram commutes, even when g and g’ are not flat.

By [Nk, 2.8.1 and Theorem 4.1], there exists a fiber square diagram dod,

X —t—x —1—X
1 e )
% v ——— Y

where u (hence v) is a localizing immersion, g (hence g') is proper, g = gu
and ¢’ = g'v, cf. | , §5.8.2]. Among other things, [Nk, 5.3] gives u} = u*,
vy = v*, and Bq = ps': v*ﬂ L> f" *. So subdiagram (2, without 1% Og|i],

expands as follows, with ¢: f,g} g;f* as in [L3, 3.10.4] (see 2.1.2(i)):
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77
WG gL LA
J/¢ 1 \ /
fLf . gi fi flvfraif fi f
¢71 / @
Iy i/ flor L 57’+' + TG fi
® 0 ps'
_ 0 ] =
wf gLt u*f, fig; T*figs
" o s
u'gs wgs S gy

Iy

Using [1.3, p. 208, Theorem 4.8.3(ii) and Remark 4.8.5.2] as in 2.5.5, with the
replacement (f, g, u,v) — (u,v, f, f'), one gets By = ps*: f*u* = v*f*.
Consequently, commutativity of 3) results from horizontal transitivity of B.

Commutativity of @ is given by [L3, 3.10.4(b)], with the replacement
(fagauv) (g g, f?f)

Commutativity of (& is glven by [L.3, 3.7.2(i)(c)].

From the adjunction f, 4 fi in 2.1. 2( ), with unit @y, one deduces that

commutativity of (6) results from that of @ below, with ¢ the adjoint of ¢.

/1 “f 11 g
9+ +f*f+ i 9+J+
psi PG ps
Rt Bd)

Subdiagram ®) commutes, by [1.3, 3.10.4(c)] applied to the above diagram d;
and since ff 0wy is the identity map, it follows that (9), hence (6), commutes.
Commutativity of (7) is given by the definition of Bgq [AJL, (5.7.2), (5.8.5)].
Thus (2) commutes, and the proof is complete. O

6. PROOF OF TRANSITIVITY

6.1. Referring to the statement of transitivity, Theorem 3.1, let I}, T}
and I, be the graphs of u, v and vu respectively. According to (2.2.1)
we can expand the diagram in the statement as follows:
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(6.1.1)
Ox Oy ———— DT, — b u' 630y, v* Lo u'v'856,,
via ps* (#) ?l (##) via ps
0% 0x « (vu)* " Loulvus (vu)* boy (Uu)!égéz*

where the map labeled ? is defined just below. It suffices then to show that
the two subdiagrams (#) and (##) are commutative.

To define the map 7 in (6.1.1), consider the diagram of fiber squares

X =2y Xy X —L s Xx, X — s xxx X, x

Sll idxzul iqul lu

(6.1.2) X I xx,y L xxy Dy

| iaxo | |»

X — X xXZ — Z
Dou Pz
where j, k and [ are the natural closed immersions, s; and 7 are the projec-
tions onto the first factor, py, py- and p, are the projections onto the second
factor, and ¢ is the unique closed immersion such that ko g = I},.
The subdiagram e formed by the bottom two rows is an instance of the
diagram (2.2.3), and so has associated to it the map

Ae: Dpu'v* — (id x0)* Ty (vu)',

from which we get the map 7 in (6.1.1) as the composition

ps*

T Toutv® 220 T (id x0)* Thus (vu) 2= g*k* (id x0)* Ty (v00)!

* *
2 g*r*FJU FUU* (UU)! % F’qu Fvu* (vu) ! .

6.2 (Step I). For showing that (#) commutes consider more generally a
diagram of fiber squares in the category S

16 0 2 3
° °

ISl 6

|
(6.2.1) . . >
|

12 13
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where 14 (hence 0) and 16 are proper, 8 and 11 are flat (whence so are 7,
6, 15, 10 and 9), and 30200016, 504014 and 13012 are perfect (whence so
are 30200, 504 and 302, see [I], p. 245, Cor. 3.5.2]).

From this we extract the following five subdiagrams, all of which satisfy
the conditions imposed on the diagram d in (2.2.3), and thus have associated
A maps:

0016 2 3
L] [ ] > ® [ ]
(d™) 6 7l ls
[ ] [ ] 7 @
4 5
0016 2 3
[ ] [ J [ ]
(d"”) goel 1oo7l lnos
[ ] [ ] [ J
12 13
16 200 3
L] [ ] [ ] [ ]
(d") 15l 71 lg
[ ] [ J o
4014 5
14 4 5
L] [ ] [ ] > @
(e) 9 10 lll
[ ] [ ] > @
12 13
4 5
L] [ ] [ ] 7 @
(e7) 9 10 ln
[ ] [ ] °
12 13

It is straightforward, if demanding of patience, to verify that commuta-
tivity of (#) in (6.1.1) is obtained, upon specialization of (6.2.1) to (6.1.2),
by application of the functor (200016)* to the diagram in the next lemma.
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Lemma 6.2.2. The following diagram of Dqc-valued functors commutes.

Ay’
! 7*(4014),(504014)'11*

-

hvia IV ©) e

(200016)4(30200016)'8*11*

@

via ps*
@ 74, (504)'11*

T e

J

(200016)«(3°200016)'(1108)* = (1007)*12,(13012) = 7°10%12,(13012)

d"’

Proof. Subdiagram (O without 11* expands, by the definition of A, to

. 30200 N
via via B~1

I pS,
2,0,16,(30200016)'8* —— 2,0,(30200)'8* — 2,0,15%(504014)' = (200),15*(504014)"

(200)416,(30200016)'8* 2,67 ® T7*(4014)4(504014)
Ps, @ via i ® 7*ps,

(200016),(30200016)'8* 2,6*14,(5o4014)" L 74,14, (504014)"
pS, via [774 ® hvia I

2.(0016),(30200016)'8" ——— 2,(302)'8" IR 2,6%(504) 74, (504)
i © via

via f0016

071

The commutativity of (7) is obvious, of (6 follows from transitivity of 0
(see [1.3, Proposition 3.7.2(iii)]), and of (@ is given by Proposition 2.1.5.
As for commutativity of (5), with regard to the fiber square S-diagram uv:

=0 :=302
o« o ° > X
e:= 15l v fJ/:: 6 u lg:: 8
° Y
b:=14 d:=504

(where b and a are proper, g, f, e are flat, and d, db, ¢, ca are perfect), it’s
enough to show commutativity of the next diagram, in which 7 stands for
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projection maps as in (1.3.5), and the unlabeled maps are the obvious ones.

axByy Oy

ax(ca)'g ase*( f*bs(db)'

Br  ave*((dh), Oy @ (db)) 2= f*b.((db), Oy @ (db)*)

@
A
S]
+
Q
<)
>
&
S|
*
-x-
*
~—
S
*
—
®
*
S
U
S
~
&
S|
*
~
*
QU
E3
SN—

Bu ps’ Bv ®3 i

asalchOx @ c'g* a.e*bdy Oy @ f*d* fr (b* bLdi Oy ® d*)

/

aal fXdyOy @ f*d* ®1 f*bbidiOy @ f*d*

B

Vs

/

*

& Ox @ ey [0y ® frd f(dL0y @ d*)

Commutativity of (5); results directly from the definition of B, (§2.1.6).
Commutativity of ()2 is given by pseudofunctoriality of (—)* and transitiv-
ity of B (see [AJ1, §5.8.4]). Commutativity of ®)3 is given by [L.3, 3.7.3], in
which one makes the substitution (f,g, f’, ¢, P,Q) — (b, f,a, e, d*, b\d}Oy)
(and harmlessly reverses the order of the factors in the tensor products).
Since b and a are proper, commutativity of ()4 holds by the definition of By
[ , §5.8.2]. Commutativity of the unlabeled subdiagrams is clear.

Thus @ does indeed commute.
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We deal next with (2), which expands, by the definition of A, to

1

2,B7! 0~
(200016)4(30200016)'8*11* —— 2,(302)'8*11* — 2,6%(504)'11* —— 7*4,(504)'11*

via B’ll via B!
. . 1 071 !
via ps* via ps* 2,6%9%(13012) —— 7*4,9*(13012)°
via ps*
-1
(200016),(3°200016)' (1108)* — 2,(302)'(1108)* — 2,(906)*(13012)' @ 759!
via Q’IJ

(100 7)*12,(13012) = T*10*12,(13012)"

The unlabeled maps are induced by ps, and f300°216. Commutativity of the
two unlabeled diagrams is obvious, that of (8) follows from transitivity of B
(8§2.1.6), and that of (9 from transitivity of 6 [L.3, Proposition 3.7.2(ii)].
Thus @ commutes.
Commutativity of (3) results directly from the definitions of Ae and A.-.
This completes the proof of Lemma 6.2.2, and of Step I (commutativity
of subdiagram (#) in (6.1.1)). O

6.3 (Step II). Let us now check that diagram (##) in (6.1.1) commutes.
With a and b as in §2.2, and with x given by the composite isomorphism

ule! —= (vu)’ (00)' Oz ® (vu)* ps @ps’

|1
uwv Oz @ u*v*,

the diagram expands as

(6.3.1)
L Teu'v* u' Oy @ u*6%- 0y, v* —_ u' 830y, v*
?|im (6.1.1)
T, Fvu*(vu)! A via a, u'ay | 10
0 H via ps'
L%, Dyust' 0! u' Oy @ w Ty, 0! - W Ty, 0!
leia X
L Dpus (' Oz @ w*v*) B via b, u'b, | 11
3
U0z @ T Tet™v* —— 'Oy @ u*v'640,, == u'v'd;0y,

Here 3 is an instance of the isomorphism ji,,, (see 2.2.6); 4 is the composition
of the first three maps in (2.2.7) (with u in place of f), so that 110100504 is
the composition of the two arrows in the first row of (##); 6 is the composite
isomorphism
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1 ! ! u
Lo Dousu'v' = Iy, Fvu*(u.OY X u*'U') uv u OY @ Loy Dyust 'U
via ¢y | |
A) uw Oy Q@ u Ty Ty,

where, relative to the next diagram, ¢ is as in (Proposition 1.5.3)

X “ Y ! A

(632) Fvuh u E, v 52
XXx7Z——YxZ—— ZXUZ,
u Xidy v Xidy

and with ps' and by, as in (##), 8:= 97 (ps'o by, )071271371 so that

908030200 = ps' © by,,.

It is clear that the unlabeled subdiagrams in (6.3.1) commute; so it suffices
to show that the subdiagrams A and B commute.

4 (Step IIB). We deal first with B. Let ¢ be the composite isomorphism

Loy Dousw™ 0™ ﬂ) W v* —E‘L—) uv*,9,, (u,v as above).

The map 8:= 9! (ps'ob,,)07127137 1 in B factors as

« % viad

11 11
uwv Oz @ Ty Dyt —— w0’ Oz @ u*v*0,9,,
- 1
—>X w0y,
! |
= u' Oy Quv'0;0,.
that is, as
1 viag | |
wv' Oz @ Ly, Dyust 0™ —¢> uw'v' Oz @ uv*0,0,,

YRR (1) Oy @ (vu) 650,

= (UU)!5§5Z* L u'v 5252*

— u'Oy @u'05d,,.
This results from commutativity of all the subdiagrams of the following

diagram, where the subdiagram (0) commutes by Proposition 1.5.4, and the
rest by the definitions of the maps involved.
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U Oz @ urv*E50,,

viag \viaps! ps*
u' Oy @ T, Dyust™v* © (vu)' Oz ® (vu)*s} %0,
via ps!, ps*\ ) ﬁqﬁvu
(vu) Oz & Ly Dyus (vu)*
371 (2.2.6) (vu)'8%6,,
P;u Fvu* ((UU)‘OZ ® (UU>*) ] bvu
—

| o E,u*(u!v!(’)z ® u*v®) L Tous (vu)!

\

2 F’L;k’ll, Fvu*U!U! o
So B expands as follows, with I' = T,, IV = Iy, § := 0z, and v standing
for natural isomorphisms of the form v (E® F) == u*E®u*F (see (1.3.3)).

[Tl utv' — T (u' Oy @ u*v') u' Oy @ w* T* T

u' Oy @ T/ u*v'

[T (' Oy @ u*(v'Oz @ v*)) u' Oy @ w*T*TL (v' Oz @ v*)
viax w "W
B via v u' Oy @ T*Tu* (v' Oz @ v*) via fio
via v
T (u' Oy @ (u*v' Oz @ u*v*)) u' Oy @ u*(v'Oz @ T*Tw*)
fiou Bs
T/ (u'v' Oz ® u*v*) u' Oy @ T (u*v' Oy @ u*v*) | viav
\ B, via fyy
3 T ((u' Oy @u' Oz) @ u*v*) 'Oy @ u 'Oy @ w T*Tv*
X %%’ '
'Oz @ T T u v ——— v/ Oy @ u' Oy @ T TV u*v* via ¢3!
via @ \a‘i
u'' Oz @ u*v*6*0, u' Oy ® u*v'Oz @ u*v*6*0,
! By via v!
u'v' §*0, =———= 'Oy ® u*'6*J, u' Oy @ u*(v'Oz ® v*6*3,)
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Commutativity of the unlabeled subdiagrams is easily verified. That of By

(without I"*I") is essentially the definition of the isomorphism u'v' £= (vu),

see [AJL, (5.7.5)]; and similarly for B4 (without 6*0,).
Commutativity of Bg is contained in the next Lemma.
Lemma 6.4.1. Let X - W 25 X be qcqs maps with pI' = idx, and let
p=prp: 'LIE®F) = EQI'TLLF (E, F € Dx)

be the functorial isomorphism defined as in 2.2.6. Then for any E, F' and G
in Dx the following diagram commutes:

via

I"L(E® (F® Q) E@T*LL(F®G)
Jviau
ML((E®F)®G) E®F®T* LG

via p

Proof. Referring to the definition of i, expand the diagram to the following
natural one, where the isomorphism ps* is denoted by an equality.

MLE® (FRQ)) MpEeL(F®Q)) E@I* L (F®QG)
}(P"p*E ® (1{@) }*E)@ F*F*(%
T (E® (Ip*F @ G)) H*(p*E@ LI ' F o Q) E@I'L, (I FRG)
L(ERTDF)®G) I*(p*'E @ (p*F @ IL.Q)) E@T*(p'F @ I.G)

/

.

(TP ERTPF)®G) | TERT*(pFelG

J

\

~—

B2z I'"p*E @ T*p*F @ T*TI,G
B2 Bas \
I'((p*E @ p*F) ® I.G) E@T*p*F @ T* LG
/ \ Bo,
T (T (p*E @ p*F) @ G) I*(p*E® p*F )@ TG
MIL(E®F) g M*(p"(E®F)9LG) }F@F*m

LIy (E®F)®G) 'y (E® F)I"TL.G
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The commutativity of the unlabeled diagrams is obvious.

Commutativity of Bgy and of Boy results directly from the fact that the
contravariant pseudofunctor (—)* is monoidal (see [.3, 3.6.7(b)], a proof of
which is outlined in [L3, (3.6.10)]).

Commutativity of Bag is given by [1.3, 3.4.7(iv)] (with f =T, A = p*E,
B =p*F and C = G).

Finally, Bag is dual (see [L3, 3.4.5]) to the largest commutative diagram
in [13, (3.4.2.2)], mutatis mutandis, and so is itself commutative. O

To complete Step IIB, it remains to show that subdiagram Bg in (6.4)
commutes. For this, it suffices to apply the next Lemma, with F:= v'Oy
and F:= v*G (G € Dy), to the diagram

X - Y
F’l lr
X x Z Y xZ

ri=uxl1

/| |

X Y

where p and p’ are the natural projections.

Lemma 6.4.2. Let

u

X Y
N
X' - Y’
d |
X Y

be a commutative diagram of gegs maps such that p'oT' = 1x and poT' = idy.
Let pp = pr., and = fir,y be defined as in (2.2.6), v as in the paragraph
before (6.4) and ¢ = ¢4 as in (1.5.1). Then the following diagram commutes
for all E and F in Dy.

I"*Tu*(E @ F) wT* T (E® F)
Viaul Jvia m
I'*T!(u*E @ u*F) u(E @ T*TLF)

/| E
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Proof. The definitions of p and ¢ lead to the following expansion of the pre-
ceding diagram, where “==" indicates the isomorphism ps*, and the other
maps are the obvious ones:

"I (E® F) " T(E®F) — w*I*IL(E® F)
IM"*Tu*(T*p*E® F) W T*T(T*p*E® F)
I'"*T)(v*E @ u*F) IM"*r* L (IT*p*E @ F)
I (u*T*p*E © u*F) WT*(P*E @ T, F)
\ Bs1
T/ (T r*p*E @ u*F’) u*(T*p*E @ T*TL F)
Bs2
' (p"*u*E @ T[u*F) I (r*p*E @ r*IF)
"™ (r*p*E @ T[u*F") ' T*p*E @ u*T* T F
F/*p/*u*E ® F/*]::U*F Fl*,r,*p*E ® F/*T'*F*F
I'"*r*p*E @ T*Tu*F
uw'E QT T[u*F WEQT*r* L F — w*EF Q u* I F

Here commutativity of the unlabeled subdiagrams is clear, by naturality of
the transformations involved and by the transitivity property of pseudofunc-
toriality isomorphisms; that of Bgj follows from [I.3, Proposition 3.7.3] with
(f, /9,9, P,Q):= (L,T",r,u,p*E, F'); and that of Bgg results from the fact
that the contravariant pseudofunctor (—)* is monoidal (see [L3, (3.6.7)(b)
and (3.6.10)]). O

This completes the proof that subdiagram B in (6.3.1) commutes.
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6.5 (Step IIA). We show next that diagram A commutes.
Recall the diagram formed by the last two rows of (6.1.2):

X —4 o X%,y s xxy X,y

| iaxo | |»

X — XX Z —— 7
Tou Pz

where k is the natural closed immersion; g is the graph of u, i.e., the unique
closed immersion such that kg = I,; r is projection onto the first factor;
and py-, p, are the projections onto the second factor, so that py kg = u
and p, I}, = vu. Recall also the isomorphisms B (§2.1.6) and 6 (§1.4.4).
Further, let p: X x Y — X be the canonical projection, so that k*p* = r*
and I p* = 1:=idy.

Referring to the definitions of its constituent maps, expand A as follows,
where the maps labeled ?? are induced by a map &: g.u*v* — r*u*v' to be
defined below (6.5.2); the ones labeled 7?7 are induced by the composition
(With id:= idXxZY)

Tk, (7' Oy @ id) “22 Tik, (k*p*u! Oy @ id)
(via (1.3.5)) =5 T (p"u' Oy @ k)
(see (1.3.3)) = Lip*u' Oy @ Tk

and with ¢: X x Z — X the canonical projection, so that p* = (1 xv)*¢*,
the map 7777 is the composite isomorphism

via ps*

I (1 x v)*FW*(u!(’)y ® u*v!) — Dy (1 x0) Tyus (T ¢u' Oy ® u*v!)
(see (1.3.5)) =5 T (1 x 0)*(¢"u' Oy @ Tyusu™v')
(see (1.3.3)) 5 TF (1 x0)*¢*u' Oy @ Ty (1 X 0)* Tyuat*o*
14

— Lp*u'Oy @ T (1 x 0)* Tyueuv'.

via ps*
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LD, ulv* w0y @ TF T au*v*
\ / %‘
via ps, \ ,
LTy (w Oy @ u*v®) . u Oy @ u*dy 0y, v*
via ps
Ly k*g*ulv* .
\ via ps,
[ kege (W' Oy @ u™v*)  Tip*u' Oy @ TiTutv*
ik gs (pykg) v* viaps  Ag
via ps,
via fgpyk L kwgs (0¥ u' Oy @ u*v*)
Efk*(pyk)!v* (1.3.5) Lip*u' Oy @ T ke gou™v*
A2 %
via B~ Lk, (T*U!Oy ® geutv*) 77 As
L kr™ (vu)' 77 Lip*u' Oy @ T kar*u*v*
% via a,
via ps' Tk, ( * 'Oy X 'r*u*v!)
Lk u'v! (1.3.3) via !
\ A4
via gt \** | w1
Likr™ (w Oy @ u*v’)
(1 x v)*Fw*u!v! Lip*u' Oy @ T (1 x v)*Fvu*u*v!
viaf~!
\ /
viaps*|| Ty (1 x v)*Fvu*(u Oy @ u*
A5
E;ku Fvu*U!'U! uw OY & Fvu Fvu*u U
L Dyus (0! Oy @ u*v') 'Oy @ u* LT,

Commutativity of the unlabeled squares is transparent.

Commutativity of As becomes clear upon expansion of 777? and pu,,
according to their definitions, and identification via the pseudofunctor (—)*
of I} (1 x v)* with I}, . Details are left to the reader.
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Commutativity of A; can be seen by expanding it as follows, according to
the definitions of the maps involved, with E:= u'Oy, F:= u*v*G (G € Dy),
and 7, denoting a projection isomorphism, see (1.3.5):

LiTu(E® F) EQTTuF
via ps, k
k.. (E® F) [T (D" E @ F) —5 T (p*E @ TyuF) || viaps®
via ps* via ps, N
Likeg(g*r*E @ F) Tikegu(g'r"E ® F) viaps, | Tip*E @ [T, F
\ via ps* Aqq
Ps*
ﬂg Tikigu(* K E®@F)  Ti(p'E®kugiF) ||viaps,
ﬂgl / \
Lk (r*'E @ g F) Lk (K*p*E ® g F) Tip*'E @ T kegs F

via ps*

Here, commutativity of the unlabeled subdiagrams is easily checked; and
that of Aj; results from transitivity of the projection isomorphism with
respect to the composition I}, = kg, cf. [1.3, Proposition 3.7.1].

As for Ay, apply [1.3, Proposition 3.7.3] to

X xzY X

kh hrvu—r

XXxXY —XxZ
1xwv

to obtain the commutativity of the following diagram, with P := ¢*u'Oy,
Q:= u*v'G (G € Dy), vs coming from (1.3.3), and 7, denoting a projection
isomorphism, see (1.3.5)—commutativity from which, with a bit of patience,
one readily deduces commutativity of A4 (details left to the reader):



72 L. ALONSO, A. JEREMIAS, AND J. LIPMAN

via ps* kv,

ke (FT*P @ 1°Q) ————— kyr* (TP ® Q)
[a
. (1 x )T (T*P & Q)

T via T

(Ixv)"P® k@ —— (1 x0)"P® (1 xv)"[LQ G (I1xv)"(PeTLQ)

I \

(1 x 0)*¢*u' Oy @ kur*Q «—— (1 x v)*¢*u' Oy @ (1 x v)*T.Q

via

ko (k*(1 % 0)*P ® Q)

via ps*

p*u'Oy @ (1 x v)*TLQ

via ps*

p*u' Oy & kur*Q

via 6

This leaves us with As and Ag, for which we first need to define the above
map &. Consider the fiber square diagram, with 1:= idy,

u

X Y
g e Oy
wi=uxgzl tq
X xzY Y xzY Y
k f 7 g Ly
XxY Y xY Y xZ
u X1 1xwv
Dy bz
Y VA

Here t; is the projection onto the first factor, & and ¢’ are the natural maps,
g and T, are graph maps (of u and v respectively), ¢, is the diagonal map,
and pf, p,, are the projections onto the second factor, so that p), oL, = v.
Setting to:= p/-i’, one has then the composite functorial map

to
_ 871
(6.5.1) A: Oy 0" = (5v*(t2(5@)!v* I t!Qv* — t’{’u!

that shows up in a factorization of the map dy,v* — (1 x v)*T,xv' occurring
in the definition of the map a, in Az (see (2.2.4)), namely the map

Sy . PwA 1 o7t !
Syv™ == il 0,50 =5 il tjv — (1 x v) Thv'.
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We define &: g,u™v* — r*u*v' to be the natural composition

x via\

. **V13071 * sk 1 PST ok
(6.5.2) £ guu vt —— W, v —= witiv = r*utv'.

To dispose of Ag one sees, after expanding according to the definitions of
the maps in play, that it’s enough to show the next diagram commutes. In
that diagram, unlabeled arrows represent maps induced by isomorphisms of
the type 671

via ps*
* * * * £ *
LiTu*v* ———— I (u x 1)*0y, 0" ——= u*07.9y,v
via ps,
I k*g*u*v* Az via ps, via ps,
via Gfll
: *

F*k *5 * 1—‘* 1 */5 * VIapS k Ok /5 *
ke W™ 0y U —————— Iif (u X 1), 0, v* == u" 051,000
viaj\l viaj\l lvia;\

* * k] * * 0 gk, viaps * 5% o g
Likaw* iy ———— I (u x 1)%iLt5v u* o5 itiv

via ps* via 671 l lvia 61

via ps*

Cikyr*utn' Asz Tif(ux 1)*(1 X 0)* D' == u*63 (1 x v)* [0

via 9*11 via ps*
1 | )
Lo (1 x v)* Tyysu v — T (1 x 0)*(u x 1)* T v’ via ps*
via ps* via ps* H
| ! !
FJUFUU*U*U‘ _— F’L;ku (u X 1)*1_‘1}*1)' —————————— U*FJFU*U'

via ps*

It is straightforward to see that the unlabeled subdiagrams commute.

Application of [L3, 3.7.2(ii)] to the composite diagram foe above—for
which /6, = dy and kg = I,—yields commutativity of Agy.

As for Aga, we can ignore I} and v', and expand the rest as follows, where
p = tjw = ur is the projection from X xz Y onto Y, and unlabeled arrows
represent maps induced by isomorphisms of type 671:

Eaw*t] —— (ux 1)*it7 —— (u x 1)*(1 x v)* T

via ps* ps*
(6.5.3) k.p* (u X v)* Ty
via ps* ‘ ps*

Eor*u* — (1 X 0)* Ty — (1 X 0)*(u x 1)*Tps
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Application of [1.3, 3.7.2(iii)] to the composite diagram gof above and to

XXZY - X Y

R

XXY —XxZ—YXxZ
1xv uXx1

gives commutativity of the top (respectively bottom) half of (6.5.3), whence
the commutativity of Agas.
Thus Ag commutes.

It remains to consider Aa. Work with the fiber-square diagram

X Y
9 5

(6.5.4) X xyy WEwz y oy & Y
r t1 v
X Y Z

where r and t; are the canonical projections onto the first factor, and ¢ is
the canonical projection onto the second factor. Set 7:= tow.

Using the definition of (2.1.3.2), and the equalities u = 7g, t2d, = id,
one sees that for commutativity of Ag it suffices to prove commutativity of
the following expanded diagram (6.5.5), in which O:= Oyy,y, the map A
is as in (6.5.1), the unlabeled maps are isomorphisms coming out of (1.3.5)
or (2.1.6.1) or (1.4.1) (see 1.4.4), and the isomorphisms denoted by “="
are induced by ps* or ps', or have other obvious interpretations.

The commutativity of the unlabeled subdiagrams is‘clear; that of Ags
results from the definition of the isomorphism w'th 2= (tow)', see [AJL,
(5.7.5)]; of Age from the horizontal transitivity of B (see §2.1.6); and of Aaz
from the definition of B [AJL, 5.8.4].

Commutativity of Agj is the same as commutativity of the following
diagram of isomorphisms coming from (1.3.5), in which E = r*u'Oy and
F =1mv*G (G € Dy).
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(6.5.5)

g+ (u' Oy @ u*v*)

g1 Oy @ T g*(ul(’)y ® g T ")

NS *

G g U Oy @ T0* — gu(g*r*u' Oy @ g*7*v%)

I

g« (¥ u' Oy @ u*v

(" r*u' Oy @ Ox) @ T"v*  1r*u'Oy @ gog* T v*

r uOy@g*OX®T*v**> r u0y®g*(OX®g* *v*)

ru' Oy ® gyu*Oy @ T*v*

A3 J
7*u' Oy @ w*5,, Oy @ 7*v* —— 1*u' Oy @ w* (5, Oy ® thv*)

W' O @ W 6, Oy @ Tv* r*u' Oy @ w*dys(Oy @ 5:t5v*)

W' O @ w* (5, Oy @ tiv*)

g*(Tg)!Oy(X)T*U*

w'6,, Oy @ T*v* w!0®w*5v*(0y®6$t’2‘v*

Wi\ A

1 |
wtjv Oz ® T*v*

e

Aao

g*gLT!(’)y ® T v*

W' O QWG pv*

126 | WOy TV = w!tIQOy@)w*t* i
/ via A
'Oy @ T*0* wO@w*(t20y®t
Azs / wr 51)*1] via X
ot w0y ot -
‘ via A
(tow)'v* w'thv* — w'tiv’ w' O @ w ti' — ru' Oy @ w*tiv'
Lo/ B |
= ! =——=r*(0'Oy @ u™') — 'Oy @ r*u*v

r*(vu)’

!
r*u Oy ® gxu*v*

)

|
U Oy Q@ WGy V™
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99’ E® F 9+(9"E ® g*F)

9«(gE® Ox) @ F' —— g.(9"E ® Ox ® g*F)

Az

E®9*0X®F

Commutativity of the unlabeled subdiagrams results from functoriality of
the isomorphisms in (1.3.5).

Commutativity of Aa17 is a special case of that of the natural diagram,
for any scheme-map f: X - Y and Ae D(Y), Be D(X),CeD(Y):

f(f*A®x B) ®y C (f*A®x (B®x f*0))

® /

C®y f(f"A®x B) — f(f*Cox fAex B) — f(f"Aex (f*C ex B))

e S

L(fF(Cey A)ox B) — f(f"(A®y C) ®x B)

e

C ey Ay f, Awy Coy [,B Ay f(f*C®x B)

B
@

AQ®y f,.B®y C A®y f(Bex f0)

Here commutativity of subdiagram (5) results from functoriality of the pro-
jection isomorphisms (1.3.5), that of @ results from the dual [I.3, 3.4.5] of
the second diagram in [1.3, (3.4.2.2)], that of @) and ® from [L.3, 3.4.7 (iv)],
that of @ and ® from [I.3, 3.4.6.1], and that of @ and (@) from the third
diagram in [1.3, (3.4.1.1)].

Thus, A1 commutes.
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For subdiagram Ags, it is enough to check commutativity of the following
natural diagram, where §:= §, and t:= t9 (so that 7 = tw and t6 = idy):

g:0Ox@T* 9+(Ox ® §'7%) == gsg" 7" ——= gsu"
H H H
g:u* Oy @ 7 g+(u* Oy @u*§*t") == g.(Ox @ u*6"t") = g.(Ox ®u*)
J Az J Asao ‘ H
w*0, Oy @ 7* 9:u*(Oy ® §*t") =—= g.u*0*t* gu*
| | |
w*(0,O0y @ t*) — w*0,(Oy ® §*t*) ———= w*,0*t* ——— w*0,

Commutativity of Agey follows from [L.3, 3.7.3], with (f, g, f",¢, P, Q) :=
(6,w, g,u, t*G,Oy) (G € D(Y)), except that there the factors in the tensor
products need to be switched, as do the two projection maps defined above
n (1.3.5)—all of which is made permissible by [L.3, 3.4.6.1] and the dual
([L.3, 3.4.5]) of the second diagram in [I.3, (3.4.2.2)]. Commutativity of Agz2
results from the dual of the first diagram in [I.3, (3.4.2.2)]. Commutativity
of the unlabeled diagrams is easy to check.

Thus Ase commutes.

Next we expand Ag4—again dropping v*, setting §:= §, and ¢:= to, and
substituting w*t* for 7*. The map

t

kY ! f5 !
(6.5.6) Aot 0x = 04 (t0) —> ¢
is as in the definition (6.5.1) of \.

w'O @ w*,0y @ wt* — w'ORw*(5,0y @ t*) — W' O @ w* s, (Oy ® §*t*)

(5 Oy ® t*)
'O @ w*é,

w'8,0y @ wt*

via Ao
w!t!OY ® wrt* via Ag OY ® 5*t*
A241 \
w0 w*(t' Oy @ t¥) wH(t' Oy @ t*) == 't ﬁwé
via Ag

Commutativity of the unlabeled subdiagrams is easy to verify.
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For commutativity Agg41, it is enough, by definition of the maps involved,
to verify commutativity of the natural diagram (in which the unlabeled maps
are the obvious ones):

5.0y @ t* 5+(Oy ® 6*t%) Os 54 (t0)*
via ps' via ps' Az411 via ps' || and ps*
1.3.5

(5*(155)!(93/ ® t* u (5*((t5)!0y® 0 t*) =—= 5*(5!t!(9y ® 0%t*)

via ps'||and ps* N o
5(0'H Oy ® §*t* Oy) @ t* 5:0't' Oy @ t*
) ’ k %
via (1.3.5)
5.0 Oy @ t* Oy @ t* tO0y @ " Oy @ t* === t'Oy @ t*

It is evident that the unlabeled diagrams commute.
Subdiagram Ag412 (without ®¢* and without d.) expands as

! ps' 1,1
(t(s)'OY 5't'0y

(t(S)!OY & (t(;)*(')y

d*ﬂxps!
and ps

SOy @ 5*t* Oy SOy @ (t6) Oy

. 1
via ps’

via ps*
This expanded diagram is easily seen to commute.

Commutativity of Agq13 results from [1.3, 3.4.7(iii)].

Subdiagram As411 (Without d,) expands as follows (with id the identity
functor on Dy):

S*

via ps

Oy ® §*t* =———— Oy ® id == Oy ®@ (16)' (t5)'
(t6)'Oy ® id (t5)' Oy @ (t6)*
% via ps' || and ps*
(t0)' Oy ® 6*t* §'t' Oy @ 6*t*

o !
via ps’

Subdiagram Ag2414 commutes because all its maps are identity maps—see
paragraph following (2.1.2.1). The rest is clear.
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It remains to show commutativity of Asg, for which one can omit “®7*v*.”
Before proceeding, recall from §2.1.2 that for perfect maps the restriction
of (=)' to D;. is pseudofunctorially isomorphic to (—)%. Moreover, this iso-
morphism “respects flat base change.” More specifically, referring to (2.1.6)
and [L.3, Exercise 4.9.3(c)] one finds that the following diagram commutes:

r*u' Oy —)B w!t’{(’)y = 'O
:l(2.1.2.2) (2.1.2.2)l:
r*ul Oy T wittOy = wiO
Next, the composed map

g Oy 2B g g0 Oy = g. (g1 u' Oy @ Ox)
at the top of Agg is the same as

via ps*

9:ut Oy = g, (uh Oy @ u*Oy) =2 g, (g"r*u} Oy @ Ox).

Also, using that 8,(64t'Oy ® 6*t*Oy) — 6,04t'Oy @ t*Oy from (1.3.5) is
the identity map (see [L3, 3.4.7(iii)], and the remarks following (2.1.2.1)),
one finds that the map \o(Oy) (see (6.5.6)), that forms part of the definition
of the map A(Oy) near the bottom of Aas, factors as

5.0y = 6.(t5)L0y 2P 5614 Oy by oy,

with [, the unit map for the adjunction (=), 4 (=)} in 2.1.2(i).
Hence, with w the associated unit map, §:= §,, t:=t9, # asin (1.4.1), and
recalling that f'Oy = fiOy for any flat S-map f, one can expand Aag as

Gx (TQ)LOY g*UiOY — G« (ULOY ® u*Oy)
g-psh ';a\)s\+ g*gﬂ,wﬂrti Oy J via w via ps*
=

o <
GxghTi Oy via psy Gt 040, 0y gy (g*r*uLOy ® u*Oy)

Lol
I 9x 404, Oy via psly (1.3.5)
* . ~ <
via | V1af+HV1aw g*giw!ﬁ*oy T*ULOY ® guu* Oy
|
O
T+Hy 9*“3-53-5*53-75{1-01’ Aazq viaf~!
via ps; I ’r’*u{,.@y ® w*6, Oy
P L wh 8,54, O
959+ W40+04 14 Yy via (2.1.6.1)
g
whO ® w0y

w+t+0y wf w+5 (5 t_,_Oy w+5 Oy

. via psl
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Commutativity of the unlabeled subdiagrams is readily checked. Also,
the composition

L = sl sl Ly 5,

is the identity map. Diagram chasing shows then that we need “only” check
that Az, commutes.” For this purpose we can even drop the final Oy at
each vertex, regarding what’s left as a diagram of functors defined on Dq+c.
Henceforth we will use the symbol “n” to refer to either of the projection
isomorphisms in (1.3.5), or their inverses.
One last preparatory remark: the isomorphism (2.1.2.2) is a special case of
a canonical functorial map, defined in [Nk, 5.8]* for any S-map f: X =Y,

K(F): {0y ® f*'F — fiF  (F € D{(Y)).
If f is proper, (F') is adjoint to the composition

via [,
F(fiOy ® ['F) % [ fiOy © F — Oy @ F = F.
If f is essentially étale, so that fi = f*, then x(F) is the identity map
of f*F.
One checks that £(Oy ) is the identity map.

It should now be clear that the next Proposition will complete the proof.

Proposition 6.5.7. Not assuming u or w flat, consider any commutative
S-diagram

X Y
g e 0
X/ = Y’
r e t
X Y

with rg = idy, t6 = idy, € (hence e) a fiber square, and t (hence r) flat
(cf. (6.5.4)).

3For the authors, this was the most elusive point in the present proof of Theorem 3.1.
4where qct should be qc
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The following diagram of Dgc-valued functors commutes.

gty = 9+ (U Oy @ u*)
viaw via ps*
TN 9+ (g*r*ul Oy ® u¥)
via psl, T
(6.5.7.1) Ge g WO r*ul Oy ® gyeu*
via#

S r*ul Oy @ w*s.
~ | via (2.1.6.1)

w!+5* P wi@yf ® w*dy

Proof. We deal only with the pseudofunctor (—)}, and not with (=)', so to
reduce notational clutter we will denote f{ by f', for any S-map f. Likewise,
we will denote [, simply by |[.

We will prove 6.5.7 when u (hence w) is essentially étale (see §1.1), and
then when u (hence w) is proper. Then finally we will use the fact that
any S-map is of the form (proper)o (essentially étale) [Nk, 4.1 and 2.7] to
establish the general case.

Let us assume then, to begin, that v and w are essentially étale, so that
u' = v* and w' = w*. Note that since g and ¢ have left inverses, they are
closed immersions [Grl, p.278, (5.2.4)].

In the next diagram, subrectangle (@) is as in (6.5.7.1); the “base change”
map

is defined to be adjoint to the natural composition

J

1 971 |
gt — w0 = w;
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and the unlabeled maps are the obvious ones. (In particular, three maps in
the rightmost column are identity maps, see the last paragraph in §1.3.)

gu* 9« (u*Oy ®@ u*)
! *
gt g 9«(W Oy ®u”)
J via ps*
g*u*5!(5* g*u!5!5* s (g*r*u!(’)y ® ’U,*) = g (Q*T*U*OY ® U*)
via B @ via psh,
g*g!w*é* R g*g!w!é* @ T*UIOY ® gsu”* r*u* Oy ® g.u*
‘e
r*u' Oy @ w*d, r*u*Oy ® w*dy
via (2.1.6.1)
| K(04) | @
W Oy w Oy @ w*d,
/ @ T~
w*d* w*OY’ & U}*(S*

It is clear that the unlabeled subdiagrams commute. Subdiagram (1) com-
mutes by 2.1.2(iii), @ and @) commute by [I.3, definition of 4.9.1.1], and
® commutes, in view of 2.1.2(iii), by the description of 7*u'Oy — w'Oy~
in 2.1.6 with (f,u,g,v) := (u,t,w,r)—all valid for essentially étale maps.
So to achieve our goal of proving that (4) commutes, we need only do the
same for the outer one.

Proving commutativity of the outer rectangle means showing that the left
column composes to 61, that is, the next diagram commutes:

viaw

G5 0'0, gs
ViaBJ o
Ggw s, ® w*6,0'6, 0!

w* s W Oy

Here, subdiagram (5) commutes by the definition of B, and commutativity
of the other two subdiagrams is obvious.
Thus Proposition 6.5.7 holds when v and w are essentially étale.

Suppose next that v and w are proper.
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It will suffice to show commutativity of the adjoint of diagram (6.5.7.1),
namely subdiagram (6) in

| PS, | WxGx K | %
viaw via ps*
W gy ti' 66, Wags (g u' Oy @ u*)
via psl, via
Wy Gu g W' ©® wy (r*u' Oy @ gyu*)
via [ via
ww'dy wi (1 u' Oy @ w*s,)
!
I Oy ® 0y m ww Oyr @ 0« | i (2.1.6.1)
bs w, (W' Oyr @ w*d,)

The subtriangle commutes by [I.3, 3.10.4(c)], applied to the map denoted
there by ¢: gsu' — u'f,. (Recall that over proper maps the pseudofunctor
(=)' := (=)} is right-adjoint to (=), and so may be identified with the
pseudofunctor (—)* in [L3].) So it’s enough to show commutativity of the
outer border.

Fill in that border as follows (with id the identity functor on D3 (Y)). In
this diagram, the maps «, 8 and v are the respective composites

ps* u*eg
a: gFwd, = u"6% 6, — u*.

B: (6am @ 60—) 5 6u(— @ 66, —) 295 5. (- @ —).
e BN Gug" T g«ps* g,
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Wy Gs K

Syttt == wi sttt —— W, g (U Oy @ u*) == w,g:(u' Oy @ u*)
via o via ps
via [ Sstty (U Oy @U*)  Wige (W' Oy @ g*w*,)  wags (g u' Oy @ u*)
viaT viaT @ viaT
! . @ ! !
S 0 (usu' Oy ®1d) wi(geu Oy @ w*0y) wy (r*u' Oy ® gsu*)
via 8 T
viaf )
via ps, s iaf
5*U*U! OY ® 6* w*g*u!OY ® 5* 7 e
via [ viay
via (2.1.6.1) via (2.1.6.1)
Oy ® . w*wl(’)y/ ® Oy T Wa (’LU!Oy/ ® U)*(s*)

via f

Commutativity of the unlabeled subdiagrams is easily checked. (For the
leftmost, see the preparatory remarks just before Proposition 6.5.7).
For showing commutativity of ), expand it as follows, with A:= 'Oy

Ps,

Osux(A® Wi gx (A @ u™)

viam via € via €5 viaa
Os(us A®
pS*

viae, J(ARU ) =— (AR u*6%04) = wigx(A® g*w*dy)
471’
O (u*A ® 0% ) ps, || ps” ps, || ps*
(0u)«(A® (6u)*6:) = (wg)«(A® (wg)*ds) vian
_ 1 Tw % @2
(6u)A® 5 ——= (wg)+ A® Wy (g+ A @ w*dy)
%aps* m B
05U A @ Oy Wy gx A @ 0y

viaps,
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Commutativity of the unlabeled subdiagrams is clear. Subdiagrams (7)1
and (Do commute by [.3, 3.7.1], mutatis mutandis.
Thus 7)) commutes.

Expand (8) as follows, where 7 is the composition t* Js, 0, 0% t* i> Oy

. via 3 via [ \ viaps,
0+ (Oy ®id) «——— 0,0y ® 65 — duu' Oy R 5, —— = WG’ 'Oy @6,
1v1a'y viay 2 viay
®n . via [ . via§~! ,
s Oy ® 05— t*uu' Oy ® 0y —— wer*u' Oy X J,
/ ®s via (2.1.6.1)

Oy ® 0. ww' Oy @ 8,

via [

Commutativity of the unlabeled subdiagram is obvious.
Next, commutativity of subdiagram (8); is equivalent to that of its adjoint,
which, since 7: 6,0y ® 6, — 6,(Oy ® 6*d,) is adjoint to the composition

5 (5, 0y ©6,) L2,

— 0760, 0y ® 070, —>(9y®6 9y
(cf. [L3, 3.4.6.2]), is the outer border of

viaeg (1.3.3)

Oy @ §%0, 0%0,Oy ® %0,

N
(1.3.3)

51" Oy ® 5%, —— §*6,0"* Oy ® 6*5, —— 3*(0:6"t* Oy ® 04)

~

5*(5,0y ®6,)

via ps* via ps*

vian;

Oy ® 6*9, S 1* Oy ® 6* 0, viar
. 1.3.3 1.3.3
viaeg ®12 N \
Oy ®i (Oy' ®0,) == 0" (t*"Oy ®ds)

via €s

For commutativity of ®11, see [L.3, 3.6.7(b)]. For commutativity of (82,
see [1.3, 3.4.4(b)]. Commutativity of the remaining subdiagrams is easily
verified. Thus (8); commutes.
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Next, commutativity of ®)y (without u'Oy ® d,) is implied by that of the
following expanded diagram:

PSs

O U O Use Wy G
via ps* 21 via ps* via ps*
via 6 via 0 ps,
00t Uy —— 0,0 Wr* ——— Oy usg™r* Wi Gs g™ 1™

’r/é‘ 1Via 75 @22 1viang

T Uy Wy Wy™

via 6

Commutativity of (8)9; is [1.3, 3.7.2(ii)], applied to the composite diagram
€’oe in Proposition 6.5.7.
Commutativity of (822 results from the adjointness of 6: §*w, — u.g*

and the composite map wy Rl Wi Gx g™ L3 0xuxg*, which holds by [L3,
3.7.2(1)(b)], with (f,g, f',¢"):= (w,d,u, g).

Commutativity of the other two subdiagrams is clear. Thus (8)2 com-
mutes.

Next, since u and w are proper, commutativity of (8)3 is an immediate
consequence of the definition of the base-change map B in (2.1.6.1) (with
(f,9,u,v):= (u,w,t,r)), see [AJL, 5.8.2, 5.8.5].

Thus 8) commutes.

Subdiagram (9) is the outer border of

viaeg

ws g« (u' Oy @ u*5*5,) wagx (u' Oy @ u*)

@1 /

via 6
Wy g (u' Oy ® g*w*d,) o, Wy g (u' Oy ® g*gsu®)

via ps*

viaT via @2 via ps*

-
wy(gsu' Oy @ w*S,) LA we (gou' Oy @ gou*)

wﬂ-

viay viay | W,y (g* gt Oy @ u¥)

wy

wy (17U Oy @ w*d,) —— w, (1"u' Oy @ guu*) —— w,gs(g*r*u' Oy @ u*)
via f viam

Subdiagram (9); commutes because 6 is, by definition, g* - g.-adjoint to «.
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Commutativity of (93 results from the obvious commutativity of

viae

9" 9« : id
gm
g gxg*r”

As for commutativity of @2, after dropping w, and setting A := 'Oy,
B:= u*, one need only show commutativity of

9+A® g«B
2N
(6.5.8) 9+(A® g7g.B) 9+(9"9+A® B)
9«(A® B)
In the following diagram
9'9+A®g'g.B

A®B

commutativity of the outer border is clear, as is that of subdiagrams (923
and (9)24; and commutativity of (921 and (992 results from [L.3, 3.4.6.2].
Looking inside the diagram one sees then that the g* - g.-adjoint of (6.5.8)—
hence (6.5.8) itself—commutes.

Thus (©)2—and finally ©) itself—commutes.

This completes the proof of Proposition 6.5.7 in case v and w are proper.
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In the general case, u factors as X —» Z 5 Y where u; is proper and
ug is essentially étale [Nk, 4.1 and 2.7]. It follows that the diagram e’ce
in Proposition 6.5.7 expands as

Usg Uy

X A Y

Usg Uy

where w; and s are the natural projections; h is the unique map such that
wrh = duy and sh = idz; and ws is the unique map such that swg = usr
and wiwe = w. One checks that all the subsquares are fiber squares; so
w1 is proper and wo is essentially étale (see second-last paragraph in §1.1).
Since uy is flat, the map &: ubOy ® u} — u} is an isomorphism on D:.(2);
and likewise for ws.

Straightforward use of the isomorphisms

* *

! !
| ps’ [ ps | PSS’ | | ps
U= upuy, Ut =usuy, w — wyw;, W = wiw]

transforms the assertion in Proposition 6.5.7 to that of commutativity of
the border of the next diagram (6.5.9), in which O := Oy, O’ := Oy,
O0":= Ozy,y’, and the unlabeled maps are the obvious ones:

Diagram chasing shows it suffices now to prove commutativity of all the
subdiagrams.

Commutativity of the unlabeled subdiagrams is clear.

Commutativity of (c) follows easily from the essentially étale case of 6.5.7,
applied to the diagram

Uy

Ug
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(6.5.9)

geubu} 8'6, guubul = g.u! g+ ('O @ u*)

gaup(wi0Ou}) @
viak

geubh'houl g (ubOz @ ustl O @ ujuy) <5 g. (uhuh O © ujuy)

9+ (g uy Oz @u3(ui O @ u}))  gu(g™r uyu; O @ ujui)

© @
geg Wbl POz @ g (WO out)  rrubul O @ gaudul
® wz(’)"®w LU O @ ul) rrubul O ®@ wiwis,
U1O ®uy)

/ \ wQC’)" @ wihy (h*s*ul O @ u?)

whhaay  whh(R*s*u} O ® uy) -
® L w0 @ wh(s*ui O ® hyul)

—F

whhauh 0'6, wh(s*ul O @ hyut)
whO" @ wiw'| t* O @ wiwds

/ via /’f\

whhh' w6, wh(wit*O @ widy) whw t*O @ wiwi s

N/ ’

Geg whw} 6, —— whw}d, = w'd, w'O' @ w*s

~
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Commutativity of (e) results from the proper case of 6.5.7, applied to

Uy

Z Y

wy

Z Y

Uq

Subdiagram (b) has the following, clearly commutative, expansion (where
the maps are the obvious ones):

gz 00, guuyuy8'8, ———— gubhul
1 ]
g-uph'wid, geubhthou 86, — goubhhul
/Lh*hwﬁ*
9eg"w3w 0 —— gug'wih.h'wid, == gug'whh,u 80, —— gug'wihiul

R R

1oy ! [N ! Y ! !

Commutativity of subdiagram (a) follows from [I.3, 4.9.3(d)] as regards
[L3, 4.7.3.4(d)] with (f, g, E):= (u2,u1,O)—in view of [.3, 4.9.3(d)] as re-
gards [1.3, 4.7.3.4(a)] with (f, E, F, G):= (ug, Oz, u}O,u}), which gives that

(viar)o(via k1) in (@ is the map g*XZiQ,u*{— coming from [1.3, (4.9.1.1)], as
extended to S-maps in the manner of [Nk, 5.8]. A similar argument shows

that () commutes. Details are left to the reader.
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Subdiagram (@ expands as follows, with the map 7 coming from (1.3.5).
(Recall: )y = ub, wh = w}.)

g*(g*r*u!2(92®u§(u!1(9 ®ui)) g*(u!QOZ ®u§u!10®u§u’{)

\ /

ruy0z @ gus (WO ®uy) (g uyO0z @ uju; O @ujui)

\

r*u%(’)z ® g*(uéu!l(’) Ruiuy)

w0 @ wih. (u O @ ) 9+ (uhuy O @ ujui)
@1 rubOz @ gu (g r uiul O @ubul)

whO" @ wihs (hs*ul O @ u¥) .

*p.%, |

9+(g*r*u 07 ® g*r*uiu; O @uiuy)

™~

w; 0" @ wh(5*u O @ hyu}) @2 9+(9" " upuy O © ubui)

! !
r*usOz @ r*usu; O ® geusu
Iy ! R | ! ~ 1!
wy 0" @ wis*u; O @ wihuy =—— wys™u; O @ wihu] —— ruyu; O ® geujuy
‘ @s

1Y/ Iy [ ~ [
wy 0" @ wiw; O @ wiwdy —— wawit*O @ wiwidy —— r*uyu; O @ wiwidy

Diagram chasing shows that to prove commutativity of the border it will
suffice to prove commutativity of all the subdiagrams.

Commutativity of the unlabeled subdiagrams is easily verified.

Commutativity of (@3 results from transitivity of (2.1.6.1) and of (1.4.1).
(See [L.3, 3.7.2(iii)], having in mind that uy and wq, as well as r, s and ¢,
are flat.)

Commutativity of @2 results from [L.3, 3.4.7(iii)], with (f, A, B,C) :=
(ga ’I”*U!QOZ, r*ugu!l07 UEUT_)

Last, in the next diagram of isomorphisms, with A, B € D;C(Z), the bor-
der commutes by [L3, 3.7.3] with (f, f', 9,4, P,Q) := (h,g,ws,us,s*A, B),
and commutativity of the unlabeled subdiagrams is easy to check (the one
at the bottom by pseudofunctoriality of (—)*), and hence (@} commutes. Set-
ting A:= v} O, B:= u}—, one obtains commutativity of @ from that of @).
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w3 (s*A® hyB) — wihy(h*s*"A® B)

™~

gxus(h*'s*"A® B)

wys*A®@ wih.B wih«(A® B)

/ @}

g« (g " us AR u3B) = g« (u3 A ®@ u3B)

" N

9+(g"w5s"A @ u3B) g« (ush"s"A ® u5 B)

via ps*

With this, Proposition 6.5.7, Step ITA and Theorem 3.1, are proved. O

[AIL)

[AJL]
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