Multivariable integration

These notes cover integrals of continuous functions of several real variables. They use iterated
integration and differentiation to reduce to single variable results. Results are extended to general
open sets using partitions of unity. Some similar results can be found in Spivak’s Calculus on
Manifolds and in other books on integration. The treatment of monotone convergence follows Riesz
and Sz.-Nagy’s Functional Analysis and even moreso Sz.-Nagy’s Introduction to Real Functions
and Orthogonal Ezxpansions. Some good further references for differential forms include Shifrin’s
Multivariable Mathematics, Taylor’s Introduction to Analysis in Several Variables, and do Carmo’s
Differential Forms and Applications.

1. INTEGRATION ON PRODUCTS OF INTERVALS

Products of intervals are the easiest sets to integrate over.

1.1. Background on partial derivatives. We begin with Leibniz’ theorem on exchanging a
derivative and an integral.

THEOREM 1.1.1. If f: [a,b] X [¢,d] — R is continuous, then so is g: [a,b] — R given by g(z) =
fcd f(z,y)dy. If further O, f exists and is continuous on |a,b] X [c,d], then g is differentiable and

d
J(@) = / 0, f (. y) dy.

Proof. Since f is continuous on a compact set, it is uniformly continuous: given € > 0 there is § > 0
such that |h| < § implies |f(x + h,y) — f(x,y)| < € for all x and y. Hence if |h| < § then

d d d
g+ 0) = 9@ =| [ st hdy— [ sepd] < [ |f@ by - fa|dy<a-o.
Since € > 0 was arbitrary, this completes the proof of the first claim.

The proof of the second claim is similar. Given z, y, and h, by the mean value theorem there
is * between x and x + h such that f(x + h,y) — f(z,y) = 0. f(z*,y)h. And given € > 0 there is
d > 0 such that |h| < ¢ implies |0, f(z*,y) — 0. f(x,y)| < e. Hence if |h| < 0 then

‘/cd <f(x+h,yf)b—f(a:7y) _arf(x,y)> dx’ <e(d—c).

Since € > 0 was arbitrary, this completes the proof of the second claim. O

We will also need Clairaut’s theorem on exchanging partial derivatives.

THEOREM 1.1.2. Let F: R2 — R be a function such that 0,F, Oy F, and 0y0,F all exist near a
point (x,y), and such that 0,0, F is continuous at (x,y). Then 0,0yF exists and equals Oy0, F.
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Proof. Let G(z,y,h, k) = F(z+h,y + k) — F(z,y+ k) — F(xr + h,y) + F(x,y). By definition,
8yF($ + h7 y) — ayF(fL'a y) — lim lim G(I’, Y, hv k)’
h h—0k—0 hk

provided the limits exist. By the mean value theorem applied to the function t — F(z+t,y+k) —
F(z + t,y) on the interval between 0 and h, we see that there is * = x*(x,y, h, k) between = and
x + h such that

0,0y F (x,y) = }llli% (1.1.3)

G(.’L‘, Y, h7 k) = [(%;F(.’L‘*, Yy + k) - (933F(.1‘*, y)] h.
Applying now the mean value theorem to the function ¢ — 0, F(z*,y + t) on the interval between
0 and k gives y* = y*(x,y, h, k) between y and y + k such that

G(z,y,h, k) = 040, F(z*,y")hk.
Plugging that into (1.1.3) gives
020y F (w,y) = lim lim 0,0, F (2", y") = 0,0, F (. y),
where for the second equals we used the continuity of 9,0, F(z*,y). O
1.2. Iterated integrals on rectangles. We define the integral of a continuous function over a
rectangle in terms of its iterated integrals. The fact that these are equal is called Fubini’s theorem.

THEOREM 1.2.1. If f: [a,b] X [¢,d] — R is continuous then

//fq:ydydx—//fz:ydxdy (1.2.2)

We call the value in (1.2.2) the integral of f over [a,b] X [c,d] and write it as ff[a b)x(e.d] |-

F(%y):/;/cyf(s,t)dtds.

By the fundamental theorem of calculus and Clairaut’s theorem (the hypotheses of Theorem 1.1.2
follow from Theorem 1.1.1), we have

f(z,y) = 0y0. F(x,y) = 0.0, F(x,y). (1.2.3)
Take ff dz of f(z,y) = 0,0,F(x,y), and then take f dy , to get

//fxydmdy— F(b,d).

Finally, plugging in the definition of F gives (1.2.2). O

Proof. Let

1.3. Generalizations. We are now ready to define the integral of a continuous function over any
product of rectangles.

DEFINITION 1.3.1. Let R = [ay,b1] X -+ X [an, b,] C R™, and let f: R — R be continuous. Put
by (1)
/ f / / f diL‘l -dz, = / / (1) " dwa(n)a
@ (n) Ao (1)
where o is any permutation (i.e. any bijection on the set {1,...,n}). The value is independent of

o because any permutation is a finite number of transpositions (a transposition is a permutation
given by swapping two elements and leaving the rest alone) away from the identity.
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Our results on switching order of derivatives and on switching a derivative and an integral carry
over directly to this more general setting; we only ever need to switch one pair at a time.

The corresponding results for functions with values in R" follow because it is enough to check
them component by component. In particular, this covers the case of functions with values in C.

2. INTEGRATION ON OPEN SETS.

2.1. Definition of the integral in terms of a partition of unity. We next use the above to
define fU f where U C R" is open. This requires some more setup.

DEFINITION 2.1.1. The support of f, denoted supp f, is the closure of the set where f is not zero.
This set ‘supports’ the function in the sense that we think of the function as resting on it.

If f is continuous and has compact support in U, then we define

/f= I (2.1.2)
U R”

The latter integral is defined by iterated integration, as in Definition 1.3.1; note that all the infinite
integrals reduce to finite ones because f has bounded support.

But the above definition cannot be applied directly to interesting examples like the one where f
is constant, because extending f to be zero outside of U leads to a discontinuous integrand. The
following device will allow us to write such an f as a sum of suitable functions.

DEFINITION 2.1.3. Let U C R" be open. A continuous partition of unity of U is a family of
continuous functions {p;};c7 on U, where J is a countable indexing set, such that

(1) 0<pj(z)<lforall jeJandzeU.
(2) Each p; has compact support in U.
(3) For any compact K C U, there is a finite J' C J, such that, for all z € K, we have

D pilx) = pi(x) =1. (2.1.4)

JjeET JjeJ’
The name ‘partition of unity’ comes from > p; =1 .

ExaMPLE 2.1.5. The simplest continuous partition of unity of R is obtained by taking J = Z and
pj(x) = p(z — j), where p(z) = max(1 — |z|,0). See Figure 1.

EXERCISE 2.1.6.

(1) Let the p; be as in Example 2.1.5, and let a < b be given. Give an expression in terms of
floor and ceiling functions (recall that [z] is the greatest integer < x and [z] is the least
integer > x) for the number of nonzero terms in the sum Z‘;‘;_Oo ff ;-

(2) Evaluate the sum in part (1) by switching the sum and integral, justifying this using the
fact that the sum terminates.

(3) Construct a continuous partition of unity of (0,00) having the form p;(z) = p(2/z), where
p is a piecewise linear function supported in [1/2,2]. Draw a sketch.

(4) With p as in part (3), construct a continuous partition of unity of (0, 2), using the functions
pj(x) = p(2z) for j > 1, the functions p;(z) = pj(2 — z) for j < —1, and a suitable
function pg. Draw a sketch.
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FIGURE 1. The partition of unity of Example 2.1.5. Each p; is supported in [j — 1,7 + 1].

(5) Show that the following steps construct a C° partition of unity (i.e. one in which the
functions are C'™ rather than just continuous) of R: i) let! f(z) = e~ */* when z > 0 and
f(z) = 0 when x < 0, ii) let ¥(x) = f(1 —x)f(x + 1), iii) let ¥;(z) = P(x — j), iv) let
pj(x) =Yij(x)/ Y ez ¥n(x). Draw a sketch.

(6) Extend the above examples to higher dimensions, by letting pjx(x,y) = pj(x)pk(y) for R?

pike(T,y) = p;i(@)pr(y)pe(z) for R3, etc

Once we have constructed a partition of unity on an open set U C R™, we define, for continuous

nonnegative f,
/f Z/ p;jf = sup Z/ pjf | J’ a finite subset ofj} (2.1.7)

jeJ’

where we allow the value +0o. The point is that each fR" p;f can be defined and evaluated by
(2.1.2). Moreover, any conceivable mode of summing over 7 can be used. The key to proving such
a statement, and working with (2.1.7) more generally, is the following lemma.

LEMMA 2.1.8. Let X andY be subsets of R. If for any x in X there exists y in'Y such that x <y,
then sup X <supY.

Proof. The hypothesis implies that any upper bound of Y is an upper bound of X, which in turn
implies sup X <supV. O

ExXAMPLE 2.1.9. If each a; > 0, then

lim E a; = su g a; = sup su g a; = lim lim g a;.
J—>oo . J p g J KE% LGII\)T i = K—oo L—oo | % J
N = Jj=-

Proof. The first and last equalities follow from the fact that the sequences whose limits are being
taken are nondecreasing. The middle equality follows in two steps. First, we have ‘<’ because
{Z}-]:_J aj | J € N} C {ZJL:_K a;j | K, L € N}. Second, we have ‘>’ by Lemma 2.1.8, because
given L and K, we can get ZJL:J( a; < Z}-]:ﬁ] a; by taking J = max(L, K). O

LHint: Prove that f is C* by proving that the set {functions g such that g(t) = P(1/t) f(t) for some polynomial P}
consists only of continuous functions and is closed under differentiation.



EXERCISE 2.1.10. Prove that if a;; > 0 for all j € N and k € N, then
[e.e] o0 o0 oo
A:ZZQN‘” B:ZZQM, C:sup{ Z aji | F a finite subset ofoN},
j=1 k=1 k=1 j=1 (4:k)eF
are all equal.?
When U is an interval in R, the definition in (2.1.7) reduces to a usual notion of a (proper or
improper) integral over an interval. This is explained in the following lemma and exercise.

LEMMA 2.1.11. Let (a,b) be an open interval in R, bounded or unbounded, and let f: (a,b) — [0, 00)
be continuous. Then

B
/ f =sup {/ f 1A, B] a compact subinterval of (a, b)},
(a,b) A

where we allow the value +00. More precisely, f(a b) f is defined by (2.1.7), and ff f 1is the familiar
single variable Riemann integral.

Proof. We first prove ‘>’, and then prove ‘<’ both by checking the hypothesis of Lemma 2.1.8.

1) Given [A, B] C (a,b), by property (3) of Definition 2.1.3 there is a finite J' C J such that
Zjej' p; =1 on [A, B]. That gives

/ABf:/ABijf:Z/ABij<Z/Rpjf,

JjeJ’ JjeJ’ jeJ’

2) Given J' C J, by property (2) of Definition 2.1.3 there is [A, B] containing the support of p;
for all j € J'. That gives

B B
Z/ij:/ ijz/ ijfé/ f,
jeg R R jeg A jeg 4
where for the inequality we used properties (1) and (3) of Definition 2.1.3 . O

EXERCISE 2.1.12. Let F': (a,b) x (a,b) — R. Prove that if F'(x,y) is nonincreasing with respect to
x and nondecreasing with respect to y, then

sup { F(A, B) | [A, B] a compact subinterval of (a,b)} = lim lim F(A, B).

A—at B—b—

Now, let us check that the definition in (2.1.7) is independent of the partition of unity.

LEMMA 2.1.13. Let U C R" be open, let f: U — [0,00) be continuous, and let {p;}jcs and {T¢}ecr
be continuous partitions of unity on U. Then

z/ijf:z/wf,

JjET lel

where we allow the value +00.

2Hint: Prove A = C as in Example 2.1.9. Then deduce B = C without any extra work.
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Proof. By symmetry, it is enough to prove ‘<’. Given J’' C J finite, take £’ C L finite such that
> verr T = 1 on supp p; for each j € J'. Then

Z/}Rnpjf— Z/R”prjf_z/wZTgpijZ/Ranf'

jeTJ’ jeJ’! el eL’ JjeJ! el
The conclusion now follows from Lemma 2.1.8. O

2.2. Constructing a partition of unity.

THEOREM 2.2.1. Let U C R™ be open. Then there exists a partition of unity on U.

Proof. Let By(z) = {y € R": |y — x| < r}. We define the partition of unity p1, p2,... by

T — Yj(x)
Y(x) = max(0,1 — |z|), vi(z) = ), (1) = =t 2.2.2
(@) = max(O. 1= fal), i) =0 (ST ) e = s (2:22)
where x1, x9,--- € U and r(x1), r(z2), - > 0 will be defined below in such a way that
U= U Br(xj)(wj)a (223)
j=1
and for every compact K C U there is J(K) € N such that

We define the z; and r(z;)in two steps.

1. Construct a family of compact sets Ay which cover U with small overlap. To define them, let
Uy =@, and for £ € N let

Uy={zeU]|l|z|] <land By,(z) CU}, Ay =U,\Up_1.
Thus

o0

U= D U= 4 (2.2.5)
/=1

(=1

2. Cover each Ay by a finite family of open balls small enough that their closures are disjoint
from Ay for ¢/ < ¢ — 2. To do this, for each z € U, let ¢(z) = min{¢ € N | x € U}, and take
r(x) > 0 such that B, (x) C U\ Uyy)—;. For each £, by compactness of Ay, there exists a finite
set of points ¢ 1,..., %M, € A¢ such that

M,
A | By (@em). (2.2.6)

m=1
Put together those finite sets of points into a sequence x1, o . ...

Then (2.2.3) follows from (2.2.5) and (2.2.6). Given a compact K C U, fix L € N such that
K C Up. Then (2.2.4) follows from the fact that B, )(z¢m) N K = @ for £ > L+ 2. O

EXERCISE 2.2.7.
(1) Prove that (2.2.2) defines a partition of unity on U. Where are (2.2.3) and (2.2.4) used?

(2) Expand on the last two sentences of the proof of Theorem 2.2.1 by explaining why there
exists L € N such that K C Ur and why By, )(2¢m) N K = @ for £ > L + 2.
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(3) Show that the proof of Theorem 2.2.1 can be modified to yield a C*° partition of unity
(i.e. one in which the functions are C* rather than just continuous) of U by replacing the
definition of ¢ with ¢(z) = exp(m%l) when |z| < 1 and ¢(z) = 0 when |z| > 1.

(4) Let O be an open cover of U. A partition of unity is said to be subordinate to O if, for every
J, there is O € O such that p; is supported in O. Show that the proof of Theorem 2.2.1 can
be modified to yield a partition of unity subordinate to a given open cover O by replacing
the condition B(x,r(x)) C U\ Uyy)—1 with B(z,r(z)) C O(z) NU \ Uyz)—1, where O(x) is
any element of O such that x € O(x).

2.3. Monotone convergence theorems. Given U C R" open, f: U — [0,00) continuous, and
{p;}321 a partition of unity on U, we have defined

/Uf:jiO;/Rnpjf:jiO;/R'--/Rpjfdmn---d:cl.

Next we wish to simplify this by writing it without the partition of unity, as

/Uf:/R---/Rflden---d:m, (2.3.1)

where 1y is the characteristic function or indicator function of U, given by

1y(z) = {é i Zg (2.3.2)

This is the same as showing that

lim /-'~/dexn---d:c1—/-~/ lim fydx,---dxy,
N—o0 R R R RNA)OO

where fy = Zjvzl p;f. A statement of this kind is called a ‘monotone convergence theorem’,
because the fy tend monotonically to the limit 1.

To prove a suitable monotone convergence theorem, we extend our notion of integral using the
following two definitions.

DEFINITION 2.3.3. A step function is a function ¢: R — R which has a constant value c; on each
of a finite set of m intervals (xg_1,x), with 29 < x; < -+ < Z,, and which is zero outside of
[0, Zm]. At the endpoints of the intervals the function may be defined arbitrarily. In other words,
a step function is a linear combination of finitely many indicator functions of bounded intervals
and points. See Figure 2 for an example.

The integral of ¢ is given by
m
/ Y= Z Tk — Th—1)- (2.3.4)
R k=1

EXERCISE 2.3.5. Let ¢ and 1 be step functions. Use (2.3.4) to prove the following basic properties
of their integrals.®

SHint: Let {zo,...,zm} be the endpoints of the intervals for ¢, and let {yo,...,y¢} be the endpoints of the
intervals for 1. The difficulty is that ¢ might not have a constant value on each interval (yr—1,yx) and 1 might not
have a constant value on each interval (zx—_1,2x). To deal with this, put {zo,...,2m} = {Zo,...,Zm} U{yo,-..,ye},
and observe that each of ¢ and 1 has a constant value on each interval (zx_1, 2x).



FIGURE 2. An example of a nonnegative step function with m = 4.

(1) If o and S are real numbers, then

Jap+mv)=a[o+5 [

(2) If p(x) < (x) for all z, then [p ¢ < [ ).

DEFINITION 2.3.6. A function f: R — R is a limit from below of step functions if there exists a
sequence of step functions ¢; < 9 < --- such that ¢,(x) — f(x) for all x € R. For such f we
define

/ f=lm [ ¢, (2.3.7)
R n—oo R

EXAMPLE 2.3.8. Let E C R be countable. The the indicator function 1g (defined as in (2.3.2)) is
a limit from below of step functions and fR 1 = 0. To show this, let p1, po,... be an enumeration
of E, and let p,(z) =1 if 2 = p; for some j < n and ¢, (x) = 0 otherwise. The most famous case
is Dirichlet’s function 1g.

We must check that the limit in (2.3.7) is independent of the choice of the ¢,,. The main step is
the following surprisingly tricky lemma.

LEMMA 2.3.9. Let o1 > @2 > --- be a sequence of step functions such that lim,_,~ ¢(z) = 0 for
all x. Then

Jim, Jon =0

In a way the lemma is simple, because there are only two basic examples to keep in mind of
monotonic convergence to zero for a sequence of step functions. The first is support not going to
zero but maxima going to zero, as in ¢, = 1oy /n. The second is maxima not going to zero but
support going to zero, as in ¢, = 1jg1/,. The trickiness comes in from the fact that a general
sequence may combine elements of these two basic examples in complicated ways.

Proof. Let [a,b] be a compact interval containing the support of ¢;. Let E = {ax}32, be the set
of all points where at least one of the , is not continuous. Thus E C [a,b] and if = & [a, b] then
on(z) = 0 for all n.

Let € > 0 be given. For every p ¢ E we have lim,,_,o ¢n(p) = 0, so there is N, € N such that
on,(p) <e.
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Since @y, is constant near p, there is an open interval I, containing p such that oy, (z) < € for =
in I,,. Since @1 > @9 > ---, we obtain

on(z) <e, when n > N, and z € I,,.

Let Z = {Ip}pefap)\r- Then T is an open cover of [a,b] \ £, and we supplement it with a cover of F
by putting J = {Ji}32, where Ji, = (ax —e27% aj,4+e27%). Thus J is a collection of open intervals
covering F and having total length < 2¢, and Z U J is an open cover of [a, ], so by compactness
it has a finite subcover {Ip,,...,Ip,, Jky,-- -, i, }-

Let N = max{N, , Np, }, so that

19

on(z) <e, whenn >N and z € I,,, U---UI,,.
Hence
/ on < e(b—a), when n > N.
Iy, UnUl,,
The rest of [a,b] is covered by {Jg,,...,Jk,, }, and these intervals have total length < 2e. Since

en(z) < ¢1(x) < max p1, we get

/ n < 2e max py.
JkIU"'Uka

Thus, if n > N, then

OS/SOnS/ @n—k/ on < e(b—a+2maxpr).
R Iplumulpl JklU"'Uka

Since € > 0 was arbitary, this completes the proof.

COROLLARY 2.3.10. Let 1 > @o > -+ be a sequence of step functions such that lim, o ¢(z) <0
for all . Then

lim on < 0.
R

n—oo
Proof. Apply Lemma 2.3.9 to the sequence of step functions max(0, ¢1), max(0, @2), .. .. O

Now we are ready to prove the following result, which implies that the limit in (2.3.7) is inde-
pendent of the choice of ¢, and also has other important consequences

THEOREM 2.3.11. Let o1 < o < -+ and 1 < gy < --- be sequences of step functions, such that
on(z) = f(x) and ¥ (z) — g(x) for all x. If f(x) < g(x) for all x, then

lim o < lim Un.

EXERCISE 2.3.12. Complete the proof of Theorem 2.3.11 by filling in the following steps:
(1) Show that, for any m, the sequence @, — 11, ©m — 12, ... obeys the hypotheses of Corol-
lary 2.3.10.

(2) Use Corollary 2.3.10 to show that [ ¢p <limy oo [ ¥n-
(3) Take m — oo of both sides of the result of part (2).

EXERCISE 2.3.13. Show that Theorem 2.3.11 implies the following:
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(1) 1 < g < -+ and ¢y < 1py < --- are sequences of step functions obeying lim,,,~ @n(x) =
limy, 00 () for all , then limy, oo [ @n = limp 00 [ ¥n. Hence the limit in (2.3.7) is
independent of the choice of sequence.

(2) If f and g are limits from below of step functions, then sois f+g, and [, (f+9) = [z f+ [z 9-

(3) If f: R — [0,00) is a limit from below of step functions and [ f = 0, then f(z) = 0 for all
but countably many z.*

(4) If f: R — [0,00) is a limit from below of step functions, then

/Rf = sup { /R¢: 1 is a step function with ¢ < f}.5

We next verify that (2.3.7) recovers the familiar Riemann integral when f is continuous.

PROPOSITION 2.3.14. Let f: R — R be continuous on [a,b] and zero outside of [a,b]. Then [ f as
defined by (2.3.7) equals the Riemann integral of f on [a,b).

Proof. For each n, let a = 9 < 1 < -+ < x9n = b be equally spaced points in [a,b], and define
the step function ¢, to have the constant the constant value ¢ = ming, | 2] f on each (zp_1,xy),
and @p(z) = f(xg) for all k, and ¢,(z) = 0 for = not in [a,b]. The integral [; ¢, is the lower
Riemann sum for the partition of the interval [a.b] into 2" equal subintervals: see Figure 3.

_
A

FiGURE 3. The blue graph is f, the red is 2, and the purple is the values they
share. The shaded red region, fR (2, has area equal to the lower Riemann sum
corresponding to n = 2.

Since ¢, (z) = f(z) for every x, we have [, f = [ @n. On the other hand [, ¢, converges to
the Riemann integral of f on [a,b] because the mesh of the partition is going to zero. O
EXERCISE 2.3.15. Prove that, in the setting of the proof of Proposition 2.3.14, ¢,, — f uniformly
on [a,b] by showing that for every e there exists NV such that 0 < f(z) — ¢, (z) < & when n > N.

We are now ready to prove our needed monotone convergence theorem:

4Hint: First prove that if a step function is nonnegative and integrates to zero, then it vanishes off of a finite set.
Then let 1 < @2 < --- be a sequence of step functions converging to f pointwise, and let ¥, = max(0, ).
5Hint: To show it is an upper bound, given ¢ let 1, = max(pn, )
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THEOREM 2.3.16 (Monotone Convergence Theorem). Let hy < hy < --- be functions which are
each limits from below of step functions, and suppose these functions converge pointwise to h. Then
h is a limit from below of step functions, and

lim/hn:/h
n—oo Jp R

Proof of Theorem 2.3.16. By definition there are sequences of step functions
o110 <12 <o = hy,
w21 < 29 < - = ha,
etc.,
Define a new sequence of step functions ¢, = max{@;; | 1 < j,k < n}. Then ¢; < ¢y <--- and
Omn < @n < h, when m < n.
Letting n — oo shows h,, < lim ¢, < h, and then letting m — oo shows lim ¢,, = h.

On the other hand, ¢, < h, < h for each n, so

/%S/hns/h
R R R

Since [ h = lim [ ¢, by definition, we obtain [ h =lim [ h,,. O

We now conclude (2.3.1) by putting fn = Z;V:1 p;f and writing

/ /flden ~dx1 = / / lim fydzx,-- d:z:lz/~-/ lim /dexn xn,l--odxl
RN—}OO RN—}OO
o [ o ot

EXERCISE 2.3.17. Monotone convergence theorems hold in more general settings than the one
discussed here. An interesting limitation on them is provided by the following example due to
Vitali. To set it up, define an equivalence relation on R by x ~ y when x — y € Q. Let A be a
subset of [0, 1] containing exactly one representative from each equivalence class.® Let p1,po, ... be
an enumeration of the rational numbers in [—1,1], Let

N
fn($) = 1A($ _pn)v gN = an
n=1

Suppose we have a definition of fR such that 14 is integrable, and such that for all integrable
functions f and g and for all real numbers a and b we have

f<9:>/f</ga /af+bg —a/f—l—b/g, /f dﬂc—/f:r—a . (2.3.18)
Suppose moreover that if [a, b] is a compact interval then fR gy =0—

(1) Prove that the relation ~ defined above is an equivalence relation (i.e. that it is reflexive,
symmetric, and transitive).

6Such a subset exists by the Axiom of Choice.
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(2) Prove that if 1,4 is integrable, then [ gy = [ 14 = 0 for all N, by showing that gn < 17
for a suitable interval I.

(3) Prove that there exists a function g such that, for all z, gn(z) — g(z) as N — oc.

(4) By showing that g > 1; for a suitable interval J, show that if g is integrable then [, g > 0,
and hence that lim [, gv < [ lim gn.”

EXERCISE 2.3.19. The list of properties (2.3.18) brings to light a deficiency in our concept of ‘limit
from below of step functions’, which can be observed and remedied as follows.

(1) Prove that 1(g\g)njo,1] is not a limit from below of step functions, and hence that the set of
limits from below of step functions is not a vector space.

(2) To remedy this, define h to be a ‘limit from above of step functions’ if —h is a limit from
below of step functions. If f = g + h, where g is a limit from below of step functions and A
is a limit from above of step functions, define fR f= f]R g+ fR h. Prove that this definition

is independent of the choice of g and h.®
(3) Verify the properties (2.3.18) for this new expanded notion of integral.’

2.4. Vector-valued integrands. We have now defined fU f, whenever U C R" is open and
f: U — [0,00) is continuous. Note that we then have 0 < fU f < 4o00. This includes the im-
portant fundamental case of f = 1y, in which case we write

/ 1 =volU,
U

with volU denoting the n-dimensional volume of U.
We extend this notion of integral in several steps.

If f: U — R is continuous, we put fi = max(0, f) and f- = max(0,—f). Then f = f; — f_.

We then define
/U f = /U fo- /U o

where we now allow both the value 400 and the value —oo unless fU f+= fU f— = 400; in this last
case we leave [, f undefined due to the ambiguity of +o0o —oco. If [, fy < 400 and [; f- < 400
then fU f is a real number (and not +00) and we say fU f converges absolutely.

If f: U — R™ is continuous, we write f = (f1,... fm) and define

o= (o f )

provided each fU f; converges absolutely.

If f: U — C is continuous, we define fU f by identifying C with R¢ and using the case above.

"One says that the area under the graph of 14 is finitely additive but not countably additive and that A is Banach
measurable but not Lebesgue measurable. In dimension > 3 even finite additivity can break down as shown by the
Banach—Tarski paradox.

8 [Tint: Write g1+ h1 = g2 + he as g1 — ha = g2 — h1 and using part (2) of Exercise 2.3.13.

9With this expanded notion we are very close to the definition of Lebesgue integration. Indeed the only thing
missing is to weaken ‘for all x € R’ to ‘for almost all x € R’ in Definition 2.3.6. A beautiful presentation of the details
of this can be found in Section 5.1 of Sz.-Nagy’s Introduction to Real Functions and Orthogonal Expansions.
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3. CHANGE OF VARIABLES

3.1. Single variable version. The change of variables theorem in one dimension says that if
f:[A, B] = R is continuous and ¢: [a,b] — [A, B] is C*, and if p(a) = A and ¢(b) = B, then

b B
/ F(o(@))!(2) d = / f(y) dy

We prove this using the fundamental theorem of calculus: let h(y) = [} f(2) dz. Then I'(y) = f(y)
and the right hand side becomes h(B) while the left hand 51de becomes

b b d
/ W (o)) (z) de = / 2 h(p(a)) da = h(o(5)) — h(e(a) = h(B) — h(4) = h(B).

We combine this with the case where ¢(a) = B and ¢(b) = A by writing this as

/f Dl (2 |dw—/ F(v) dy,

when [ is an open interval and ¢’ # 0 on I, or as

/f e \dw—/f ) dy, (3.1.1)

provided ¢: I — R has nowhere vanishing derivative and the support of f is contained in ¢(I).
Below we gradually build up to a higher dimensional version.
3.2. Linear change of variables. We begin with the simplest changes of variables, and assume

f: R™ — R continuous and compactly supported. The very simplest case is translation: if p(z) =
x + b, then

f(w(@)dw: A £, (3.2.1)
because [, h(xj + bj)dx; = [p h(z; dxj by (3.1.1).

Next, suppose ¢(z) = Ex, where E is an elementary matrix. There are three kinds:

o If ¢ switches two entries of x, then we have (3.2.1) because

// (2, xp)dzjdxy, —// (g, xj)dxjdxy,

by Fubini’s theorem (1.2.2).
e If © multiplies one entry of x by a scalar ¢, then we have

c] - fle(@)) do = . £ (3.2.2)

because [p h(cx)|c|dr = [p h(z)dz by (3.1.1).

o If ¢ adds a multiple of one entry to another entry, then we get (3.2.1) again. To see this,
write the mapping as ¢(z1,...,2j,...,2,) = (21,...,2j + Tk, ..., 2y), and then write the
iterated integral with z; on the inside:

/ /f ))dxj - dxy day - - - daji— 1—/ /f x)dxj---drydry - drj_ 1—/ 1,

again using [ h(z; + bj)dx; = [ h(z;)dx; by (3.1.1).
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Now recall that any invertible matrix is a product of elementary matrices (the row operations that
bring it to reduced row echelon form), that det(AB) = det Adet B, and that the determinants of
the three kinds of elementary matrices are respectively —1, ¢, and 1. Those facts give

|det A| [ f(p(z))da= | .
Rn Rn
Thus we have proved that
A f(p(x))|det ¢'(z)] dz = A f, (3.2.3)

when p(x) = Az + b with A invertible and f: R™ — R continuous and compactly supported, and
we will generalize this formula below.

DEFINITION 3.2.4. Let U and V' be open subsets of R™. A function ¢: V' — U is a diffeomorphism
if it is bijective and both ¢ and ¢! are C™°,

EXERCISE 3.2.5.

(1) Let U and V' be open subsets of R" and ¢: V — U a diffeomorphism. Suppose that (3.2.3)
holds for that ¢ and for all f: U — R continuous and compactly supported. Prove that

| feaniae @i~ [ 1

for all continuous f: U — [0, 00).1

(2) Use the result of part (1) to show that if ¢(x) = Az + b with A invertible, then volU =
| det A| vol V', where the value +oo is allowed.

(3) Use the result of part (2) to show that the volume of a parallelepiped in R™ spanned by a
set of vectors {v]} _, equals | det A|, where A is any matrix whose columns are the v;.

3.3. Differential forms. To handle more general changes of variables it is helpful to use the
algebra of differential forms, following Lax’s 1998 paper Change of Variables in Multiple Integrals
and Section 4.5 of Taylor’s book Introduction to Analysis in Several Variables. The key properties
are as follows.

(1) If vy, ..., vy are vectors in R", and the components of each v; are v;1, ..., vjn, then
U17]1 DY vk,]l
(dxj, A--- Ndxj,)(v1,...,v;) = det :
Ulgr °° Vkjy
(2) If f: R™ — R is smooth, then
df = Oy, fdx1 + -+ + Oy, fdzp, (3.3.1)
and
d(fdl‘jl JANREIIVAN dﬂj']k) =df A dl’jl VANEIIVAN dl’jk.
(3) If f: R® = R and ¢: R™ — R™ are smooth, then
o (f(y)dyjy N+ Ndyz,) = flp(x))d(ysy 0 0) A= ANd(yj, 0 @) = f(e(@))dpj A--- A dpj,.
If m =k =n, then
" (fy)dyr A+ Ndyn) = f(p(x)) det(¢'(x))dz1 A~ A dzy. (3.3.2)

10fint: Use the definition Jof= dies Jan pif- You need to prove that {p; o p}jcs is a continuous partition of
unity of V.



15

EXAMPLE 3.3.3. Let ¢(r,0) = (rcos,rsinf). Then

©*(dz) = d(r cos @) = cos Odr — rsin 6df
©*(dy) = d(rsinf) = sin Odr + r cos 0d6.

Wedging those together gives
(cos Odr — rsin 8dB) A (sin Odr + 7 cos 0df) = r cos® Odr A df — rsin® 0dO A dr = rdr A db),

and so ¢*(dz A dy) = rdr A df. This lines up with the familiar formula from integration in polar
coordinates (which we will prove shortly):

/f(:c,y)d:cdy:/f(rcos@,rsin&)rdrd@,
1% U

where U and V are open subsets of R? such that ¢: V — U is a diffeomorphism, for instance
V = (0,00) x (0,27) and U = {(x,y) € R?: 2 > 0 or y # 0}.

EXERCISE 3.3.4.

(1) Let p(u,v) = (x(u,v),y(u,v), z(u,v)) = (uv,u + v,u’). Let @ = zdy — ydxr and =
dx A dy + 2?dy A dz. Find ¢*a, ¢*3, and ¢*(a A ), when u > 0 and v > 0.
(2) Let vj = ey + - -+ €j, where ey, ..., e, are the standard basis vectors in R".
(a) For each j, k, £, and m, evaluate (dz; A dxy)(ve, vp).
(b) What are the possible values of (dzj, A--- Adxj,) (Vg ..., Uk,)7?

3.4. Changes of variables which are eventually the identity.

THEOREM 3.4.1. Let f: R® — R be C' and compactly supported, and let ¢: R™ — R™ be C?. If
o(x) = = when |z| is large enough, then

fle(x))det ' (z)de = | f(y)dy. (3.4.2)
Rn Rn

Proof. Let
Y1
g(y1, - yn) = (292, yn) dz, 0y,9(y) = f(y)-

—0o0

Then use the algebra of forms to rewirte the n form corresponding to the left side of (3.4.2) as
follows:

Fo(a) (24 - i = (B o) 6k ) i .-
= "0y, 9(y)dyr A -+ Ndyy) = @ (dg Adya A -+ Adyy) = det(@'(z)) dzy A -+ A day,

where in the second equality we used (3.3.2), in the third (3.3.1), and in the fourth (3.3.2) again,
with ¢(x) = (g o v, p2,...,pn). In other words,

f(p(x)) det(p ngn 1)(9 0 ©)05(2)02 " * * O (n)Pr»

where the sum is over permutations of {1,...,n}, the partials on the right are with respect to the
x variables and everything is evaluated at x. We now plug this into the left side of (3.4.2) and
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integrate by parts over a cube (—c,c)" large enough to encompass the supports of f and ¢ — I,
taking the 9,(;) derivative off 9,(1)(g o ) and putting it on 0y (2)92 - - - () Pn, to get

flp(x))det(¢/(x))dx =  boundary terms —
Rn

/ ngn )(go ) Zﬁ o (k—1)Pk—105(1) O (k) Pk Do (k+1)Pk+1 * * * O ()P

But 05(1)0s(k)Pk = Os(k)Os1)pk by Clairaut’s Theorem (Theorem 1.1.2). Hence, for every k,

we have Za Sgn(d)@a(m(pg ce 3U(k_1)<pk_180(1)ac,(k)@kao(k+1)g0k+1 ce aa(n)(pn = (. This leaves the
boundary terms, and to simplify these we use the fact that ¢ = I on the boundary and ¢ = 0 on
all boundary faces except {c} x [—¢,c]"~!, giving

f(w(x))det(w’(w))dw—/ g(c, Y2, yn) dy2 - - -dyn = | f(y)dy,
R" Rn—1 R

where we inserted the definition of g and used the fact that f is supported in (—¢,c)™. O

3.5. Diffeomorphism change of variables.

THEOREM 3.5.1. Suppose that ¢: V — U is a diffeomorphism and f: U — R is compactly supported
and C'. Then

/f )| det ¢ (z Idﬂf—/f (3.5.2)

Proof. Since ¢ is a diffeomorphism, det(¢’'(z)) # 0 on V. By switching two rows or columns of
¢, we can reduce the case det(¢’'(z)) < 0 to the case det(¢'(z)) > 0, so from now on assume
det(¢'(x)) > 0 for all x in V.

Further, by a partition of unity argument, it is enough to show that every p in the support of
f has a neighborhood U), such that (3.5.2) holds with f replaced by f,, where f, is a C' function
supported in U,. By composing with a linear function and a translation we may assume that p = 0
and that Dp(0) = 1.

By Theorem 3.4.1, and using the injectivity of ¢, it is enough to prove that there exists a C?
injective map ®: R™ — R such that & = ¢ near 0 and ® = [ off a compact set.

Let

®(x) = p(z)b(x/e) + x(1 = b(x/¢)),
where b € C?(R") is 1 on By, and vanishes outside of By, where B, is the open ball of radius r
centered at the origin, and € > 0 is to be determined. Then ® = ¢ in B/, and ® = I off B, so it
remains to choose € small enough that ® is injective. But
[z — 2] < |W(x) — V(D) + |D(x) — 2(T)],

where ¥(z) = ®(x) —2 = b(x/e)(¢(x) —z). It is enough to show that sup,p_|[|¥'(2)|| = 0ase — 0,
because then for £ small enough we have |V (z)—¥(2)| < |z—2|/2, and thus |z—Z| < 2|®(x) —P(2)|
which implies @ is injective.

By the product rule,

19 (2) ]| < b(z/e)l#"(2) = I|| + V' (z/¢)llp(2) — 2| /e
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To handle the first term, use sup,cp_|b(z/€)| < max|b|, and sup.cp_||(¢'(2) = I)|| = 0ase — 0
because ¢'(0) = I and ¢’ is continuous. But b stays bounded and ¢’(z) — I. To handle the second
term, similarly use |b'(z/e)| < max|b[, and |p(z) — z|/e < supyep, ¢ (w) —I|| = 0ase —0. O

4. INTEGRATION ON MANIFOLDS
The change of variables formula (3.5.2) gives rise to a natural way to define integration of a
k-form over a k-dimensional manifold M C R", in a way that depends on the orientation of the

manifold. We begin with the case k = 1.

4.1. Integration of one-forms on curves.

DEFINITION 4.1.1. Let C' C R™ be an oriented curve, and y: (a,b) — C a parametrization of it.
Let w = >, Fj(z)dr; be a one form defined on C. Then y'w = 377 Fj(v(t))7;(t)dt, and we

define
/cw - /ab Yw= ngFj(v(t))7§(t) dt.

The above integral is also written as

b
/F-dT:/FldJ:l—i---'—l—Fndxn:/ F(y(t)) -+ (t) dt, F=(F,...,F,).
C C a

It computes the work done by the force F' moving a particle along the curve C.

THEOREM 4.1.2. Definition 4.1.1 is independent of parametrization.

Proof. This is where the change of variables formula comes in. Let o: (¢,d) — C be another
parametrization of C' with the same orientation. Putting t = (y~! 0 0)(s) yields

b d d
/ F(y(t)) -/ (t) dt = / F(o(s) (7" 0 0)(8) (v~ 0 0 (s) ds = / F(o(s))o’(s) ds.

O
The fundamental theorem of calculus makes the link with exterior differentiation:
b n b
d
Lar= [ oraomo= [ Zroma= e - s6)
a ]:1 a
We write this as
/ = 7 (4.1.3)
C oC

where C'is an oriented curve from «y(a) to v(b), and OC' is the boundary of C' with the corresponding
orientation, namely the two point set {v(a),y(b)} with the first point oriented by — and the second
by +. We will generalize this formula to integrals of any dimension.

EXERCISE 4.1.4.

(1) Evaluate
/ sin zdzx + cos(y/y)dy + 23dz,
C
where C' is the line segment from (1,0,0) to (0,0, 3).
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(2) Let a = yzdx + zzdy + xydz.
(a) Find a function f such that df = a.
(b) Evaluate [, where C is the parametric curve (cost, el Int), 1 <t <2.

4.2. Integration of forms on manifolds. The next simplest case is integrating n-forms over
open sets in R”.

DEFINITION 4.2.1. Given w = f(z)dz1 A- - -Adz, defined on an open set U C R", define the integral
of w over U with respect to the standard orientation by

[ [

and define the integral of w over U with respect to the reverse orientation by

oL

If we write instead w = g(x)dzy1y A -+ A dxy(, for some permutation o, then [, g = [,;w
with respect to the standard orientation if sgn(o) = 1 and with respect to the reverse orientation if
sgn(oc) = —1. When n = 1, the standard orientation corresponds to ffooo and the reverse orientation

to [
We now treat the case of general k-forms.

DEFINITION 4.2.2. Let U C R¥ be open, let p: U — M be a coordinate chart, and let w be a k-form
defined on M, i.e. w is a sum of terms of the form f(x)dz;, A --- A dz;,, with each f a smooth
function defined on M. Then define the integral of w over ¢(U) with respect to the orientation

induced by ¢ by
o= [
o(U) U

where for the integration over U we use the standard orientation. We say that two coordinate charts
¢:U— Mandv: V — M with o(U) = (V) induce the same orientation if det((¢ 1 ow) (y)) > 0
forall y € V.

THEOREM 4.2.3. If p: U — M and ¢: V. — M with o(U) = (V) induce the same orientation

then
/gp*w:/ Vrw.
U v

Proof. Write p*w = f(x)dxy A+ da, and *w = g(y) dy1 A -+ dy,. Then
Prw :( ! lb)*w*w = ( Y(y))) det((o~ o 00 () dyr A - - - dyn,

and hence g(y) = f(¢™ " (¥(y))) det(( ¥)'(y)). Thus the Theorem states that
/ f= / £ W) det((9™" 0 ) () dy.
and this follows from the change of variables formula (3.5.2). O

EXERCISE 4.2.4. Let (w,x,y,2) be the standard coordinates on R*. Let
a=dwAdx+dyNdz, B =dwAdy+dxANdz.

Let a and b be given positive numbers, and let M be the surface given by

2

w? + 2?2 = a?, V¥ +22=0 w>0, x>0 y>0 z>0.
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(1) Simplify o A @ and a A .
(2) Evaluate [,, o and [, 3, where M is oriented so that [,, 8 > 0.

To define more general integration of forms on manifolds, we use a partition of unity. More
specifically, let M be a manifold, and let {p;};cs be a continuous partition of unity on M such
that each p; is supported in a coordinate patch ¢;(U;). Then define

/ w= Z/ pjw = Z/ 5 (pjw). (4.2.5)

jeJd JjeJ
In most computations one finds a way to avoid dealing with the partition of unity. In the example
below, a single coordinate chart covers the whole manifold except for a negligible set.

EXAMPLE 4.2.6. Let w = 22dz A dy + cos(x)dx Adz, and let M be given by 0 < z = \/W < 1.
Let ¢(r,0) = (rcosf,rsinf,r), and then

©*w = r3dr A df + cos(r cos ) (r sin 8)dr A df.
Thus, with respect to the orientation induced by ¢,

/w—/ / 3+ cos rcos@)(rsm&))drd@-—

We get the same answer if cos(x) is replaced by f(z) where f is any continuous function, because
f(rcosf)(rsing) = L F(rcosf) mtegrates to 0 from —m to .

Two remarks on the above example:

(1) There is a natural correspondence!! between vector fields in R? and 2 forms, given by
(Fl,FQ,Fg) — F1 dy/\ dz — ngl' Ndz + ngl' A dy

With that correspondence, | y w gives the fluz of the vector field. For more on this, see
Section 4.5. Note that in the above example (0, — f (), 0) has no net flux through M because
the flux through any (z,y, z) in M is precisely balanced by that through (x, —y, z).

(2) In the above calculation we treated as negligible the set where § = £7. To be more precise
about this, prove that

T—€ 1
/ w= lim / / (3 4 cos(r cos 0) (rsin 0)) dr db),
M e=0t J_r16Jo

by using a partition of unity consisting of two functions {p1, p2}, such that p; = 1 on the
set where —m1+e<0 <7 —=¢.

4.3. Stokes’ Theorem. The general Stokes” Theorem says that

[ o= w (43.1)

where M is a suitable manifold of dimension n, w is an n — 1 form on M, and M is the boundary
of M. The one-dimensional case, where M is a curve, is in (4.1.3).

Hpe higher dimensional version of this is
(Fi,...,F) < Fideo A+ Adxy — Fodey Adas A ANdan 4+ (=1)" " Fodzy A+ Adzp—1.

It is based on the Hodge star operation, which you can read more about in Exercises 10-15 of Chapter 1 of do Carmo.
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To get a feel for the higher-dimesional versions, we begin with the case where M is a rectangle
in R?. Let a and b be positive numbers, and let C; be the segment from (0,0) to (a,0), Co the
segment from (a,0) to (a,b), C3 the segment from (a,b) to (0,b) and Cy4 the segment from (0, b) to
(0,0). Let C be the concatenation of Cy, Ca, C3, Cy, so the whole perimeter of the rectangle, and
let R be the interior of the rectangle. Then

/Fld:vlz/ F1d$1+/ Fldfl'lz/ (Fl(t,O)*Fl(t,b))dt // 82F1 t, S dsdt /BQFl
C Cq Cs 0

Similarly,
/F2d$2=/51F2,
c R

and adding these gives Green’s formula for a rectangle:
/(81F2 — 82F1) = / Fidry + Fodxo, (4.3.2)
R C

which is a special case of (4.3.1).

For more general higher dimensional cases, we use a partition of unity and convenient coordinates
to simplify the calculation. The fundamental case is the following.

THEOREM 4.3.3. Let w be a compactly supported n — 1 form on R". Let H = {x € R": 1 < 0}.

Then
/dw:/ w
H oH

with H and OH both carrying the standard orientations, induced respectively by dxy A ---dx, and
dro N\ -+ Ndxy,.

Proof. By linearity it is enough to consider the case w = a(x)dx1 A -+ Adzg—1 ANdxpi1 A+ Adxy,
where a(x) is compactly supported. Then dw = (—1)*710,, a(z)dx1 A- - Adz,. We have two cases.

(1) If k = 1, then

/dw—/ / / Op,a(x) dxy - d:L'n—/ / x)dxg - - d:z;n:/ w.
OH

) If £ # 1, then we do the same calculation but with the innermost integral being the one
w1th respect to zx. Then [ g dw = 0 because the innermost integral is

/ Oy, a(z)dzr), =0,

due to the compact support of a(z). Meanwhile [, w = 0 because z; = 0 on H and hence
dx1 = 0 there as well.

O
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Stokes’ theorem for more general manifolds with boundary can be deduced from Theorem 4.3.3
by partition of unity and coordinate charts.

Am:%AmeZ%fwwMZZAﬂWW»

JjeT
:Z/ sO}f(pjw)ZZ/ PJW:/ w.
jeg 7 oU; jeg 'oM M
One can also consider manifolds with corners, such as polygons and polyhedra, by repeating Theo-

rem 4.3.3 with H replaced by (—o00,0)™. More general domains, such as manifolds with cusps, can
be treated by decomposition: see Section 4.3 of Taylor.

4.4. Volume. Our next step is to compute volume of manifolds, also known as length and surface
area in the 1- and 2- dimensional cases. We begin with parallelipipeds.

THEOREM 4.4.1. The volume of the k-dimensional parallelipiped in R™ spanned by the vectors
v1, ..., v 18 Vdet AT A, where A is the matriz whose columns are v1, ..., V.

Proof. We begin with the case k = n. Then the volume is |det A| as in Section 3.2, and
Vdet ATA = Vdet AT det A = Vdet Adet A = | det A|.

Next, if £ < n, we reduce to the above case in the following way. Take an orthogonal matrix R
such that the columns of B = AR all lie in the subspace xx11 = --- = z, = 0. Call these columns
w1, ..., ws, and note that they span a congruent parallelipiped. Its volume is vV det BT B by the
above case, and

det BTB = det RTAT AR = det RT det AT Adet R = det AT A,

because the determinant of an orthogonal matrix is +1. O

This leads us to the following definition:

DEFINITION 4.4.2. Let U C R* be open, let ¢: U — M be a coordinate chart, and let f be a
continuous function on p(U). The the surface integral of f over ¢(U) is defined by

/sow) fas= /Uf (pla)y/det /() (x) dav

We can then define [, fdS using a partition of unity as in (4.2.5). If f = 1, then this is the
volume of M.'?

EXAMPLE 4.4.3.

(1) If k=1, and U = (a,b), and we denote ¢ = -, then we have

b
/ fw:/fmmwww,
v(a,b) a

which is the usual arclength integral.

12The differential form given in coordinates by \/det ¢’ (z)T¢'(z) dz1 A - - - A day. is called the volume form. It is
discussed in Section 8.5.1 of Shifrin.
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(2) If K = n, then we have

/ fds = /f Idetw()|d$=/p(U)f,

by the change of Varlables formula (3.5.2). Thus, in this case the manifold is just an open
set of R™ and the surface integral reduces to the ordinary integral.

(3) If M is the graph of a function h: U — R, where U C R, then ¢(x) = (z, h(z)), and ¢'(z) is
a block matrix, consisting of a k x k identity matrix on top of h'(z). Then ¢'(x)T¢'(x)v
|h!(x)|?v if v is a multiple of A/(x) and ¢'(z)T¢/(z)v = 1 if v is perpendicular to h/(
implying that det ¢'(z)T¢'(x) = 1 + |V ()|? and thus

/ de:/ flx, h(x))v/1+ W (2)]? dx. (4.4.4)
M U

(4) For the surface discussed in Example 4.2.6, we have

)

cosf) —rsinf 2 0
o' (r,0) = | sinf  rcosb |, det ' (r,0)T ¢/ (r,0) = det <0 r2> =272
1 0

and so the area is

1 T
/ dS:/ V2rdr df = 2mr?.
M 0 —T

4.5. Flux. The integral of a n — 1-form over a n — 1 dimensional manifold computes flux of a vector

field. More specifically,
/ F-de:/ w, (4.5.1)
M M

where v is a unit normal vector to M, and the vector field F' and n — 1 form w are related as in
Remark (1) on Example 4.2.6. To prove (4.5.1), it is convenient to work in coordinates as in (4.4.4),
where k =n—1, (z,y) = (x1,..., 2k, y), p(x) = (z,h(x)), and M = {(z,y): x € U, y = h(x)}. We
write F = (Fy,..., Fy,G), and® v(z) = +(=h'(2),1)/1/1 + [W/(x)]2, so that

k
/ F-vdS = i/ (G(:z:,h(a:)) — ZFj(x,h(a:))@jh(m)) dx.
M U j=1
Meanwhile
k
w=(-D)FGday A+ Ndzp+ > (=1 Fyday A+ Adajy Adajgg A Aday Ady,
so that

o*'w=(—1)*e*Gdxy A~ Adxy + Z(—l)j_lgo*Fj dxy N - Ndxj_y Ndxjpi A - Ndzyp Adh

Fj(x, h(m))@h(w)) dxi N+ N dzy.

M-

= (—1)k<G x,h(x

Jj=1

13To compute v, use the fact that if f(z,y) = h(z) —y, then M = f~(0) so f'(z) = (h'(x), —1) is a normal vector
to the surface at (z, h(z)) because the gradient of a function is perpendicular to its level sets.
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Thus (4.5.1) holds, provided the orientation of v on the left side of the equation is compatible with
that of M on the right side of the equation. More specifically, the orientation induced by ¢ on the
right side corresponds to the upward normal v(x) = (=h/(z),1)//1 + |[W/(x)|?> when k is even and
to the downward normal v(z) = (h/(x),—1)/1/1 + |W/(2)|? when k is odd.
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