A three-dimensional phase field model coupled with a lattice kinetics solver for modeling crystal growth in furnaces with accelerated crucible rotation and traveling magnetic field
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ABSTRACT

In this study, we present a new three-dimensional numerical model for crystal growth in a vertical solidification system. This model accounts for buoyancy, accelerated crucible rotation technique (ACRT), and traveling magnetic field (TMF) induced convective flow and their effect on crystal growth and the chemical component's transport process. The evolution of the crystal growth interface is simulated using the phase-field method. A semi-implicit lattice kinetics solver based on the Boltzmann equation is employed to model the unsteady incompressible flow. A one-way coupled concentration transport model is used to simulate the component fraction variation in both the liquid and solid phases, which can be used to check the quality of the crystal growth. Numerical results indicate that ACRT can slightly increase the quality of grown crystal, but the effect of TMF on quality of grown crystal depends on the temperature profile of the ampoule wall. Finally, excellent scalability of our developed parallel methods is demonstrated on the three-dimensional cases.

1. Introduction

Due to the importance of crystals in a number of medical imaging applications and radiation detection [1–3], numerical simulations of crystal growth from the melt in vertical gradient furnaces [4,5] have attracted significant attention.

Vertical growth techniques include both high- and ambient-pressure methods with recent advances in ambient-pressure methods at the forefront [3]. Ambient-pressure methods offer reduced experimental complexity and have been shown to produce large single-crystal volumes with properties as good or better than high-pressure methods. Thus, there has been a shift toward low-pressure methods using vertical gradient furnaces and sealed ampoule growth [3]. However, material uniformity, property homogeneity, and crystal defects remain difficult problems to solve for certain systems grown in this manner, such as cadmium zinc telluride (CZT). Modeling and simulation techniques are promoted as vehicles toward understanding the solidification process in complex systems and are thought to provide a more systematic method for determining optimal growth conditions and improved materials.

Recent advances in computer models for growth processes in the vertical gradient furnace have been useful in understanding the general effects of furnace operating conditions on the growth of crystals [6]. As such, computer models have become a valuable tool in furnace design and the optimization of operating conditions [7–11]. At the same time, most existing models use a simplistic description of the crystal/melt interface and its dynamic. Furthermore, in these models, it is assumed that latent heat dissipates without disturbing the continuity of the heat fluxes at the interface. This approach fails to account for the effects of crystal anisotropy and solidification kinetics, which may be important in the simulations of crystal dendritic growth or lateral overgrowth [12,13]. Applying a traveling magnetic field (TMF) to the vertical-gradient furnace is a direct way to introduce a body force in the direction of gravity [14–16]. TMF can adjust the magnitude of the force by adjusting the strength of the electric current. As such, we believe TMF can be used to affect crystal quality in the vertical solidification system. The accelerated crucible rotation technique (ACRT) is applied to the vertical solidification system to improve mixing in the melt [17–21], which can increase the quality of crystal growth. Already, we have developed a phase-field-based model to simulate crystal growth in the vertical gradient furnace [22]. The model accounts for anisotropy in kinetic and interfacial free energy coefficients, as well as the effect of front curvature on crystal growth. The model was used to study the effects of ACRT and TMF on crystal growth in a prototypical vertical gradient furnace.
The phase-field method has become a standard tool to solve free-boundary problems and simulate interfacial pattern formation phenomena in solidification and other systems [23–25]. The phase-field method avoids explicit front tracking by replacing sharp interfaces with spatial smoothly diffused boundaries between bulk phases. Thus, the phase-field method is suitable for simulating time-dependent free boundary problems, especially when complex geometries are present. In a phase field model, an order parameter, phase field variable $\psi$, is introduced to smoothly vary from one value in the liquid region to another one in the solid region. This model is not only used to simulate solidification but also is able to track solid–solid phase transformations and is suitable for general microstructural evolution problems. Thus, solidification and subsequent microstructural coarsening during high-temperature furnace processing all can be addressed within the same simulation framework. To simulate chemical component segregation and solute balance at the solid–liquid interface, a concentration-field transport equation is one-way coupled with the phase-field equation. Similar to the phase field, the concentration field also smoothly varies from one value in the liquid region to another one in the solid region because of the segregation. This smooth transition is controlled by the phase field variable $\psi$. Hence, updating the concentration field avoids tracking the sharp solid–liquid interfaces as well.

The primary difficulty for simulating the fluid field in the liquid region is the time-dependent growth interface between the liquid and solid phases. Hence, instead of using the traditional computational fluid dynamics (CFD) method based on solving Navier–Stokes equations, a semi-implicit lattice kinetics model [26] based on the Boltzmann equation method [27–30] is used for solving the fluid. One advantage of the lattice method is how it deals with complicated or moving solid boundaries. In addition, it is well known that the original lattice Boltzmann model (LBM) shows high efficiency in parallel computation, and the lattice kinetics method [31] is designed to eliminate the need to store and transmit the elements of the particle velocity distribution function, which has been thought to theoretically reduce the data transmitted between compute nodes for massively parallel computation [26,32]. The semi-implicit lattice kinetics method is modified from the original lattice kinetics method and increases the stability for large time steps [26]. In the following section, we present the equations that govern the melt convection, heat conduction, and solidification processes in the vertical gradient furnace. In Section 3, we present the numerical model and steps for solving the governing equations. In Section 4, we discuss the results of numerical simulations for different operational conditions.

2. Governing equations

Melt flow and crystal growth in a vertical gradient furnace with TMF can be described by a Boltzmann equation, energy conservation equations, and a time-averaged Lorentz force equation in a Cartesian coordinate system, as depicted in Fig. 1:

$$\frac{\partial f}{\partial t} + \bar{u}_{\rho} \cdot \nabla f = Q(f, \bar{f}), \ \bar{x} \in \Omega, \tag{1}$$

$$\frac{\partial \bar{f}}{\partial t} = \frac{\partial}{\partial t} f = \bar{u} \cdot \nabla f, \ \bar{x} \in \Omega, \tag{2}$$

$$\frac{\partial T}{\partial t} + \bar{u} \cdot \nabla T = \frac{K}{\rho c_p} \nabla^2 T, \ \bar{x} \in \Omega, \tag{3}$$

$$\frac{\partial T}{\partial t} = \frac{K}{\rho c_p} \nabla^2 T, \ \bar{x} \in \Omega, \tag{4}$$

$$\rho L V_i = K_{ii} \nabla^2 \bar{T}, \ \bar{x} \in \Gamma, \tag{5}$$

$$\bar{T}_i - T_m = \frac{\partial}{\rho L} K_{ii} \bar{T}_m - \beta V_i, \ \bar{x} \in \Gamma, \tag{6}$$

$$\bar{F}_L = -\frac{1}{2} \sigma_0 (\bar{A}_1 \nabla \bar{A}_2 - \bar{A}_2 \nabla \bar{A}_1) \cdot \bar{x} \in \Omega, \tag{7}$$

The definition of each symbol is listed in the nomenclature. $\Omega$ is the domain occupied by the liquid phase (melt), $\Omega_s$ is the domain occupied by the solid phase (crystal), and $\Gamma = \Omega_s \cap \Omega_t$ is the interface between crystal and melt. Eq. (1) is a Boltzmann equation, which governs the fluid dynamics in the liquid phase. $f$ is the particle distribution function (PDF) and represents the probability of finding particles at position $\bar{x}$ with velocity $\bar{u}$ at time $t$. $Q(\cdot)$ is the Boltzmann collision operator [33–35], which includes the external source terms. Eq. (2) shows the relation between mesoscopic-scale variables ($\bar{u}$ and $f$) and the macroscopic variable ($\bar{u}$). More details and numerical methods for solving the Boltzmann equation will be introduced in the following sections. Eqs. (3–6) are energy equations for liquid and solid phases, as well as the phases’ transitions. $\rho$ is the mass density. In this study, $\rho$ is assumed to be the same for both liquid and solid phases. Temperature $T$ is a continuous variable in the whole domain, so the interface temperature $T_i$ is the same for liquid and solid phases. Temperature $T$ is a continuous variable in the whole domain, so the interface temperature $T_i$ is the same for liquid and solid phases. $L$ is the latent heat, and $V_i$ is the interface velocity along interface norm direction. $\sigma_0$ is the gradient along the interface norm direction. Eq. (7) expresses the time-averaged Lorentz force per volume $\bar{F}_L$. $A_1$ and $A_2$ are in-phase and out-of-phase components of magnetic potential [16,36], and the meaning of symbols in equations are listed among the nomenclature.
with right-hand sides:

in coils: \( \text{RHS}_1 = -\mu_m J_0 \cos \phi_h, \text{RHS}_2 = -\mu_m J_0 \sin \phi_h \),
\( \text{RHS}_1 = \frac{\mu_m \sigma \omega A_2}{2}, \text{RHS}_2 = -\frac{\mu_m \sigma \omega A_1}{2} \),
\( \text{RHS}_1 = \frac{\mu_m \sigma \omega A_2}{2}, \text{RHS}_2 = -\frac{\mu_m \sigma \omega A_1}{2} \),

elsewhere: \( \text{RHS}_1 = l_m \rho_0 \), \( \text{RHS}_2 = C_0 l_m \rho_0 \),
where \( J_0 \) is electric current density, \( l_m \) is magnetic permeability, and \( \phi_h \) is phase shift at each coil.

The boundary conditions for the flow and energy equations (Eqs. (1)–(6)) are:

At the top of the crucible wall: The no-slip, no-flow boundary conditions are employed (i.e., \( \vec{u} = \vec{u}_{wall} \), where \( \vec{u}_{wall} \) is the velocity of the ampoule wall), and the thermal boundary condition is:

\( \frac{\partial T}{\partial n} = 0 \). \( \text{(12)} \)

At the vertical crucible wall: The no-slip boundary conditions are employed at the vertical walls between the surrounding crucible and the liquid (\( \vec{u} = \vec{u}_{wall} \)). Therefore, the velocity of melt is 0 at the ampoule walls for a furnace without rotation (\( \vec{u}_{wall} = 0 \)).

For the ACRT test case, an ACRT rotation cycle is applied on the ampoule, as shown in Fig. 3. Hence, the velocity of the ampoule wall and solid–liquid interface should be calculated according to the rotation rate. The thermal boundary conditions for the vertical crucible walls are:

\( -k \frac{\partial T}{\partial n} = h(T - T_w(z)) \), \( \text{(13)} \)

where \( h \) is the heat transfer coefficient and \( T_w(z) \) is the ambient temperature inside the furnace along the quartz ampoule walls and can be calculated by Eq. (14) [37].

\[ T_w(z) = \frac{1}{2} \left[ T_c + T_h + (T_h - T_c) \tanh \left( \frac{dT_w(0)}{dz} \left( \frac{z - z_i}{z_t - z_0} \right) \right) \right] \], \( \text{(14)} \)

where \( T_c \) is the cold-end temperature, \( T_h \) is the hot-end temperature, and \( dT_w(0)/dz \) is the maximum axial derivative of the ampoule wall temperature profile. The variable \( z_i \) is the approximate position of the melt-solid interface. Generally, there are two main types of setup for applying the temperature profile \( T_w(z) \) on the ampoule wall. The first one consists of choosing a reference frame fixed with the imposed temperature distribution on a stationary wall [38]. In this frame, the ampoule and solidified material move axially at pulling speed (\( -U_{pull} \)). This is called a fixed temperature profile setup, and \( z_i \) is a fixed value. The second setup involves letting the frame move with the moving ampoule, so the melt-solid interface grows approximately at velocity \( U_{pull} \). This is called a time-dependent temperature profile setup, and \( z_i \) is a fixed value. The second setup involves letting the frame move with the moving ampoule, so the melt-solid interface grows approximately at velocity \( U_{pull} \). This is called a fixed temperature profile setup, and \( z_i \) is a fixed value. The second setup involves letting the frame move with the moving ampoule, so the melt-solid interface grows approximately at velocity \( U_{pull} \).

Additionally, if the concentration of a certain component in the solid phase during crystal growth is calculated in the model, the temperature boundary condition must be the second setup (already described herein). For Maxwell’s equations (Eqs. 8 and 9), the boundary conditions are zero gradient of in-phase and out-of-phase potential at the system outer shell and centerline, as illustrated in Fig. 2.
The uniformity of the chemical components' concentration in the solid phase is a criterion of the quality of the crystal, such as zinc in a CZT crystal. To model the transport of a chemical component, it is assumed that the component diffuses as a dilute species:

\[ \frac{1}{D_1} \frac{\partial c_1}{\partial t} + \frac{1}{D_1} \vec{u} \cdot \nabla c_1 = \nabla^2 c_1, \quad \vec{x} \in \Omega_t, \]

\[ \frac{1}{D_2} \frac{\partial c_2}{\partial t} = \nabla^2 c_2, \quad \vec{x} \in \Omega_t, \]

\[ (-D_1 \nabla c_1 + D_2 \nabla c_2) \cdot \vec{n}_{int} = -(k - 1)c_1 \times V_i (n_{int} - \epsilon z), \quad \vec{x} \in \Gamma, \]

where \( c \) is a non-dimensional zinc concentration scaled by a reference concentration \( c_r \), \( D_1 \) and \( D_2 \) are diffusion coefficients in liquid and solid phases, respectively. \( \vec{n}_{int} \) is the normal direction of the solid–liquid interface, and \( V_i \) is the interface moving velocity. At the solid–liquid interface, the zinc concentration in the melt (\( c_i \)) is related to the concentration in the solid (\( c_s \)) by the equilibrium segregation coefficient \( k \):

\[ c_i = kc_s, \quad \epsilon \]

All other boundaries are assumed to be impermeable to zinc. This paper focuses on zinc segregation during CZT crystal growth, but the model introduced herein can be used for other components in the growth of different semiconductor crystals with few modifications.

3. Numerical methods

Eqs. (1)–(6) constitute a (highly non-linear) free boundary problem due to the presence of moving solid–liquid interface \( \Gamma \). The phase field method [24] is used to reduce the free boundary problem to a system of coupled Boltzmann, energy, and phase field equations. In the phase field equation, the state variable \( \psi \) takes a value of 1 in the solid phase (crystal) and -1 in the liquid phase (melt).

\[ f_n(x + \vec{E}_n \Delta t, t + \Delta t) - f_n(x, t) = -\frac{1}{4} f_n(x, t) - f_n^0(x, t) + \Delta t f_{int}, \quad \vec{x} \in \Omega_t, \]

\[ \frac{\partial \delta T}{\partial t} = \alpha \nabla^2 T + S_p, \quad \vec{x} \in \Omega_t, \]

\[ \frac{\partial \psi}{\partial t} = \left[ \psi \left( 1 - \psi^2 \right) - \left( T - T_m \right) \right] \left( 1 - \psi^2 \right) + W \nabla^2 \psi \]

\[ + 2W \frac{\partial \psi}{\partial \psi} \frac{\partial W}{\partial \psi} + 2W \frac{\partial \psi}{\partial \psi} \frac{\partial W}{\partial \psi} + 2W \frac{\partial \psi}{\partial \psi} \frac{\partial W}{\partial \psi}, \]

\[ \frac{\partial}{\partial \psi} \left[ (\partial^2 \psi) + (\partial^2 \psi)^2 + (\partial^2 \psi)^2 \right] \frac{\partial W}{\partial \partial \psi} \]

\[ + \frac{\partial}{\partial \psi} \left[ (\partial^2 \psi) + (\partial^2 \psi)^2 + (\partial^2 \psi)^2 \right] \frac{\partial W}{\partial \partial \psi} \]

\[ + \frac{\partial}{\partial \psi} \left[ (\partial^2 \psi) + (\partial^2 \psi)^2 + (\partial^2 \psi)^2 \right] \frac{\partial W}{\partial \partial \psi}, \quad \vec{x} \in \Omega_t, \]

and

\[ W(\vec{n}_{int}) = W_0 a_0 (\vec{n}_{int})^2, \quad \vec{x} \in \Omega. \]

where \( \Omega = \Omega_l \cup \Omega_i, \) Eq. (19) is the discretized lattice Boltzmann equation with a simple Bhattacharyya–Gross–Krook (BGK) collision operator. The particle distribution function \( f \) becomes a finite set of displacement vectors connecting each lattice site to adjacent sites, and the subscript \( l \) represents the lattice vector's components. For a three-dimensional D3Q19 lattice as shown in Fig. 4, \( l \) is from 0 to 18, and \( \vec{e}_l \) is the particle velocity. The variable \( f_{eq}^n \) is the equilibrium Maxwell distribution [42], and \( \vec{F}_l \) is the external forcing term in the lattice scheme that can be calculated by [43]:

\[ \bar{F}_l = \left( 1 - \frac{1}{2V} \right) W_0 \left( \frac{\vec{e}_l - \vec{u}}{c_{sl}^2} + \frac{\vec{e}_l - \vec{u}}{c_{sl}^2} \right) \cdot \vec{F}, \]

where \( \vec{F} \) is the external force, \( W_0 \) is the weight coefficient for a D3Q19 system: \( w_0 = 1/3, w_{1,2} = 1/18 \) and, \( w_{10} = 1/36 \) [44], and \( c_{sl}^2 = (\Delta x/\Delta t)^2/3 \) is the lattice sound speed [45]. In the energy equations (Eqs. (20) and (21)), \( \alpha \) and \( \alpha_0 \) are the thermal diffusivity of liquid and solid phases, which equal to \( \frac{\kappa}{\rho C_p} \) and \( \frac{\kappa}{\rho C_p} \), respectively. The model is valid only in the symmetric conductivity limit, so \( \alpha_1 = \alpha_2 = \alpha, \) and \( \rho_1 = \rho_2 = \rho \) [24,46]. The heat source term \( S_p \) is caused by the phase transition, and it varies in different kinds of wall temperature profile setups. For the first case, fixed wall temperature profile setup, \( S_p = \frac{\kappa}{\rho C_p} \frac{\Delta T}{\Delta x} U_{wall}. \) For the second setup, time-dependent temperature profile setup, \( S_p = \frac{h}{k} \frac{\Delta T}{\Delta x} \) [24]. The source term in the second temperature profile setup can be transformed to the curvilinear coordinate system \( (\xi, \eta, \zeta) \), where \( \xi_1 \) and \( \xi_2 \) are the two orthogonal tangential coordinates of the solid–liquid interface, and \( \eta_1, \eta_2 \) is the normal direction of the interface pointing into the liquid, moving with the interface at an instantaneous velocity of \( V_i \) at \( S_p = \frac{\kappa}{\rho C_p} \frac{\Delta T}{\Delta x} V_i. \) For a very slow pulling speed, \( U_{wall} \approx \frac{\kappa}{\rho C_p} \frac{\Delta T}{\Delta x} \) is approximately equivalent to \( V_i. \) For small interface curvature, \( \frac{\kappa}{\rho C_p} \frac{\Delta T}{\Delta x} \) is equivalent to \( \frac{\kappa}{\rho C_p} \frac{\Delta T}{\Delta x} \) in the vertical solidification system. Therefore, the thermal source terms in the two setups are equivalent for the crystal growth in furnaces. Our previous work demonstrates this through example test cases [22]. According to Karma’s work [24], the phase field equation is defined as Eqs. (22) and (23), in which \( W(\vec{n}_{int}) \) is the interface thickness, and \( T(\vec{n}_{int}) = \tau_0 a_0 (\vec{n}_{int})^2. \) For crystals with fourfold symmetry, \( \alpha_0 (\vec{n}_{int}) = (1 - 3c)[1 + 4c(1 - 3c)](n_{x_{int}}^4 + n_{y_{int}}^4 + n_{z_{int}}^4) \) is anisotropic strength, where \( n_{x_{int}}, n_{y_{int}}, \) and \( n_{z_{int}} \) are the \( x, y, \) and \( z \) component of the unit norm vector \( \vec{n}_{int}. \) The parameter \( \epsilon \) usually is measured experimentally by examining the deviation of an equilibrium shape from a circle [24], \( \epsilon = 0.05 \) is used in our study. In the sharp interface limit, the phase field parameters \( \epsilon \) and \( \tau_0 \) are related to the parameters \( d_0 \) and \( W_0 \) via:

\[ \frac{\epsilon}{\tau_0} = \frac{a_0 W_0}{d_0}, \quad \epsilon = \frac{a_0 W_0^2}{d_0^2}, \]

where \( a_1 = 0.8839, a_2 = 0.6267 \) [24], and \( d_0 = T_0 C_p(c_1^2 + L^2). \) To sufficiently resolve the phase field function, the grid size should satisfy
the condition $W_0 \leq 2.5\Delta t$ [24]. $W_0 = 2.5\Delta t$ is used in the tests that are presented herein. The proposed phase field model has been validated in a benchmark test in our previous work, and it shows that the simulation results can match the analytical solution perfectly for $W_0 < 760\Delta t$ [22]. The kinetic coefficient $\beta$ is related to $\beta_{i}\left(\Delta x\right) = \frac{\mu}{\rho
abla\psi^{2}}
abla\psi^{2} \left[1 - \frac{\alpha_{2}}{2} \frac{\nabla\psi^{2}}{\nabla\psi^{2}}\right].$

After coupling with the phase field equation, the transport of the concentration of zinc and its boundary condition at the solid–liquid interface can be transformed to this form:

$$\frac{\partial c \nabla^{2} c}{\partial t} = D_{l} \frac{1}{\sqrt{\nabla\psi}} \left[D_{l} \nabla^{2} \psi - \frac{2}{\sqrt{\nabla\psi}} \right], \quad \nabla \psi \in \Omega.$$  

The second term on the right-hand side of Eq. (26) provides a solute sink or source term due to phase change. In the phase field model, this is a diffusive source or sink localized in the vicinity of the interface (where $\nabla\psi / \partial t$ is negligibly small outside of the diffuse interface region). This term is needed to ensure that the interface conditions between two phases converge to the sharp interface equation (Eq. (17)) when $\Delta t \rightarrow 0$. In our previous work, the requirement that the phase field model must converge to the correct sharp interface limit is rigorously satisfied by Eq. (26) [47,48]. First, Eq. (26) can be transformed to the ($n_{x}, n_{y}, n_{z}$) curvilinear coordinate system moving with the interface at an instantaneous velocity of $V_{i}$. Then, Eq. (26) can be rewritten as:

$$\frac{D_{l} \partial^{2} c}{V_{i} \partial t^{2}} + \left(D_{l} \nabla^{2} c + V_{i} \nabla \psi + D_{l} \frac{\partial^{2} \psi}{\partial t^{2}} + \kappa \frac{\partial^{2} \psi}{\partial t^{2}} \right) = 0,$$  

where $\kappa$ is the interface curvature. Integrating both sides of Eq. (27) across the interface in the sharp interface limit in which the phase field $\psi$ becomes a step function and velocity normal to the interface becomes the sharp interface velocity ($V_{i}$) gives:

$$\frac{D_{l} \partial^{2} c}{V_{i} \partial t^{2}} + \left(D_{l} \nabla^{2} c + V_{i} \nabla \psi + D_{l} \frac{\partial^{2} \psi}{\partial t^{2}} + \kappa \frac{\partial^{2} \psi}{\partial t^{2}} \right) = 0,$$  

In the sharp interface limit, a step function can be used for the order parameter profile. The term $\partial^{2} c / \partial t^{2}$ represents the difference of a variable at two sides of the solid–liquid interface, so

$$\frac{D_{l} \partial c}{V_{i} \partial t^{2}} + \frac{D_{l} \partial c}{V_{i} \partial t^{2}} = 0.$$  

Integrating Eq. (27) twice across the interface as $\psi$ approaches the step function and $c$ approaches the exact solution to the sharp interface model gives:

$$\frac{D_{l} \partial c}{V_{i} \partial t^{2}} + \frac{D_{l} \partial c}{V_{i} \partial t^{2}} = 0.$$  

After substituting Eq. (29) into Eq. (30), Eq. (30) leads directly to the results:

$$\frac{D_{l} \partial c}{V_{i} \partial t^{2}} = -V_{i}.$$  

Substituting Eq. (31) into Eq. (28) recovers the boundary condition for the sharp interface limit,

$$D_{l} \frac{\partial c}{\partial n_{i}} \partial n_{i} = -c_{i}^{0} \nabla c_{i}^{0}.$$  

Substituting Eq. (29) into Eq. (32) and transforming it back to a three-dimensional Cartesian coordinate system, Eq. (32) becomes the same as Eq. (17). The concentration equation (Eq. (26)) is applicable in the whole simulation domain, and the boundary condition at the solid–liquid interface ($x \in I$), described in Eq. (17), can be applied automatically instead of explicitly tracking the position of the interface.

A semi-implicit lattice method [26] is employed to solve the lattice Boltzmann equation (Eq. (19)) for the fluid field. In the semi-implicit lattice method, the pressure and velocity can be updated using the following equations:

$$p^{n+1} = \frac{p^{n} + \eta \left(\sum_{j=1}^{N} \frac{c_{i,j}^{n+1} \cdot \vec{u}_{j}}{c_{i,j}^{n+1}}\right) - \eta \frac{W_{0} \frac{\rho \vec{u}}{c_{i,j}^{n+1}}}{1 - \frac{\alpha_{2}}{2} \left(1 - W_{0}\right)}}{1 - \frac{\alpha_{2}}{2} \left(1 - W_{0}\right)},$$  

$$\vec{u}^{n+1} = \left(\frac{\rho \vec{u}}{c_{i,j}^{n+1}}\right) \left(\sum_{j=1}^{N} \frac{c_{i,j}^{n+1} \cdot \vec{u}_{j}}{c_{i,j}^{n+1}} + \frac{S_{0}}{\rho + \rho \frac{\vec{u} \cdot \vec{u}}{c_{i,j}^{n+1}} + S_{1}}\right),$$  

where $\eta$ is the derivative of pressure with respect to density. The superscript $\Delta t$ indicates values at the beginning of the time step, and $\Delta t + 1$ represents estimated values at the end of the time step. $N$ is the total number of lattice directions, excluding the stationary one direction. The term $\vec{u}$ is the fluid kinetic viscosity, and $\vec{u}_{i} = \Delta t / \Delta x$ is the reference lattice speed [45]. The term $S_{0}$ is the momentum source. The buoyancy force and Lorentz force can be applied in the term $S_{0}$:

$$S_{0} \equiv \vec{S}_{0} = \vec{b} \rho \Delta t \beta_{i}(T - T_{0}),$$  

$$\text{Lorentz force: } S_{0} = \Delta t \frac{\vec{F}_{l}}{\Delta t},$$  

where $T_{0}$ is a reference temperature, $\vec{b}$ is gravity, and $\beta_{i}$ is thermal expansion. The term $S_{1}$ is a mass source, which can be used to emulate Darcy respiration in a porous medium [26]. In Eqs. (33) and (34), $f_{i,j}^{n+1}$ and $f_{i,j}^{n}$ represent the particle probability distribution arriving from the neighboring lattice site in the $-\vec{c}_{i}$ direction, and they can be calculated by:

$$f_{i,j}^{n+1} = \frac{w_{j}}{\rho^{2} c_{i,j}^{2} \Delta t \Delta x} \left[\frac{\vec{b} \cdot \vec{c}}{c_{i,j}^{2}} + \rho \left(\frac{9 \vec{c}_{i,j} \cdot \vec{c}}{2c_{i,j}^{2}} - 3 \vec{c} \cdot \vec{c} \right)\right],$$  

$$f_{i,j}^{n+1} = \frac{w_{j}}{\rho^{2} c_{i,j}^{2} \Delta t \Delta x} \left[\frac{6\rho \vec{b} \cdot \vec{c}}{c_{i,j}^{2}} + \rho \left(\frac{9 \vec{c}_{i,j} \cdot \vec{c}}{2c_{i,j}^{2}} - 3 \vec{c} \cdot \vec{c} \right)\right].$$  

One of the lattice method’s strengths is dealing with complicated boundary conditions. It is easy to apply a complicated or moving solid wall boundary condition, such as phase interface, to lattice methods for flow simulation. Halfway bounce back treatment is a widely used simple boundary condition for lattice methods [49–51], which requires the solid boundary to be in the middle of two lattices and offers second-order accuracy. For practical problems, especially a curved boundary, the solid boundary cannot always be located at the middle of two lattices perfectly. Hence, for a more accurate and smoother velocity field near a curved boundary without requiring high mesh resolution, Filipova and Hänel (FH) offer a curved wall boundary condition [52], which is further improved by Mei, Luo and Shyy (MLS). Bao, Yuan, and Schafer further refine this technique to solve the mass conserving problem when body force is applied on the fluid field [53]. This boundary condition treatment is used in the proposed model. For a moving boundary, such as the phase interface, the momentum source from a moving wall can be incorporated into a distribution function as $2\omega_{p} \left(\frac{\vec{c}}{c_{i,j}^{2}} \right)^{2}$.

An implicit finite difference method with uniform mesh size is used to solve the system of governing equations for energy and
phase field. Jacobi interaction method is used to solve the implicit finite difference system, so for updating the variables on each grid, only 6 nearby grids are needed for three-dimensional case. For parallel computation, the whole domain is equally divided by the total number of computing cores into blocks. Therefore, only one layer of data near the interface between blocks is needed to be transmitted between computing cores. The main steps for crystal growth simulation are: (1) calculate the velocity profile in a lattice kinetics scheme with the known temperature from the last time step to estimate the buoyancy force; (2) calculate the temperature profile with the known velocity profile from Step 1; (3) calculate the phase field with the known temperature profile from Step 2; (4) update the position of the phase interface and construct the liquid and solid domain; and (5) go to next time step. We use the ParaFlow program, a large-scale parallel CFD program based on the semi-implicit lattice method[32], to solve the fluid flow and temperature field and combine it with the parallel finite difference solver as briefly introduced above for solving the phase field. Because the coupled system is solved explicitly, the time step interval \( \Delta t \) is on the order of \( 10^{-2} \) to \( 10^{-3} \) seconds for the numerical scheme stability. A two-dimensional benchmark test was demonstrated in our previous work[22], and the simulation results can match the analytical solution very well.

4. Results and discussion

For a quantitative examination of the quality of a crystal, the variance of a chemical component's molar fraction is defined as:

\[
\text{var}(c) = \frac{1}{\Omega_k} \int_{\Omega_k} (c - \text{avg}(c))^2 \, d\Omega_k,
\]

where \( \Omega_k \) is the volume of grown crystal and \( \text{avg}(c) \) is the average molar fraction in grown crystal, which is defined as:

![Fig. 5. Streamlines in the liquid phase in an ACRT rotation cycle.](image)

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Physical properties of the growing crystal and melting solution used in the simulations of crystal growth in the vertical gradient furnace.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical parameter</td>
<td>Values</td>
</tr>
<tr>
<td>Specific heat ( C_p ) ([J , kg^{-1} , K^{-1}])</td>
<td>380</td>
</tr>
<tr>
<td>Thermal conductivity ( K ) ([W , m^{-1} , K^{-1}])</td>
<td>42.8</td>
</tr>
<tr>
<td>Mass density ( \rho ) ([kg , m^{-3}])</td>
<td>5633</td>
</tr>
<tr>
<td>Thermal expansion ( \beta_T ) ([1/K])</td>
<td>1.2 \times 10^{-4}</td>
</tr>
<tr>
<td>Viscosity ( \mu ) ([kg , m^{-1} , s^{-1}])</td>
<td>7.35 \times 10^{-4}</td>
</tr>
<tr>
<td>Melting temperature ( T_m ) ([K])</td>
<td>1211.4</td>
</tr>
<tr>
<td>Latent heat ( L ) ([J , kg^{-1}])</td>
<td>4.65 \times 10^{4}</td>
</tr>
<tr>
<td>Surface tension ( \sigma ) ([kg , s^{-2}])</td>
<td>0.554</td>
</tr>
<tr>
<td>Diffusion coefficient in liquid phase ( D_l ) ([m^2 , s^{-1}])</td>
<td>1.0 \times 10^{-8}</td>
</tr>
<tr>
<td>Diffusion coefficient in solid phase ( D_s ) ([m^2 , s^{-1}])</td>
<td>1.0 \times 10^{-8}</td>
</tr>
<tr>
<td>Segregation coefficient ( k )</td>
<td>1.35</td>
</tr>
<tr>
<td>Magnetic permeability ( \mu_m ) ([H , m^{-1}])</td>
<td>1.26 \times 10^{-6}</td>
</tr>
<tr>
<td>Electric conductivity ( \sigma ) ([S , m^{-1}])</td>
<td>1.0 \times 10^{4}</td>
</tr>
<tr>
<td>Angular frequency ( \omega ) ([1/s])</td>
<td>2\pi \times 50</td>
</tr>
<tr>
<td>Phase shift ( \phi )</td>
<td>\pi/4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Non-dimensionless numbers and their characteristic values used in the simulations of crystal growth in the vertical gradient furnace.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensionless number</td>
<td>Expression</td>
</tr>
<tr>
<td>Rayleigh number ( Ra )</td>
<td>( Ra = \frac{g , b , T , D , T^3}{\alpha L} )</td>
</tr>
<tr>
<td>Prandtl number ( Pr )</td>
<td>( Pr = \frac{\mu}{\alpha L} )</td>
</tr>
</tbody>
</table>

\[\text{var}(c) = \frac{1}{\Omega_k} \int_{\Omega_k} (c - \text{avg}(c))^2 \, d\Omega_k,\]
Fig. 6. Streamlines at the center slice at 0, 72, 144, 216, and 288 s with ACRT rotation.

Fig. 7. Zinc molar fraction at 0, 72, 144, 216, and 288 s with ACRT rotation.
Generally, a smaller variance of the molar fraction in grown crystal means more uniform distribution in crystal, and it indicates a higher quality of crystal.

4.1. Simulations of crystal growth in vertical gradient furnaces with ACRT

This section presents the results from numerical simulations of crystal growth in vertical gradient furnaces. Fig. 1 depicts the cylindrical simulation domain, in which the radius \( R \) at the crucible is 0.76 [cm], and the height \( H \) is 9.6 [cm]. An \( 80 \times 80 \times 480 \) D3Q19 lattice mesh is generated for containing the cylindrical crucible, so the total number of active lattices is about 2.4 million. The lattice size is \( 2 \times 10^{-4} \) [m], and interface thickness (\( W_0 \)) is 423\( d_0 \). The heat transfer coefficient, \( h = 150.0 \) [W m\(^{-2}\) K\(^{-1}\)], is used in the boundary condition as shown in Eq. (13). The solidification of the melt in the furnace is controlled by the temperature profile \( T_w(z) \), which is shown in Eq. (14). For hot-end temperature, \( T_h = 1223 \) [K], and, for cold-end temperature, \( T_c = 1154 \) [K]. For initial conditions, \( \sim u = 0, \psi = -1 \), the mole fraction concentration field \( c = 0.1 \) in liquid, \( \psi = 1, c = 0.135 \) in solid, and the initial temperature is calculated from Eq. (14). The Reynolds number of the system is about \( 2 \times 10^4 \). As such, the \( k - \epsilon \) turbulence model is incorporated with the proposed semi-implicit lattice kinetics model via Filippova’s approach [54]. At the beginning, a flat solid–liquid interface is set at \( z_0 = 2 \) [cm], below which is solid phase, and above which is liquid phase. The initial temperature in the ampoule is assumed to be the same as boundary calculated by Eq. (14). As the ampoule rotates along the center axis with the rotation cycle as demonstrated in Fig. 3, the rotation rate gradually changes between –10 and 10 rounds per minute. Tables 1 and 2 provide the physical properties and non-dimensionless numbers used in the simulations.

Fig. 5 shows the streamlines in the three-dimensional domain after 0, 144, and 288 s growth with the pulling speed \( U_{\text{pull}} = 1.3336 \times 10^{-5} \) [m s\(^{-1}\)]. The streamline colors represent the magnitude of velocity \( U = \sqrt{u^2 + v^2 + w^2} \), where \( u, v, \) and \( w \) are velocity components in the \( x, y, \) and \( z \) directions, respectively. Fig. 6 shows the streamlines on the center slice after 0, 72, 144, 216, and 288 s. The velocity magnitude shown in Fig. 6 is calculated using \( U = \sqrt{u^2 + w^2} \), which eliminates the velocity perpendicular to the displayed slice and illustrates vertical transport in the liquid phase more clearly. It is obvious that the weak circulation near the solid–liquid interface disappears when the ampoule rotates at high speed, such as at 72 and 216 s. Fig. 7 shows the zinc molar fraction distribution during crystal growth. The variance of the zinc molar fraction in the grown crystal with ACRT rotation is \( 1.35 \times 10^{-5} \) after 288 s of growth. The variance for the case without ACRT rotation is \( 1.39 \times 10^{-5} \). Hence, ACRT can slightly decrease the zinc molar fraction distribution variance in grown crystal, which means ACRT can be a benefit to the quality of crystal growth for the vertical gradient furnace.
4.2. Simulations of crystal growth in vertical gradient furnaces with TMF

The stationary magnetic field and Lorentz force field are calculated from Eqs. (8)–(11) by finite difference scheme in an axisymmetric domain, as shown in Fig. 2. There are 8 coils encircling the ampoule, and the distance between the coils is 1.24 [cm]. Table 1 provides the physical properties for magnetic field simulation. Fig. 2 shows the in-phase, and out-of-phase, as well as the Lorentz force field, which are solved in finite difference scheme. The axisymmetric domain of the Lorentz force field result is extruded to a Cartesian three-dimensional coordinate system then applied to the crystal growth simulation, as introduced in Eq. (35). The simulation of crystal growth is based on the same geometric configuration as introduced in Section 4.1. Fig. 8(a) compares the streamlines for cases with and without TMF. The Lorentz force obviously decreases the strength of the large and strong circulation, but it cannot affect the weak circulation near the solid–liquid interface. Fig. 8(b) shows the zinc molar fraction. Although the TMF can affect concentration distribution in large areas of the liquid phase, it cannot significantly affect molar fraction in the area near the solid–liquid interface and the crystal. The variance of the molar fraction in grown crystal with TMF after 288 s is 1.41 × 10⁻⁷, which is greater than the case without TMF (1.39 × 10⁻⁸). The Lorentz force field direction is opposite to the strong circulation, but it has the same direction as the weak circulation near the solid–liquid interface. Hence, Lorentz force slightly accelerates weak circulation, decreasing the quality of the grown crystal. Yesilyurt’s work [36] shows that the TMF can decrease velocity shear near the solid–liquid interface for the linear temperature gradient furnace. A furnace with a temperature gradient like the one introduced in Eq. (14) cannot benefit from TMF. In examining the effect of TMF, due to CZT’s low electrical conductivity, a very large electric current density (J₀ = 7.5 × 10⁷ [A m⁻²]) is used, which may be difficult to achieve under common experimental conditions. For other materials, such as germanium (Ge) and gallium arsenide (GaAs), a more realistic electric current density can make the Lorentz force field strong enough to counter the buoyancy force.

4.3. Efficiency of the parallel computation

As mentioned in the previous section, a primary advantage of lattice-based CFD methods is their inherent parallelism [26,32]. High Rayleigh number convection in the melt region requires a small time step. Also, crystal growth is a very slow procedure, often lasting several hours to a few days. Crystal growth simulation is computationally expensive when the Rayleigh number is high, especially for a three-dimensional simulation. The simulation program was tested on the PNNL Institutional Computing (pic.pnl.gov), which includes 2400 AMD Interlagos 16-core processors. Fig. 9 depicts the speedup for the program running on 80, 160, 320, and 640 central processing unit (CPU) cores. The program shows considerable speedup and great acceleration potential as the number of CPU cores increases.

5. Summary and discussion

A coupled lattice kinetics phase-field model for crystal growth in a vertical gradient furnace has been developed. The model accounts for buoyancy, ACRT, and TMF-induced convective flow and their effects on the crystal growth process. This makes the phase-field model applicable for a wide range of free-boundary problems, including modeling the macroscale interface evolution during solidification in the vertical gradient furnace. A one-way coupled concentration transport model is used for solving the molar fraction of the chemical component in both the liquid and solid phases, and the boundary condition at the solid–liquid interface described in Eq. (17) can be applied automatically instead of tracking the position of the interface. Therefore, using a continuous phase-field to simulate a chemical concentration field that has a jump cross the interface provides an efficient way to examine the quality of the crystal growth. The chemical component’s concentration in the solid phase can be used to access the quality of crystal growth for different practical applications, such as applying ACRT and TMF to the solidification system. A semi-implicit lattice kinetics method is used for solving convection in the melt region. Through demonstration cases, it is shown that ACRT can slightly increase the quality of grown crystal. However, the effect of TMF on quality of grown crystal depends on the temperature profile of the ampoule wall. A furnace with a temperature gradient like the one introduced in Eq. (14) cannot benefit from TMF. Finally, excellent scalability of our developed parallel methods is demonstrated on the three-dimensional cases.
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