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\section*{ABSTRACT}

Recent studies of micro- and nano-scale metallic structures have exposed considerable statistical distribution, in addition to significant size dependencies, in the yield strength. This intrinsic statistical variation is particularly evident in the micro-compression and micro-tension thin film tests. This work investigates the relationship between the initial dislocation density, the heterogeneous initial spatial dislocation distribution, and the resulting localized deformation with multiscale discrete dislocation dynamics simulations. This relationship is examined separately from commonly reported external factors affecting observed strength, such as variations in specimen geometry and base support. Towards this end, we performed multiscale dislocation dynamics simulations of geometries commonly employed in micro-scale testing techniques, including micro-pillar compression, microtensile thin film, and microbulge tests. The statistical variation of yield strengths from all three simulation geometries is in agreement with experimental data from the corresponding loading techniques. We show that the onset of plasticity is stochastic in small volumes containing a small density of dislocations: a contrast to classical deterministic plasticity theory. The yield stress in these small volumes is stochastic, not deterministic, because of statistical variation of the initial dislocation content. The numerical results exhibit a localized deformation process and demonstrate a strong dependence of the yield stress on the initial dislocation density, the initial dislocation spatial distribution, and the specimen geometry size. Leveraging nucleation theory, a stochastic model for the onset of plasticity in micro- and nano-scale structures is developed based on these results.

\section*{1. Introduction}

Micro scale metallic structures, e.g. micro-pillars and thin films, demonstrate significantly higher yield strengths than their bulk counterparts and exhibit very strong size dependencies accompanied with a jerky deformation process (Uchic et al., 2004; Nix, 1989). This higher strength has been explained by researchers using different theories depending on the various loading techniques. For loading conditions that can impose a strain gradient on specimens, e.g. bending or torque, the size effect can be attributed to geometrically necessary dislocations (GND) (Fleck et al., 1994; Ma and Clarke, 1995; Nix and Gao, 1998; Stolken and Evans, 1998; Zhang and Aifantis, 2011). However, in both experimental and numerical studies, the size dependency of strength has also been observed in macroscopically homogenous loading conditions, e.g. in micro-compression tests (Uchic et al., 2004; Lee and Nix, 2012; Dimiduk et al., 2005; Kiener et al., 2009; Schneider et al. 2011; Tang et al., 2007; Akarapu et al., 2010; Zbib and Akarapu, 2009; Gao et al., 2010; Ng and Nang, 2008a,b,c; Ngan and Ng, 2010; Zhou, et al., 2010), in thin film microbulge, and microtension tests (Xiang et al., 2006; Yu and Spaepen, 2004; Jaeger et al., 2014).
is the shear strength in bulk material, \( D \) is the diameter, and \( A \) and \( n \) are model parameters. Commonly thin films are polycrystalline materials, so the presence of grain boundaries also affects the thin film strength (Lawrence et al., 2012). Therefore, the tensile strength for thin films is more complex and depends on both the film thickness and grain size (Hommel and Kraft, 2001; Nix, 1989). However, many investigators have also shown that the strength-thickness relationship in a thin film geometry follows Eq. (1) (Gruber et al., 2008; Brothen, 1994).

In the literature, modeling of the size effect in microscale metallic structures treated the onset of plasticity as a deterministic event. In striking contrast to this assumption is the large amount of microscale experimental data: the data display a significant amount of statistical variation and a jerky flow process regardless of how careful and elegantly the experiments are performed (Dimiduk et al., 2005; Kiener et al., 2009; Schneider et al., 2011; Yu and Spaepen, 2004; Jaeger et al., 2006; Hommel and Kraft, 2001; Gruber et al., 2008; Huang and Spaepen, 2000; Rinaldi et al., 2012; Lawrence et al., 2012; Li et al., 2012). For instance, Kiener et al. (2009) have observed a variation of about 200 MPa (maximum difference) in the yield shear strength corresponding to micro-pillars with diameters under 1 micron. In other experimental work, including micro-compression tests, microbulge tests, and microtension tests on various FCC and BCC materials, a conspicuous amount of variation is present in the data. The cause of this significant variation was largely categorized into the similar systematic errors as listed by Kiener et al. (2009) and Kraft et al. (2010). These studies suggest the strength in metals at small length scales is strongly dependent on the underlying dislocation mechanisms: how dislocations interact with grain boundaries, interfaces, and various defects which may be present in the crystal. The size effect on small scale metal strength can be addressed rigorously by means of discrete dislocation dynamics (DD).

The DD method is suited for tackling problems where size effects and interfaces are important for two reasons: First the constitutive behavior of a small material volume is captured naturally within the DD simulations, reflecting the effect of both the microstructure and the internal/external geometry of the material e.g., Groh et al. (2009); Second the dynamics of an individual dislocation can be sensitive to any changes in the scale describing the problem, and these changes are directly determined in DD. For example, Deshpande et al. (2005), Benzerga and Shaver (2006), Guruprasad and Benzerga (2008) have performed two dimensional (2D) dislocation dynamics simulations on a planar single crystal both under tension and compression. These studies examined the underlying dislocation mechanisms responsible for the macroscopic response of micro-pillars. Although the 2D dislocation analyses provided useful insights, these analyses lack many key three dimensional (3D) dislocation interactions. 3D-DD analyses of micro-pillars have been performed by an number of investigators. For example, the works of Tang et al. (2007, 2008), Rao et al. (2008), Zbib and Akarapu (2009), El-Awady et al. (2009), Zhou et al. (2010), and El-Awady et al. (2011) show that 3D-DD can capture the dependence of the yield stress on the specimen size, initial dislocation density, and loading conditions. Furthermore through the use of 3D-DD analyses, the large statistical variation in the flow stress was attributed to several factors: loading direction (Zhou et al., 2010), initial dislocation content and boundary conditions (Zbib and Akarapu, 2009; El-Alwady et al., 2009), and density pre-straining (Schneider et al., 2013; El-Awady et al., 2013).

In order to investigate the plastic deformation in finite sizes such as in the cases of micro-pillars and thin films, the conventional dislocation dynamics framework needs to account for surface effects and heterogeneous deformation fields. Experiments show that the deformation field in micro-pillars and thin specimens is heterogeneous and becomes highly localized with increased strain. Yasin et al. (2001) coupled 3D-DD with the finite element method and showed that surface effects cannot be ignored regardless of size, and may result in errors as much as 10%. Akarapu et al. (2010) showed that slip bands with local strains approaching 50% occur in micro-pillars, highlighting the extreme heterogeneity in the strain fields.

Surface effects within the DD framework have been addressed by a number of investigators using the concept of image stresses when dislocations are in finite volumes, while heterogeneous deformation is addressed by coupling DD with continuum plasticity (see a recent review article by Groh and Zbib, 2009). Generally, the solution to the surface effects in DD is based on the superposition method proposed by Van der Giessen and Needleman (1995). The solution is obtained as the sum of two contributions. The first represents the solution for dislocations in an unbounded crystal and the other is the complementary elastic solution needed to satisfy equilibrium at external and internal boundaries. The second solution can be solved in a continuum mechanics way, such as finite element methods, see for example, Van der Giessen and Needleman (1995), Yasin et al. (2001), Martinez and Ghoniem (2002), Zbib and de la Rubia (2002), or the boundary element method, see, for example Fivel et al. (1996) and El-Awady et al. (2008). Khraishi and Zbib (2002) developed a rigorous method to handle the issue of image stresses. The method is semi-analytical/numerical in which they enforce either traction or
displacement boundary conditions at collocation points on a surface. In addition to the issues of surfaces and image forces, the multiscale model developed by 

\[ N = N_D \exp \left( \frac{-Q(\sigma, T)}{k_B T} \right) \]  

\[ Q = Q^* - \sigma v' \]

where \( N \) is the number of equivalent nucleation sites, \( v_D \) is Debye frequency, \( k_B T \) is the thermal energy, \( Q \) is the activation free energy which is a function of temperature and stress, and \( Q^* \) is the activation enthalpy. Activation volume is the rate of activation free energy with respect to the flow stress at constant temperature: \( v(\sigma, T) \equiv -\frac{\partial Q}{\partial \sigma} = k_B T \frac{\partial \ln N}{\partial \sigma} \) (Zhu et al., 2008). This quantity can be defined as the volume or the number of dislocations contributed in an activated process. Therefore activation volume can be considered a kinetic signature of the deformation mechanism. For competing processes with the same activation energy (which is the case in this work, as will be shown later), the activation volume is a good measure for determining the operative deformation mechanism because it characterizes the rate dependency of the activation energy on the stress. Schuh and Lund (2004) have suggested a relation between \( N \) and the cumulative fraction function, which in turn
is the derivative of the probability density function (PDF). A model predicting the PDF of the onset of plasticity at a given yield stress in a microstructure at a given length scale can therefore be constructed. Here we adopt the same method and use the results from both experiments and discrete dislocation dynamics DD simulations coupled with continuum finite element analyses to determine the model parameters and the dependence of these parameters on the dislocation density.

2. Computational details

In this work we employ a hybrid model developed by Zbib and Diaz de la Rubia (2002), which combines microscopic mechanisms and dislocation dynamics with the macroscopic deformation of the solid. The model couples a stochastic discrete dislocation dynamics model with a continuum elasto-visoplasticity model, using the principle of superposition in addition to the finite element formulation to satisfy boundary conditions. The coupling is based on a framework in which the material obeys the basic laws of continuum mechanics. The result is a hybrid multiscale model termed a “multiscale dislocation dynamics plasticity – MDDP” possessing the following two main features: (1) Coupling of the continuum mechanics problem with discrete dislocation dynamics, and (2) an ability to robustly deal with multiple possible boundary conditions, interfaces, and dislocations in heterogeneous materials. The details of the MDDP multiscale model have been discussed in detail in previous papers, particularly in Zbib and de la Rubia (2002), Hiratani and Zbib (2002), Groh et al. (2009), Zbib et al. (2011).

We performed several MDDP simulations of the experimental techniques of interest: the micro-pillar compression test, the microbulge test, the microtension test, on Cu micro-pillars and thin films. The boundary conditions applied to the simulations are demonstrated in Fig. 1. For all the cases, one end in z direction is fixed while the other end is subjected to a displacement with a constant strain rate \( \dot{\varepsilon} = \pm 100 \text{ s}^{-1} \). For the micro-pillars, all other surfaces are left traction free and the strain rate \( \dot{\varepsilon} \) is negative, to best simulate the micro compression test. In the thin films microtension test, all lateral surfaces are left traction free, and the strain rate \( \dot{\varepsilon} \) is positive. In the bulge test case, a symmetric boundary condition is applied to both ends in x direction. Further details on treatment of boundary conditions can be found in Akarapu et al. (2010). The size of the models ranges from 200 nm to 1000 nm in diameter for the micro-pillars, and from 160 nm to 2400 nm in thickness for the thin films. The aspect ratio of the micro-pillars is \( 1 \times 1 \times 5 \) and \( 1 \times 5 \times 10 \) (x x y x z) for the micro-pillars and thin films respectively.

The material properties used in the simulation are summarized in Table 1. The values for the dislocation mobility and stacking fault energy, and the effect of these variables on the DD prediction have been addressed in a number of articles, e.g. Kubin et al. (1992), Rhee et al. (1998) and Zbib et al. (1998). In the compression experiments of single crystal Ni micro-pillars, Shan et al. (2008) observed an initial high dislocation density of the order of \( \sim 10^{13} \text{ (1/m}^2 \text{)} \). This density is almost
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1 More details about the micro3d and MDDP software can be found at www.cmm.wsu.edu
three orders of magnitude larger than the typical density for a well annealed material in bulk (∼10^{12}/m^2). Shan et al. (2008) also classified the defects into two types of dislocation sources: small loop-like, and long arm like. Additionally Kiener et al. (2008) argued that the partial removal of initial dislocation sources during FIB milling produces single dislocation arms. Based on these experimental observation and suggestions, Akarapu et al. (2010) used dislocation arms and Frank-Read sources as models for dislocations in micro-pillars and thin films. Similar observations and models for dislocation sources in micro-pillars have been proposed by other investigators, e.g. Espinosa et al. (2006); Tang et al. (2007, 2008), who also noted initial dislocation densities ranging from 10^{13} to 10^{14}/m^2. In the present work, several initial dislocation densities \( \rho \) have been tested, ranging between 1.0 and 100 \( \mu m^{-2} \) for the micro-pillars, and from 3 \( \mu m^{-2} \) to 10 \( \mu m^{-2} \) for the thin films. Various spatial and initial distributions of existing Frank-Read sources and jogged dislocation arms extending from one surface to the opposite surface are considered. During the simulations, dislocations segments may cross-slip, generating new sources. This mechanism has been discussed by Akarapu et al. (2010), where a clear correlation among the dislocation bursts, the stress drops, the formation of junctions, and the activation of cross-slip is shown. Furthermore, it is shown that during the burst process, the dislocations that cross-slip and glide to the surface, and as these dislocations terminate at the surface they cause distortion, resulting stress concentrations. Homogenous nucleation and nucleation of new sources from surfaces is not considered in this work. However, nucleation criteria can be introduced by establishing a criterion nucleation (see e.g. Shehadeh et al., 2006). Here we introduce only initial dislocation sources; for smaller micro-pillars with low \( \rho_{\text{disl}} \) a macroscopic yield point is not observable due to the scarceness of dislocations. In contrast, for larger pillars and thin film models with high \( \rho_{\text{disl}} \), the computation becomes prohibitively expensive. For these reasons, in the extreme cases of \( \rho_{\text{disl}} \), the complete size range is not covered. For each density-size combination, five different spatial distributions of dislocations are considered, representing cases of homogenous and heterogeneous distributions (Fig. 2). Outside of the case of evenly distributed dislocations, the other cases limit the dislocations to 1/2, 1/3, 1/4 and 1/5 of the sample length in \( z \) direction. In this way the local dislocation density has been multiplied by factor of 2, 3, 4 or 5, respectively. Fig. 3 shows samples of the various initial dislocation networks created via the manipulations mentioned above, i.e. different density and distribution of dislocations. The crystallographic orientation considered in this work is [100]//x, [010]//y, [001]//z.

Fig. 2. The initial dislocations’ distribution is limited spatially in the loading (z) direction.
3. Results and analyses

The resulting stress strain curves from all the simulations are shown in Figs. 4 and 5. Each graph displayed Fig. 4a–e contains only curves corresponding to micro-pillars of the same size. In Fig. 5a–d, the curves for the thin films with the same size have been coded in similar colors in each graph. We note the wide spread of the data from structures with the same dimensions in these curves, and we remark on the data spread caused solely by the initial conditions of the dislocation networks. The normal plastic strain field plots in Fig. 3, for a few studied cases, show that the deformation of the metallic structures was indeed significantly affected by the initial configuration of dislocation networks. To better illustrate the data spread, the yield point of each curve has been extracted by taking a 0.1% and 0.05% offset for the micro-pillars and for the thin films respectively. In the following subsections, the yield data for the micro-pillars and the thin films are analyzed in detail. In passing we note, that although the focus of this paper is the yield stress and its dependence on size and initial dislocation density, our results also show that the hardening rates increase with decreasing size and initial dislocation density. Further analyzes are needed to better quantify this effect on hardening, and these analyzes are left for future studies.

3.1. Analyses of the yield strengths of the micro-pillars – a probabilistic model

The yield stress data, from micro-pillars corresponding to the 0.1% offset, are summarized in Fig. 6. It is evident that, collectively, the yield stress and the extent of variation in the yield stress decrease with increasing initial dislocation density \( \rho \). On average the curve decreases with increasing specimen size. We note an exception is at \( \rho = 1.0 \, \mu m^{-2} \) where the span of data is much smaller compared to higher density entries. In Fig. 6 each group is coded using the same color. The data shown in Fig. 6 can be fitted to a power law \( \sigma_y \propto \rho^{-m} \). Except for the 200 nm case, \( m \) is almost consistently equal to 0.36 ± 2; for the 200 nm case \( m = 0.54 \). Recent DD results by El-Awady et al. (2013) yielded \( m = 0.18 \). The larger \( m \) value for the 200 nm case can be attributed to the scarcity of dislocations, and as the density decreases the dislocations become even scarcer.

Fig. 3. Illustration of the different initial configurations of dislocation networks in DD and the resulting deformation field (colored according to normal plastic strain in \( z/vertical direction)\).
Fig. 4. The stress strain curves of MDDP simulations of micro-compression tests on micro-pillars.
Fig. 5. The stress strain curves of MDDP simulations of microtension tests (free boundaries in \(x\)) and micro-bulge tests (symmetric boundaries in \(x\)) on thin films.

Fig. 6. The variation of yield strength (0.1% offset) with respect to the square root of the initial dislocation density.
The yield strength and its statistical distribution also decrease with increasing diameter of the micro-pillars (Fig. 7). Again this trend is consistent throughout each dislocation density group. The smaller spread of data in higher dislocation densities and larger specimen sizes is due to the larger population of dislocations in such conditions. As shown by Akarapu et al. (2010); Zbib and Akarapu (2009), the plastic deformation is governed by the operation of spiral dislocation sources. The stagnation and movement of the dislocation arms cause the hardening and bursts of load drop (serrations) in the plastic portion of the stress strain curves. The more abundant the operable dislocations are, as in larger micro-pillars and in pillars with higher dislocation density, the smaller the serrations will be; therefore the grouping of the stress strain curves tend to be tighter in the higher dislocation density cases. On the other hand, when fewer dislocations are present, the serration becomes more severe; resulting in further spread apart of yield strength data. A comparison with the experimental data indicates the reliability of our simulations. Kiener et al. (2009) have performed micro-compression tests on various single crystal Cu micro-pillars. This study involved different orientations, cross-sections shapes, top layers, and aspect ratios of micro-pillars. The corresponding Schmid factors have been applied to the data to normalize it to compression stress in the (100) orientation. We combined our simulation data with the experimental data from Kiener et al. in Fig. 7. From this figure we note that the two sets of data are in good agreement. The discrepancy among the data sets for diameter sizes near 1000 nm results from the different methods used to determine the yield stress: the experimental data is taken at 10% strain (no offset is performed) while we used a lower 0.1% strain offset. Fig. 7 also shows that the degree of data spread between the two sets of data is in good agreement. The experimental data also demonstrate a clear decrease of the variation in yield strength as the size increases; finally the extent of data spread present in both data sets is similar when the two data sets overlap. The numerical result shown in Fig. 7 can be fitted to a power law (Eq. (1)) with \( n = 0.77 \). This value is in close agreement with a wide range of experimental observations, e.g. Frick et al. (2008); Kraft et al. (2010), and is close to the numerical results value reported in El-Awady et al. (2009).

Next we utilize the concept of percent uncertainty to measure the extent of data spread with respect to the mean value of a quantity: in this case the mean value of yield strength for micro-pillars of a given size. The percent uncertainty can be defined as

\[
U_p = \frac{s_\sigma}{\bar{\sigma}}, \quad \text{and} \quad s_\sigma = \sqrt{\frac{\sum_{i=1}^{N}(\sigma_i - \bar{\sigma})^2}{(N-1)}}
\]

where \( s_\sigma \) is the standard deviation, and \( \bar{\sigma} \) is the mean yield strength. The percent uncertainty of the data of our simulations on micro-pillars and the experiment data are plotted and compared in Fig. 8. The experimental data was grouped by micro-pillar size prior to the calculation the standard deviation. The horizontal error bar denotes the deviation of the sizes in each group. Fig. 8 clearly shows that the DD results are in general agreement with the experiments. As shown the percent uncertainty decreases as a power law as the size (diameter) of the micro-pillar increases, i.e. \( U_p \propto 1/s^{0.38} \).

The percent uncertainty is capable of describing the statistical distribution of the existing strengths values. However, the percent uncertainty does not contain any information regarding the actual mean values of the strength, nor can it predict the stochastic yield behavior of micro-pillars at a given size. To overcome these limitations, we use a well-defined PDF which can generate probability values of a given yield stress for a micro-pillar at a given size. Considering that the PDF is the derivative of the cumulative fraction function (CDF), \( P = F_\sigma \), the current simulation data, summarized in Fig. 7, is first converted into
cumulative fraction graphs, shown in Fig. 9. We observe from this figure that the curves become steeper as the size (diameter) becomes larger, indicating a smaller extent of variation in the strength data. In this work, we maintain a constant strain rate of $\dot{e} = -100 \text{ s}^{-1}$. Since we are interested in the onset of plasticity, we employ the reasonable assumption that the loading rate before yield is also constant: $\dot{\sigma} = \dot{\sigma} \cdot t$. The derivative of $F$ with respect to stress $\sigma$ is therefore related to the derivative of $F$ with respect to time $t$ as

$$\frac{dF}{dt} = \dot{\sigma} \frac{dF}{d\sigma} = \dot{\sigma} P$$

As suggested by Schuh and Lund (2004), the rate of change of cumulative fraction $F$ is written as

$$\dot{F} = (1 - F) \cdot \dot{N}$$

where $\dot{N}$ is the activation rate (Kobrinsky and Thompson, 2000; Zhu et al., 2008; Schuh and Lund, 2004; Mason et al., 2006) of the event: “onset of plasticity”.

$$\dot{N} = N_0 \cdot e^{\frac{\sigma_{\text{crit}} - \sigma}{n}}$$

Fig. 8. The variation of percent uncertainty of yield strength of micro-pillars with respect to the change in size (diameter).

Fig. 9. The cumulative fraction plots of the yield strengths of micro-pillars of varying sizes subjected to compressive loading.
\(N_0\) is the attempt frequency, \(Q'\) is the activation enthalpy, \(\nu'\) is the activation volume, \(k\) and \(T\) are the Boltzmann’s constant and absolute temperature. Activation volume is the rate of activation enthalpy with respect to the flow stress at constant temperature. It can be defined as the volume or the number of dislocations contributed in a thermally activated process; therefore, the activation volume can be defined as a kinetic signature of the deformation mechanisms. For competing processes with the same activation energy, the activation volume is a good measure to determine the operative deformation mechanism, because activation volume characterizes the rate dependency of the activation energy to the stress.

If each yielding event is treated as a one-time event and Eq. (4) is substituted into Eq. (5), the probability of the next yield event is proportional to the amount of samples left and the activation rate \(\_N\). Integrating Eq. (5) over time on both sides yields (Schuh and Lund, 2004)

\[
F = 1 - \exp \left( -\frac{N_0 kT}{\sigma \nu'} \exp \left( \frac{Q'}{kT} \right) \right)
\]

Eq. (7) can be fitted to the data points in Fig. 9. To ensure that the probability of the onset of plasticity is sufficiently small, a boundary condition \(f(0) = \delta\) is also enforced, where \(\delta\) is a very small number; \(\delta = 0.05\) is used in this work. The model shown in Eq. (7) is based on the experimental data and numerical results, and this equation works well with all the diameters except for 200 nm. For the larger specimens, the deformation is dominated by the activation of the dislocation sources. Conversely, when the specimen is small, the deformation should be controlled by the nucleation of new dislocation sources. The fact that the nucleation of dislocations is not considered in the MDDP simulations should be the cause of the deviation between the model and the data. Similar observations and reasoning are made for the fittings for the thin film data, as will be shown later.

The fitting parameters are summarized in Fig. 10. The activation volume increases linearly as the diameter of the micro-pillars increases (Fig. 10a). The activation volume is also interpreted as the volume of the dislocation lines which have swept through during the activation process. For that reason, when the diameter approaches zero, the activation volume should
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**Fig. 10.** The plots of (a) activation volume, (b) \(N_0 \exp (-Q'/kT)\), (c) nominal number of sources, and (d) activation enthalpy with respect to the change of size (diameter) for the micro-pillars.
also approach zero. We therefore assume $v^* = \alpha s$, where $\alpha = 1.14 \times 10^{-4}$ nm$^2$. Fig. 10b shows the variation of $N_0 \exp(-Q^*/kT)$ with the size (diameter) of micro-pillars. Here, two undetermined parameters are in play: the $N_0$ and $Q^*$. To determine activation enthalpy, we first define $N_0$. The attempt frequency $N_0$ can be decomposed as, $N_0 = n_v D$, where $n_v$ is the nominal number of sources and the latter is the Debye frequency. Furthermore $n_v$ can be calculated as $n_v = V \rho_{disl}/l$, where $V$ is the volume of the micro-pillars, $\rho_{disl}$ is the nominal dislocation density, and $l$ is a characteristic dislocation source length. An average dislocation density of $1 \times 10^{13.5}$ is used. This calculation essentially divides the total length of dislocations by a representative source length. Assuming the source lengths change with the size of the micro-pillars, $n_v$ is simplified as $n_v = \beta s^2 \rho = \beta (s/l)^2$, where $l = 1/\sqrt{\rho_{disl}}$ is the mean free path of the dislocation, with $\beta = 10.95$ (Fig. 10c). In this way, $N_0$ is determined, and $Q^*$ can be calculated (Fig. 10d). The activation enthalpy is roughly constant at for micro-pillars $Q^* = 0.72$ eV.

As a result the fully defined cumulative fraction PDF is written as

$$P = \frac{N_0}{\sigma} \exp \left[ \frac{\sigma v^*}{kT} - \frac{Q^*}{kT} - \frac{N_0 kT}{\sigma v^*} \exp \left( \frac{\sigma v^*}{kT} - \frac{Q^*}{kT} \right) \right]$$

where $v^* = \alpha s$ and $N_0 = \beta \rho (s/l)^2$.

Fig. 11. The resulting probability density functions for the micro-pillars.

Fig. 12. The yield strengths (0.05% offset) of the thin films with different boundary conditions.
The fitted cumulative fraction data and the resulting PDFs are plotted in Figs. 9 and 11. The PDF changes from wider and lower peaks corresponding to smaller micro-pillar diameters to higher and narrower peaks corresponding to larger diameters. This trend confirms that the extent of statistical variation decreases as the sample size increases. We note, from Fig. 11b, that the PDF peak also shifts from right to left as the size increases, confirming the size effect on the yield strength of the micro-pillars.

3.2. Applying the probability model to data from the thin film tests

The methodology which we used to deduct the model in Eq. (9) is also applicable to the data for the thin film tests. To make the model more inclusive and less loading specific, the we accounted for the data corresponding to the two different loading techniques: specifically the loading conditions are the uniaxial tensions with free boundaries and with symmetric boundaries. The yield stress for the thin films, corresponding to a 0.05% offset, is plotted in Fig. 12. The experimental data for microbulge tests on Cu free standing films and uniaxial tension tests on Cu with deformable substrates is also shown. We show that the majority of the experimental data mostly agrees with the trends predicted by the MDDP simulations. However, the MDDP simulations overestimate the strength of the films below the thickness 150 nm. This discrepancy may be attributed to the nucleation of dislocation dominating the plastic deformation at this range of thickness, and nucleation is not captured in our MDDP simulations (Akarapu et al., 2010). For thickness of 800 nm and larger, our simulations slightly underestimate the thin films strength. Generally this difference is due to the change in grain sizes. As mentioned previously, the strength is a function of both the grain size and the film thickness (Hommel and Kraft, 2001; Nix, 1989; Lawrence et al., 2012). The thin films we considered in this work are single crystals, likely to have a much flatter shape compared to the grains present in the experimental samples. Also in Fig. 12 the yield strength for thickness 2400 nm obviously deviates

Fig. 13. The plots of (a) activation volume, (b) \( N_0 \exp \left( \frac{-Q'}{kt} \right) \), (c) nominal number of sources, and (d) activation enthalpy with respect to the change of size (diameter) for the thin films.
greatly from the power law predictions (red lines) compared to the rest of the data. This deviation is the consequence of the change in aspect ratio from $1/5 \times 10^{10}$ to $1/5 \times 5$ from thickness 800 nm to 2400 nm, resulting in a “thicker” grain. Hence, in the later analyses, this issue must be carefully addressed. Compared to the data of the micro-pillars (Fig. 7), the extent of the statistical variation is considerably smaller, even when the two different loading techniques are been considered. Similar to the micro-pillars observations, for thin films the amount of data spread decreases with increasing size (thickness in this case). This trend is true for both for the collection of all the data and for individual cases within each dislocation density and loading type group. Nonetheless, the numerical result shown in Fig. 12 can be fitted to a power law (Eq. (1)) with $n = 0.73$ comparable to the values calculated for the micro-pillars (Fig. 7).

Following the procedure performed in Section 3.1, the cumulative fraction plots are generated and then fitted using Eq. (7). The fitting results are shown in Fig. 13a–d. As expected the data points corresponding to thickness 2400 nm in $n^\alpha$ and $N_0 \cdot \exp(-Q^*/kT)$ plots clearly deviate from other data points. In Fig. 13a, excluding the last data point the fitting yields $\alpha = 2.23 \times 10^{-4}$ nm$^2$. Including that point, the fitting becomes $\alpha = 1.24 \times 10^{-4}$ nm$^2$. This change suggests that a non-linear model for the activation volume is perhaps more suitable. The $\beta$ value in Fig. 13c is determined to be 62. Thus the activation enthalpy is calculated to be $Q^*/eV = 0.72$ eV. We note that the activation enthalpy for the dislocation in the micro-pillars and the thin films are the same. The fitting parameters for the micro-pillars and thin films are compared in Table 2.

The fitted cumulated fraction data and the resulting PDFs are shown in Fig. 14. The observation we made in the previous section is also valid within these graphs. First, the fitting of 160 nm cumulative fraction curve is poor compared to other curves. Also, the PDFs show a clear change in the width, height and position of the peaks corresponding to changes in the thin film thickness. This observation is consistent with the observations made in the case of the micro-pillars.

4. Conclusion

In this work we investigate the heterogeneous deformation behavior of micro-pillar compression, thin film microtensile and microbulge tests using multi-scale discrete dislocation simulations (MDDP), we focus on the statistical variation in the flow stress resulting from specimen geometry size and initial dislocation source heterogeneity. The size effect on strength, in the small volumes simulated here, is evident in both the mean strength values and the statistical variation of the data. We show the percent uncertainty of the yield strength decreases as a power law with the increase of the length scale through uncertainty analysis. Additionally our results suggest, for metallic structures in small volumes, the flow stress is stochastic and is dependent on the initial dislocation density and spatial distribution. This stochastic flow stress is a contrast to the traditional plasticity models, in which the yield stress is often treated as deterministic. The results indicate greater flow stress statistical variation in the micro-pillar simulation results than in the thin film microtensile simulations. This difference in statistical variation spread can be attributed to the interaction of dislocations with surfaces and stress concentrations.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$\alpha$ (nm$^2$)</th>
<th>$\beta$</th>
<th>$Q^*$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro-pillars</td>
<td>$1.14 \times 10^{-4}$</td>
<td>10.95</td>
<td>0.72</td>
</tr>
<tr>
<td>Thin films</td>
<td>$2.23 \times 10^{-4}$ (1.24 $\times 10^{-4}$)</td>
<td>62</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Fig. 14. The (a) fitted cumulative fraction curves and (b) resulting probability density functions for the thin films.
The traction free boundary conditions and initial dislocation densities are consistent across both simulations: however, for the same dimensions, the thin film geometry has a larger surface area than the micro-pillar geometry. The consequence of these differing surface areas is that dislocations have a larger distance to sweep within the thin film. Within the micro-pillar case the main deformation mechanism is spiral motion of dislocations, but in the thin films the primary deformation mechanism is threading motion of the dislocations laid across the film thickness. The spiral mechanism tends to "contain" the deformation in a small region, producing strain bursts, and therefore the stress is very sensitive to the initial distribution of dislocations. As a result of this sensitivity a set of strength data, corresponding to a single micro-pillar size, may have a relatively large standard variation. In contrast, the mechanism of threading motion of dislocations, observed in thin films tends to distribute the deformation in a wider area; therefore, the strength in thin films is less sensitive to the initial dislocation density.

Based on these results a stochastic model of yield stress in micro- and nano-scale structures is developed through the use of nucleation theory. We suggest that the flow stress should be determined through a combination of scale size effects and probability analysis in future applications, such as plasticity models, and the comparison of experimental and atomistic simulation data. The determination of the yield stress should not be made solely through comparison with a threshold value. Instead the yield stress should be treated as a stochastic variable, in parallel with any traditional deterministic plasticity simulations, which can be quantified by Monte Carlo type simulations. This treatment stress will produce a stochastic yield stress based on the probabilistic distribution of finding and activating dislocation sources in a given small volume.
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