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Abstract

In some applications, it is reasonable to assume that geodesics (rays) have a consistent orientation so that the Helmholtz equation can be viewed as an evolution equation in one of the spatial directions. With such applications in mind, starting from Babich’s expansion, we develop a new high-order asymptotic method, which we dub \textit{the fast Huygens sweeping method}, for solving point-source Helmholtz equations in inhomogeneous media in the high-frequency regime and in the presence of caustics. The first novelty of this method is that we develop a new Eulerian approach to compute the \textit{asymptotics}, i.e. the traveltime function and amplitude coefficients that arise in Babich’s expansion, yielding a locally valid solution, which is accurate close enough to the source. The second novelty is that we utilize the Huygens-Kirchhoff integral to integrate many locally valid wavefields to construct globally valid wavefields. This automatically treats caustics and yields uniformly accurate solutions both near the source and remote from it. The third novelty is that the butterfly algorithm is adapted to accelerate the Huygens-Kirchhoff summation, achieving nearly optimal complexity $O(N \log N)$, where $N$ is the number of mesh points; the complexity prefactor depends on the desired accuracy and is independent of the frequency. To blackuce the storage of the resulting tables of asymptotics in Babich’s
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expansion, we use the multivariable Chebyshev series expansion to compress each table by encoding the information into a small number of coefficients.

The new method enjoys the following desirable features. First, it precomputes the asymptotics in Babich’s expansion, such as traveltime and amplitudes. Second, it takes care of caustics automatically. Third, it can compute the point-source Helmholtz solution for many different sources at many frequencies simultaneously. Fourth, for a specified number of points per wavelength, it can construct the wavefield in nearly optimal complexity in terms of the total number of mesh points, where the prefactor of the complexity only depends on the specified accuracy and is independent of frequency. Both two-dimensional and three-dimensional numerical experiments have been carried out to illustrate the performance, efficiency, and accuracy of the method.

1. Introduction

We consider the point-source Helmholtz equation in the $m$-dimensional space $\mathbb{R}^m$:

$$\nabla \cdot (\mu \nabla u) + \omega^2 \rho u = -\delta(r - r_0),$$  \hspace{1cm} (1)$$

with the Sommerfeld radiation condition imposed at infinity, where $r_0$ is the source location, position $r = [x_1, \cdots, x_m]^T$, the gradient operator $\nabla = [\partial_{x_1}, \cdots, \partial_{x_m}]^T$, $\omega$ is the angular frequency, and both variables $\rho$ and $\mu$ are analytic and positive functions of position $r$, characterizing certain physical parameters of the medium. The point-source solution, also called the Green’s function excited by $r_0$, is used in a variety of applications, such as medical imaging, seismic imaging, underwater acoustics, and synthetic aperture radar. Since in the high frequency regime, the popular finite-difference or finite-element methods require extremely refined grids of mesh points to prevent so-called pollution or dispersion errors [5, 4], we seek more effective methods to compute this point-source Helmholtz solution. In this paper, we develop a high-order, high-frequency, asymptotic method, which we call the fast Huygens sweeping method, for solving the Helmholtz equation (1) in the high frequency regime and in the presence of caustics, based on Babich’s rarely used asymptotic ansatz described in [3]. This ansatz is the Fourier transform in time of the one used by Hadamard [20] as outlined by Courant and Hilbert [15], Chapter VI, Section 15.6. Underlying this new method there are three critical elements: a novel Babich-ansatz based formulation.
for computing locally valid solutions, the Huygens secondary-source principle for constructing globally valid solutions, and an adapted butterfly algorithm to expedite the whole process.

The usual asymptotic expansion of the point-source solution to equation (1) is sought as

\[ u(r; r_0) = e^{i\omega \tau} \sum_{s=0}^{\infty} A_s(r; r_0) \frac{1}{(i\omega)^{s-(m-1)/2}}, \]

where \( \tau \) is the travel time from \( r_0 \) to \( r \) satisfying the eikonal equation

\[ |\nabla \tau(r; r_0)| = n(r), \]

with a point source boundary condition \( \tau(r_0; r_0) = 0 \), the refractive index \( n = \sqrt{\rho/\mu} \), and the \( \{A_s\} \) satisfy a recursive system of PDEs along the ray,

\[ 2\mu \nabla \tau \cdot \nabla A_s + A_s \nabla \cdot (\mu \nabla \tau) = -\nabla \cdot (\mu \nabla A_{s-1}), \]

for \( s = 0, 1, \cdots \), with \( A_{-1} \equiv 0 \). However, one difficulty arises immediately: how to choose the initial data for those \( \{A_i\} \). Moreover, when \( m = 2 \), this usual ray series does not yield an accurate solution close to the source. For constant \( \mu \), the problem of initializing \( \{A_i\} \) when \( m = 3 \) have been solved in [2] and is left incomplete when \( m = 2 \); in practice, such difficulties were handled by initializing \( \{A_i\} \) slightly away from the point source by using the solution for a medium with a constant refractive index equal to that at the source point [56, 45, 30, 34, 32, 33, 44]; the resulting numerical asymptotic solution is not uniform near the source. To resolve the difficulties, Babich [3] proposed a ray series, essentially the Fourier transform in time of Hadamard’s method for the wave equation, defined in terms of Hankel functions of the first kind, where the initial data for the frequency-independent coefficients, or asymptotics, are easily specified by comparing with the exact solution for a uniform medium near the source. By computing these, the new expansion yields uniformly accurate solutions in a region containing the source and up to but not including the first focal point (first contact with a caustic) on each ray.

The usefulness of this Babich’s ansatz for numerical simulation has been justified in our recent work [48] when \( \mu = 1 \). In this paper, we extend the application of Babich’s ansatz to the more general self-adjoint point-source Helmholtz equation (1) with variable \( \mu \); this is the first major contribution.
Moreover, we further incorporate this generalized ansatz into the Huygens-Kirchhoff integral so that caustics can be treated implicitly, and the resulting integral is further evaluated rapidly by using the fast butterfly algorithm; this is the second major contribution.

The usual geometric-optics series (2), as illustrated in many contexts [6, 17, 30, 32, 44], is not able to capture caustics, which occur with high probability for wave propagation in inhomogeneous media. Babich’s ansatz cannot overcome this issue either since it requires the traveltime $\tau$ to be smooth [3], which fails at caustics. To treat caustics, we will use the Huygens secondary-source principle. It has been shown that in isotropic media, as considered here, which are smooth, the squared eikonal solution of equation (3) is also smooth in a neighborhood of the source $r_0$ [2, 37, 51], implying that there is a neighborhood of the source which is free of caustics, and hence Babich’s ansatz constructs a locally valid asymptotic solution. Based on such an observation and the Huygens secondary-source principle, we are able to develop a Huygens sweeping algorithm to construct a globally valid solution by using the Huygens-Kirchhoff integral to patch together many locally valid solutions, so that caustics are automatically taken care of.

To go beyond caustics, we will make some assumptions for this point-source Helmholtz equation under consideration. For some applications, such as seismic imaging [14], underwater acoustics [21], and acoustical oceanography [10], it is natural to assume that a set of geodesics (rays) have a consistent direction so that the Helmholtz equation (1) may be viewed as an evolution equation. Thus along this direction, we partition the computational domain into lay black subdomains such that a layer-by-layer sweeping solver can be developed using Huygens’ principle to construct a globally valid solution. Specifically, the first layer is identified as a local neighborhood of $r_0$, where Babich’s expansion is valid. Next, we identify a neighborhood outside the first layer as the second layer so that Babich’s expansion for the Green’s function excited by any secondary source on the first-layer boundary is caustic-free in the second layer. By using the Huygens-Kirchhoff integral to integrate these locally valid Green’s functions over the first-layer boundary, we construct the wavefield in the second layer. Repeating this sweeping process, we construct a globally valid solution in the whole computational domain. In this way caustics are treated automatically.

The question now is how to implement the above sweeping strategy efficiently. To tackle this challenging problem, we must surmount several obstacles. The first obstacle is in the Babich-expansion ansatz in that the
traveltime function satisfying the eikonal equation has an upwind singularity at the primary source so that it is difficult to compute this function with high-order accuracy; moreover, the occurrence of the Laplacian of the traveltime in the transport equations makes the task more challenging. To deal with this obstacle, we use the newly developed high-order schemes [30, 33, 34, 48] for computing first-arrival traveltimes.

The second obstacle is how to store the many tables of asymptotics that we will generate for the many secondary sources. This storage issue is critical as we are aiming at solving Helmholtz equations in both 2-D and 3-D cases. We backuce data storage by expressing each asymptotic in terms of a multivariable Chebyshev series expansion. Thus we compress each table into a small number of Chebyshev coefficients. Computationally, such compression leads to a significant storage blackuction and efficient access to memory. Computationally, this strategy has been exploblack in [1] and used in [32].

The third obstacle is how to carry out efficiently the dense matrix-vector products requiblack by the Huygens-Kirchhoff integration. Let $J$ be the number of mesh points along each coordinate direction of the computational domain, so that the total number of mesh points is $N = J^m$ in the $m$-dimensional case. Because we are interested in the asymptotic solution everywhere in the computational domain, the solution at observation points (receivers) in the $m$-D case corresponds to the result of some matrix-vector products. In 2-D cases straightforward implementation of the above matrix-vector products requires $O(N)$ operations for each 1-D straight line of receivers, and the total computational cost will be $O(N^{3/2})$ as we need to carry out such matrix-vector products for roughly $N^{1/2}$ planes of receivers; in 3-D cases straightforward implementation of the above matrix-vector products requires $O(N^{4/3})$ operations for each plane of receivers, and the total computational cost will be $O(N^{5/3})$ as we need to carry out such matrix-vector products for roughly $N^{1/3}$ planes of receivers. Such computational cost is far too high to make our strategy practical. To tackle this difficulty, we adapt to our application the multilevel matrix decomposition based butterfly algorithm [36, 39, 12, 59, 16, 32, 44, 43]. The resulting butterfly algorithm allows us to carry out the requiblack matrix-vector products with the total computational cost of $O(N \log N)$ complexity, where the proportionality constant depends only on the specified accuracy and is independent of the frequency parameter $\omega$. Such low-rank rapid matrix-vector products are responsible for the adjective “fast” in the name “fast Huygens-sweeping method” of our method.
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The fast Huygens sweeping method also has two unique advantages which may be attributed to the precomputed tables of traveltimes and amplitudes. First, because the traveltime and amplitudes are independent of the frequency, the precomputed tables can be used to construct the wavefield for a given primary source at arbitrary frequencies. Second, those tables can be used to construct the wavefield at many other primary sources for arbitrary frequencies as well. These two merits are much desirable in many applications, such as seismic imaging and inversion.

1.1. Related work

The high-order schemes for the eikonal and transport equations that we are using here were developed in [30, 33, 34], which in turn are based on Lax-Friedrichs sweeping [24, 61, 62, 55, 50, 48], weighted essentially non-oscillatory (WENO) finite-difference approximation [40, 28, 23, 22], and factorization of the upwind source singularities [41, 60, 19, 30, 34, 31, 33]. To treat the upwind singularity at the point source, an adaptive method for the eikonal and transport equations has been proposed in [45] as well.

The idea of compressing a traveltime table into a small number of coefficients in a certain basis has been used frequently in seismic imaging by the geophysical community. Here we use the tensor-product based Chebyshev polynomials as the basis to compress the tables of traveltime, amplitudes and related invariants involved in the sweeping process, as inspired by the work in [1].

To construct a globally valid asymptotic Helmholtz solution even in the presence of caustics, there exist three possible approaches in the literature. The first approach is based on Ludwig’s uniform asymptotic expansions at caustics [29, 11], which require that the caustic structure be given. The second approach is based on the Maslov canonical operator theory [35]. Although the Maslov theory is beautiful, it is not so useful as it requires identifying where caustics occur first before the theory can be applied; in practice, caustics can occur anywhere along a central ray in an inhomogeneous medium with a high probability as shown in [57]. The third approach is based on Gaussian beam methods [13, 42, 49, 58, 27, 53, 52]. Although Gaussian beam methods can treat caustics automatically along a central ray, the method itself suffers from expensive beam summation and exponential growth of beam width as analyzed and illustrated in [27, 46, 47, 25, 26, 38, 52], and such shortcomings sometimes have hindered applications of Gaussian beam methods to complicated inhomogeneous media. In addition, Benamou
et al. [7, 8] designed an Eulerian geometrical-optics method for computing high-frequency electromagnetic fields in the vicinity of fold caustics. Our proposed new method is different from the above approaches.

The origin of the multilevel-matrix decomposition based butterfly algorithm can be traced back to the work [36], and it has been further developed in [39, 59, 12, 16]. In this work, we are using the version of the fast butterfly algorithm first developed in [12] and further analyzed in [16]. This fast butterfly algorithm was then adapted for Helmholtz equations [32, 44] and for Maxwell’s equations [43]. The significance of the fast butterfly algorithm for high-frequency wave computation was illustrated in a recent work [18]. Engquist and Zhao [18] showed that the $\epsilon$-approximate separability of $G(\mathbf{r}; \mathbf{r}_0) = A(\mathbf{r}; \mathbf{r}_0)e^{i\omega r(\mathbf{r}; \mathbf{r}_0)}$ has $\omega$-dependent lower and upper bounds when $\mathbf{r} \in X$ and $\mathbf{r}_0 \in Y$ with $X \subset \mathbb{R}^3$ and $Y \subset \mathbb{R}^3$ disjoint and compact. This result has two implications. The first implication is that when $\omega$ is fixed, the matrix corresponding to the discretized Green’s function will have finite $\epsilon$-numerical ranks no matter how dense the sampling is; consequently, low rank structures exist in the corresponding matrix when the wavefield is over-resolved per wavelength, which is not optimal in practice. The second implication is that when $\omega$ increases, the $\epsilon$-numerical rank for the corresponding matrix increases as well so that no obvious low-rank structure exists when the wavefield is resolved with a fixed number of points per wavelength. To create low-rank structures in the corresponding matrix, we have to set up the two sets $X$ and $Y$ in an $\omega$-dependent manner which is exactly the departure point for fast butterfly algorithms in [12, 32, 44, 43] and in the current paper.

1.2. Plan of the paper

In section 2, by introducing Babich’s expansion, we propose a novel formulation to construct a locally valid solution of equation (1). To construct the globally valid solution, we develop a Huygens-principle based sweeping algorithm in section 3. In sections 4 and 5, we present details of numerical implementations, along with a complexity analysis of our sweeping algorithm. Extensive numerical experiments are carried out in section 6 to illustrate the performance, efficiency and accuracy of our new method.
2. Babich’s expansion based local solution

2.1. Babich’s expansion

Using Babich’s ansatz [3] we seek an asymptotic solution to equation (1) as \( \omega \to \infty \) in a deleted neighborhood of \( r_0 \) in the following form

\[
u(r; \omega) = \sum_{s=0}^{\infty} v_s(r) f_{s+1-m/2}(\tau(r); \omega), \tag{5}\]

where \( \tau \) is the traveltime from \( r_0 \) to \( r \),

\[
f_p(\tau, \omega) = i \frac{\sqrt{\pi}}{2} \epsilon^{i\pi n} \left( \frac{2\tau}{\omega} \right)^p H^{(1)}_p(\omega \tau) = i \frac{\sqrt{\pi}}{2} \left( \frac{2\tau}{\omega} \right)^p H^{(1)}_{-p}(\omega \tau),
\]

\( H^{(1)}_p \) is the \( p \)-th Hankel function of the first kind, and the \( \{v_s\} \), for \( s \geq 0 \), are assumed to be smooth functions in the source neighborhood.

Substituting equation (5) into equation (1), and using the formulas [3]

\[
\frac{1}{\tau} \frac{\partial f_p(\tau; \omega)}{\partial \tau} = -2f_{p-1}(\tau; \omega), \tag{6}\]

\[
\omega^2 f_p(\tau; \omega) = 4(1-p)f_{p-1}(\tau; \omega) - 4\tau^2 f_{p-2}(\tau; \omega), \tag{7}\]

we obtain

\[
\sum_{s=0}^{\infty} f_{s+1-m/2} \left[ 4v_{s+2} \mu \tau^2 |\nabla \tau|^2 - 4v_{s+2} \rho \tau^2 - 2\nabla \cdot (v_{s+1} \mu \tau \nabla \tau) 
- 2\mu \tau \nabla \cdot \nabla v_{s+1} - 4(s+1-m/2)\rho v_{s+1} + \nabla \cdot (\mu \nabla v_s) \right] = 0,
\]

where we have made the convention that \( v_s \equiv 0 \) when \( s \leq -1 \).

Meanwhile, since for large \( \omega \) [3],

\[
\frac{f_{p+1}(\tau; \omega)}{f_p(\tau; \omega)} = O\left( \frac{1}{\omega} \right), \tag{9}\]

the coefficient of every \( f_{s+1-m/2} \) in equation (8) must be zero so that we get, for \( s = -2, -1, \cdots \),

\[
4v_{s+2} \mu \tau^2 |\nabla \tau|^2 - 4v_{s+2} \rho \tau^2 - 2\nabla \cdot (v_{s+1} \mu \tau \nabla \tau)
- 2\mu \tau \nabla \cdot \nabla v_{s+1} - 4(s+1-m/2)\rho v_{s+1} + \nabla \cdot (\mu \nabla v_s) = 0.
\]
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In particular, when \( s = -2 \), remembering that \( v_{-2} \equiv v_{-1} \equiv 0 \), we obtain

\[
4v_0 \tau^2 (\mu |\nabla \tau|^2 - \rho) = 0,
\]

which leads to the same eikonal equation (3), when we define

\[
n = \sqrt{\frac{\rho}{\mu}},
\]

Then for general \( s \geq -1 \), equation (10) blackces to a recursive system of transport equations

\[
4\mu \tau \nabla \cdot \nabla v_{s+1} + v_{s+1} [2(2s + 2 - m)\rho + 2 \nabla \cdot (\mu \tau \nabla \tau)] = \nabla \cdot (\mu \nabla v_s). \tag{13}
\]

2.2. Interpretation as energy conservation when \( s = -1 \)

We now study equation (13) for the leading term, i.e., for \( s = -1 \),

\[
4\mu \tau \nabla \cdot \nabla v_0 + v_0 [2m\rho + 2 \nabla \cdot (\mu \tau \nabla \tau)] = 0. \tag{14}
\]

Notice that the amplitude of the leading term in equation (5) is not \( v_0 \) but \( v_0 \) multiplied by the leading amplitude for \( \omega \) large of \( f_{1-m/2} \). But this amplitude is

\[
\mathcal{O}(\tau^{1-m/2}\tau^{-1/2}) = \mathcal{O}(\tau^{1-m})), \tag{15}
\]

where the extra \( \tau^{-1/2} \) is attributed to

\[
\left| H_{1-m/2}^{(1)}(\omega \tau) \right| \approx \sqrt{\frac{2}{\pi \omega}} \tau^{-1/2},
\]

for large \( \omega \). Therefore, the true leading amplitude is (proportional to) \( u_0 = v_0 \tau^{1-m} \). We set \( v_0 = \tau^{m-1}u_0 \) in equation (13) and get

\[
4\mu \tau \nabla \cdot \nabla u_0 + 2u_0 \tau \nabla \mu \cdot \nabla \tau + 2u_0 \mu \tau \Delta \tau = 0, \tag{16}
\]

which can be further simplified to

\[
2\mu \nu \nabla u_0 + u_0 \nabla \cdot (\mu \nabla \tau) = 0. \tag{17}
\]

Finally, on multiplying by \( u_0 \), we get

\[
\nabla \cdot (\mu u_0^2 \nabla \tau) = 0, \tag{18}
\]
or

\[ \nabla \cdot (\rho u_0^2 c^2 \nabla \tau) = 0, \]  

(19)

where \( c = \frac{1}{n} = \sqrt{\frac{\mu}{\rho}} \) is the magnitude of ray velocity.

As \( c^2 \nabla \tau \) is the ray velocity vector, if we think \( \rho u_0^2 \) as the energy density, then \( \rho u_0^2 c^2 \nabla \tau \) becomes the energy flux vector. Thus, the divergence of the energy flux is zero so that energy is conserved to leading order, and energy flux is conserved along tubes of rays as it should be. This also verifies that equation (13) leads to the conventional transport equation (4) with \( s = 0 \) for the leading amplitude \( A_0 \), which always has this energy-conservation interpretation due to

\[ \nabla \cdot (\mu A_0^2 \nabla \tau) = 0. \]  

(20)

Unlike the true amplitudes \( \{A_s\}_{s=0}^{\infty} \), starting values of which are hard to obtain, those “non-real” amplitudes \( \{v_s\}_{s=0}^{\infty} \) can be well-initialized, as will be discussed below.

2.3. Computing \( v_s \)

It has been shown that in an isotropic medium, as consideblack here, unlike \( \tau \) non-differentiable at \( r_0 \), \( \tau^2 \) is analytic in the source neighborhood \([33]\) so that by the simple relation \( \nabla \tau^2 = 2\tau \nabla \tau \), we can transform equation (13) into the following transport equations with analytic coefficients in terms of \( \tau^2 \),

\[ 2\mu \nabla \tau^2 \cdot \nabla v_{s+1} + v_{s+1} \left[ 2(2s + 2 - m)\rho + \nabla \cdot (\mu \nabla \tau^2) \right] = \nabla \cdot (\mu \nabla v_s), \]  

(21)

for \( s = -1, 0, \cdots \), which, from numerical perspectives, is superior to equation (13). To compute \( \{v_s\}_{s=0} \), proper initial conditions of \( v_s \) at \( r_0 \) must be imposed. In the following, we shall assume that the traveltime \( \tau \) is found in the source neighborhood by the method of characteristics.

2.3.1. Analytic form of \( v_0 \)

By ray theory or method of characteristics, along a ray traced out from the source \( r_0 \) to \( r \), the directional derivative operator along the traveltime \( \tau \) satisfies

\[ n^2 \frac{\partial}{\partial \tau} = \nabla \tau \cdot \nabla. \]  

(22)

Therefore, equation (21) becomes

\[ 4\rho \tau \frac{\partial v_{s+1}}{\partial \tau} + v_{s+1} \left[ 2(2s + 2 - m)\rho + \nabla \cdot (\mu \nabla \tau^2) \right] = \nabla \cdot (\mu \nabla v_s). \]  

(23)
Clearly, when \( \mu = 1, \rho = n^2 \), and so equation (23) exactly coincides with Babich’s equation (6) in [3], which is

\[
4n^2 \tau \frac{\partial v_{s+1}}{\partial \tau} + v_{s+1} \left[ 2(2s + 2 - m)n^2 + \Delta \tau^2 \right] = \Delta v_s.
\] (24)

Taking \( s = -1 \) in equation (21), we get

\[
\nabla \tau^2 \cdot \nabla v_0 + v_0 \left[ \nabla \cdot \frac{\mu \nabla \tau^2}{2\mu} - mn^2 \right] = 0.
\] (25)

Correspondingly, equation (23) becomes

\[
\frac{\partial v_0}{\partial \tau} + v_0 \left[ \nabla \cdot \frac{\mu \nabla \tau^2}{4\tau \rho} - 2m \rho \right] = 0,
\] (26)

or,

\[
\frac{\partial \log v_0}{\partial \tau} = -\frac{\nabla \cdot \left( \frac{\mu \nabla \tau^2}{4\tau \rho} - 2m \rho \right)}{4\tau \rho}.
\] (27)

Thus, we obtain a general solution for \( v_0 \)

\[
v_0(\tau) = v_0|_{\tau=0} \exp \left( -\int_0^\tau \frac{\nabla \cdot \left( \frac{\mu \nabla \tau^2}{4\tau \rho} - 2m \rho \right)}{4\tau' \rho} \, d\tau' \right),
\] (28)

which coincides with Babich’s equation (7) in [3] when \( \mu = 1 \). Moreover, in a source neighborhood where \( \tau^2 \) is analytic, \( v_0 \) is analytic and unique if the starting value \( v_0|_{\tau=0} \) is specified.

We now determine \( v_0(r_0) = v_0|_{r=0} \). Near the source \( r_0 \), the wavefield \( u \) has the following asymptotic form [3]

\[
\frac{u(r)}{v_0(r_0)} \simeq \begin{cases} 
-\frac{1}{2\pi \mu_0} \log |r - r_0| & m = 2, \\
\frac{\Gamma(m/2)}{(m-2)2\pi^{m/2} \mu_0} |r - r_0|^{2-m} & m \geq 3,
\end{cases}
\] (29)

where \( \mu_0 = \mu(r_0) \). Meanwhile, knowing that \( \tau(r) \simeq n_0 |r - r_0| \) with \( n_0 = n(r_0) \), we may obtain from the Hankel based ansatz (5) that

\[
u(r) \simeq v_0(r_0) \frac{\sqrt{\pi} i}{2} \left( \frac{2\tau}{\omega} \right)^{1-m/2} H^{(1)}_{m/2-1}(\omega \tau)
\] (30)

\[
\simeq \begin{cases} 
-\frac{v_0(r_0)}{\sqrt{\pi}} \log |r - r_0| & m = 2, \\
\frac{\Gamma(m/2) n_0^{2-m} v_0(r_0)}{(m-2)\sqrt{\pi}} |r - r_0|^{2-m} & m \geq 3,
\end{cases}
\]
where we have used the asymptotic form of the Hankel function, as $r \to r_0$,

\[
H^{(1)}_{m/2-1} \simeq \begin{cases} 
\frac{2}{\pi} \log |r - r_0| & m = 2, \\
-\frac{\Gamma(m/2)}{(m/2-1)\pi} \left( \frac{2}{\omega r} \right)^{m/2-1} & m \geq 3.
\end{cases}
\]  

(31)

Consequently, one gets

\[
v_0(r_0) = \frac{n_0^{m-2}}{2\mu_0 \pi^{(m-1)/2}},
\]  

(32)

for $m \geq 2$. Equipped with such an initial condition, equation (25) can be solved for $v_0$.

2.3.2. Analytic form of $v_s$ for $s \geq 1$

To solve equation (23) for $s \geq 0$, we first consider its homogeneous solution $v_s^{(0)}$, solving

\[
4\rho \tau \frac{\partial v_{s+1}^{(0)}}{\partial \tau} + v_{s+1}^{(0)} \left[ 2(2s + 2 - m)\rho + \nabla \cdot (\mu \nabla \tau^2) \right] = 0.
\]  

(33)

It can be rewritten as by equation (27),

\[
\frac{\partial \log v_{s+1}^{(0)}}{\partial \tau} = -\frac{2(2s + 2 - m)\rho + \nabla \cdot (\mu \nabla \tau^2)}{4\rho \tau} = -\frac{s + 1}{\tau} - \frac{\partial \log v_0}{\partial \tau} = \frac{\partial \log \tau^{-(s+1)}v_0}{\partial \tau}. 
\]  

(34)

Therefore, let $v_{s+1}^{(0)} = \tau^{-(s+1)}v_0$, motivating us to seek the inhomogeneous solution in the form

\[
v_{s+1} = w v_{s+1}^{(0)} = w v_0 \tau^{-(s+1)},
\]

where the unknown $w$ is a function of $\tau$. Substituting this into equation (23) and taking equation (33) into account, we see that

\[
4\rho \tau^{-s}v_0 \frac{\partial w}{\partial \tau} = \nabla \cdot (\mu \nabla v_s),
\]  

(35)
leading to
\[
w = \int_0^\tau \frac{\tau^s \nabla \cdot (\mu \nabla v_0)}{4\rho v_0(\tau')} d\tau' + c_{s+1},
\]
(36)
and finally
\[
v_{s+1}(\tau) = \tau^{-(s+1)} v_0(\tau) \left[ \int_0^\tau \frac{\tau^s \nabla \cdot (\mu \nabla v_0)}{4\rho v_0(\tau')} d\tau' + c_{s+1} \right],
\]
(37)
where \(c_{s+1} \equiv \text{const. on each ray.}\)

To determine the value of \(c_{s+1}\), we analyze the asymptotic behavior of \(v_{s+1}\) near \(r_0\). As \(r \to r_0\), or \(\tau \to 0\), one can easily see that
\[
v_{s+1}(r) \simeq \begin{cases} 
c_{s+1} v_0(r_0) \tau^{-(s+1)} & \text{if } c_{s+1} \neq 0, \\
\frac{\nabla (\mu \nabla v_0)}{4(s+1)\rho v_0} \bigg|_{r=r_0} & \text{if } c_{s+1} = 0.
\end{cases}
\]
(38)
Clearly, to ensure the continuity of \(v_{s+1}\) at the source \(r_0\), we have to choose \(c_{s+1} = 0\) so that we see from equation (37) that \(v_{s+1}\) is totally determined by \(v_s\) and \(\tau\) for \(s \geq 0\). In other words, once \(v_0\) and \(\tau\) are known, \(v_s\) as well as its starting value \(v_s(r_0)\) is uniquely determined. In the source neighborhood where \(\tau^2\) is analytic, \(v_s\) is also analytic according to [3]. We point out that there appears to be an error in Babich’s equation (8) in [3], to which equation (37) should blackuce when \(\mu = 1\) and \(\rho = n^2\).

In the rest of this paper, we will mainly use the Babich ansatz truncated after the second term:
\[
u(r; \omega) \approx \frac{\sqrt{\pi i}}{2} \left( \frac{2\tau}{\omega} \right)^{1-m/2} \left( v_0(r) H^{(1)}_{m/2-1}(\omega\tau) + v_1(r) \left( \frac{2\tau}{\omega} \right) H^{(1)}_{m/2-2}(\omega\tau) \right).
\]
(39)
Consequently, one first needs to solve the point-source eikonal equation (3) for \(\tau\), then the homogeneous transport equation (25) for \(v_0\), and finally the inhomogeneous transport equation (21) with \(s = 0\), i.e.,
\[
\nabla \tau^2 \cdot \nabla v_1 + v_1 \left[ (2-m)n^2 + \frac{\nabla \cdot (\mu \nabla \tau^2)}{2\mu} \right] = \frac{\nabla \cdot (\mu \nabla v_0)}{2\mu},
\]
(40)
for \(v_1\). Numerical methods for computing \(\tau\), \(v_0\) and \(v_1\) will be discussed later.
2.4. Local validity of the Babich ansatz

In an inhomogeneous medium with variable refractive index \( n \), the solution \( \tau \) to equation (3) is non-smooth in general, due to ray focusing away from the source \( r_0 \). As a result, caustics develop and \( \tau \) becomes multi-valued. Caustics are lower dimensional manifolds enveloped by the rays. When caustics form, we usually consider the viscosity solution of equation (3) instead, which is singled out at each point as the minimum among the multiple values of \( \tau \), if they exist. However, in the vicinity of caustics, the viscosity solution is non-differentiable and the coefficients in equation (21) relating to \( \tau \) become discontinuous so that the ray ansatz of Babich does not give a good approximation to the wavefield. The \( \{v_s\}_{s \geq 0} \) lose analyticity at caustics. The Hankel-based series (5) is then not smooth and hence fails to characterize the wavefield at caustics, which is independently known to be smooth everywhere.

Fortunately, in isotropic media such as considered here there is a neighborhood of the source in which no caustics occur except the source itself. There is therefore a certain neighborhood of the source \( r_0 \) within which the ansatz (5) yields a locally valid asymptotic solution to the point-source Helmholtz equation (1). A natural question arises: can we extend the locally valid asymptotic solution beyond this region of local validity? The Huygens principle states that the wavefield away from a domain enclosing the source \( r_0 \) is determined by wavefields on the boundary of the domain. Therefore, the global wavefield can be generated by accumulating local wavefields layer by layer when we use Huygens-Kirchhoff integrals to integrate many locally valid Green’s functions to construct the primary wavefield in each layer. In this way, we construct a globally valid solution, uniformly accurate both near the source and remote from it, even in the presence of caustics. Even though the primary wavefield we are constructing may contain caustics, our layer-by-layer method is successful because the contributing Green’s functions do not contain caustics.

2.5. The Babich ansatz versus the usual geometrical optics ansatz

In [32], the usual geometrical-optics (GO) ansatz was employed to construct wavefields with caustics. The leading term of equation (2) yields the GO ansatz

\[
u_{GO}(r; \omega) = A_0(r; r_0) e^{i\omega \tau (i\omega)^{(m-3)/2}}, \tag{41}\]
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where the traveltime $\tau$ satisfies the eikonal equation (3) and the leading amplitude $A_0$ is governed by equation (4) at $s = 0$, 

$$2\mu \nabla \tau \cdot \nabla A_0 + A_0 \nabla \cdot (\mu \nabla \tau) = 0.$$  \hfill (42)

According to [32], in an homogeneous medium with $\mu = \mu_0$ and $\rho = \rho_0 = n_0^2 \mu_0$, the outgoing radiating point-source solution satisfies

$$A_0 = \frac{1}{4\mu_0} \left( \frac{n_0}{2} \right)^{(m-3)/2} \left( \frac{1}{\pi |r - r_0|} \right)^{(m-1)/2},$$  \hfill (43)

so that in an inhomogeneous medium, we impose on $A_0$ the following source condition

$$\lim_{r \to r_0} \left( \frac{A_0}{\frac{1}{4\mu_0} \left( \frac{n_0}{2} \right)^{(m-3)/2} \left( \frac{1}{\pi |r - r_0|} \right)^{(m-1)/2}} \right) = 1,$$  \hfill (44)

where we recall that $\mu_0 = \mu(r_0)$ and $n_0 = n(r_0)$.

Comparing equation (44) and equation (32), we conclude that Babich’s expansion is superior to the usual GO ansatz both theoretically and numerically. Theoretically, near the source $r_0$, $u_{GO}$ does not capture the correct source singularity when $m = 2$ as shown in equation (29), while the leading term of Babich’s expansion (5) exhibits correct source singularities uniformly for all $m$.

Numerically, since $A_0$ is unbounded at the source $r_0$, we have to solve the transport equation (42) by initializing $A_0$ slightly away from the source which in turn degrades the accuracy of computed $A_0$ and the overall accuracy of $u_{GO}$. On the other hand, since the leading coefficient $v_0$ in Babich’s expansion is analytic in the region around $r_0$ where $\tau^2$ is analytic, $v_0$ can be initialized close to the source $r_0$, which in turn enables us to compute $v_0$ to high-order accuracy efficiently and effectively as shown in our numerical examples.

3. Huygens-principle based global solution

3.1. Huygens-Kirchhoff formula

Supposing that $u$ is known on the boundary $S$ of a bounded domain enclosing $r_0$, as shown in Figure 1(a), we develop the Huygens-Kirchhoff formula below to construct $u$ in the exterior domain $\Omega_{ext}$ of $S$. 
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Let \( r' = [x'_1, \ldots, x'_m]^T \) and \( L \) be the differential operator
\[
L = \nabla' \cdot (\mu(r')\nabla') + \omega^2\mu(r')n^2(r'),
\]
where \( \nabla' = [\partial_{x'_1}, \ldots, \partial_{x'_m}]^T \). Then the Green’s function excited by \( r, G(r'; r) \) satisfies
\[
LG(r'; r) = -\delta(r' - r),
\]
and we have for sufficiently large \( R > 0 \),
\[
-u(r; r_0) = \int_V -\delta(r' - r)u(r'; r_0)dr'
= \int_V \left[ \nabla' \cdot (\mu(r')\nabla'G(r'; r)) + \omega^2n^2(r')\mu(r')G(r'; r) \right]u(r'; r_0)dr'
= \int_V \left[ \nabla' \cdot (\mu(r')\nabla'G(r'; r))u(r'; r_0) - \nabla' \cdot (\mu(r')\nabla u(r'))G(r'; r) \right]dr'
= \int_{S \cup \partial B(r_0, R)} \mu(r') \left[ G_{\nu'}(r'; r)u(r') - G(r'; r)u_{\nu'}(r') \right]dS(r'),
\]
where \( V = \Omega_{\text{ext}} \cap B(r_0, R) \) and \( \nu' \) is the outer unit normal vector to the surface \( S \cup \partial B(r_0, R) \). Here and in what follows we use the subscript \( \nu' \) for the directional derivative \( \nu' \cdot \nabla' \) evaluated at \( r' \). We also define \( \nu' = \nu(r') \).

Letting \( R \to \infty \) and remembering the Sommerfeld radiation condition, the integral on \( \partial B(r_0, R) \) vanishes so that we get the Huygens-Kirchhoff formula:
for \( r \in \Omega, \)

\[
    u(r; r_0) = \int_S \mu(r') [G(r'; r)u(r') - G_{r'}(r; r')u(r')] dS(r').
\]

(47)

Similarly, one can arrive at this formula when \( S \) is an unbounded surface, e.g., a plane \( z = z_* \) as shown in Figure 1(b), where we assume that \( u \) is already given in the upper half plane.

Since the operator \( L \) is self-adjoint, the Green’s function satisfies the natural reciprocity:

\[
    G(r'; r) = G(r; r').
\]

(48)

This shows that the two arguments in \( G \) and \( G_{r'} \) in equation (47) can be exchanged so that numerically computing the Green’s function becomes more efficient since, as a manifold of source locations, the surface \( S \) has one dimension less than the volume \( \Omega \). Consequently, we have for any \( r \in \Omega, \)

\[
    u(r; r_0) = \int_S \mu(r') [G(r; r')u(r') - G_{r'}(r; r')u(r')] dS(r').
\]

(49)

3.2. Computing the normal derivative \( G_{r'} \)

Using the two-term Babich approximation to approximate \( G(r; r') \), we get the approximation of its normal derivative as follows,

\[
    G_{r'}(r; r') \approx \frac{\sqrt{\pi} i}{2} (2/\omega)^{1-m/2} \left[ \left( \tau^{1-m/2} v_0 H_{m/2-1}^{(1)}(\omega \tau) \right)_{r'} \right. \\
    \left. -2i/\omega \left( \tau^{2-m/2} v_1 H_{m/2-1}^{(1)}(\omega \tau) \right)_{r'} \right] \\
    = \frac{\sqrt{\pi} i}{2} (2/\omega)^{1-m/2} \left\{ \left[ \omega \tau^{1-m/2} v_0 \left( H_{m/2}^{(1)} H_{m/2-2}^{(1)} + H_{m/2-1}^{(1)} \right) / 2 \right. \\
    + (1 - m/2) \tau^{-m/2} v_0 H_{m/2-1}^{(1)} - i \tau^{2-m/2} v_1 \left( H_{m/2-1}^{(1)} + H_{m/2-3}^{(1)} \right) \right\} \\
    + \tau^{1-m/2} H_{m/2-1}^{(1)} v_0 H_{0} + O(1/\omega),
\]

(50)

where the \( O(1/\omega) \)-term can be discarded at high frequencies. Clearly, computing the normal derivative requires two more derivative terms

\[
    \tau_{r'}(r; r') := \nabla' \tau(r; r') \cdot \nu(r'),
\]

\[
    v_0_{r'}(r; r') := \nabla' v_0(r; r') \cdot \nu(r').
\]
3.2.1. Computing $\tau_{,\nu}$

We start by computing $\tau_{,\nu}$. It satisfies

$$\nabla \tau(r; r') \cdot \nabla \tau_{,\nu}(r; r') = \frac{1}{2} \nabla' (\nabla \tau(r; r') \cdot \nabla \tau(r; r')) \cdot \nu(r')$$

$$= \frac{1}{2} \nabla' (n^2(r)) \cdot \nu(r')$$

$$= 0,$$  \hspace{1cm} \text{(51)}

with a point source condition

$$\lim_{r \to r'} \left[ \tau_{,\nu}(r; r') - \frac{n(r')}{|r' - r|} (r' - r) \cdot \nu(r') \right] = 0,$$  \hspace{1cm} \text{(54)}

obtained by taking into account that $\tau(r; r') \simeq n(r')|r - r'|$ as $r \to r'$. Since equation (51) shows that the derivative of $\tau_{,\nu}$ along a ray is zero, $\tau_{,\nu}$ remains constant along the ray and is equal to its initial value

$$\tau_{,\nu}(r; r') = -n(r') t' \cdot \nu' = -n(r') \cos \theta',$$  \hspace{1cm} \text{(52)}

where $t'$ is the takeoff direction of the ray from $r'$ to $r$, and $\theta'$ is the angle between $t'$ and $\nu'$.

To resolve the singularity of $\tau_{,\nu}$ at $r = r'$, we compute $\Phi = \tau \tau_{,\nu}$ instead, solving

$$\nabla \tau^2 \cdot \nabla \Phi = 2(\nabla \tau \cdot \nabla \tau) \tau \tau_{,\nu} + \tau^2 \nabla \tau \cdot \nabla \tau_{,\nu} = 2n^2 \Phi,$$  \hspace{1cm} \text{(53)}

with a point source condition

$$\lim_{r \to r'} \left[ \Phi(r; r') - n^2(r')(r' - r) \cdot \nu(r') \right] = 0.$$  \hspace{1cm} \text{(54)}
3.2.2. Computing \( v_0, \nu' \)

Let us now turn to the consideration of \( v_0, \nu' \). By equation (25), we have

\[
\nabla^2 \cdot \nabla v_0, \nu'(r; r') = \nabla^2 \left( \nabla \cdot (\nabla' v_0(r; r') \cdot \nu'(r')) \right) \\
= (\nabla^2 \cdot \nabla v_0), \nu' - \nabla \left( (\nabla^2), \nu' \right) \cdot \nabla v_0 \\
= - \left( v_0 \left[ \nabla \cdot \left( \frac{\mu \nabla \tau^2}{2\mu} - mn^2 \right) \right] \right)_{,\nu'} - 2\nabla \Phi \cdot \nabla v_0 \\
= - \left[ \nabla \cdot \left( \frac{\mu \nabla \tau^2}{2\mu} - mn^2 \right) \right] v_0_{,\nu'} - v_0 \left[ \nabla \cdot \left( \frac{\mu \nabla \tau^2}{2\mu} \right) \right]_{,\nu'} - 2\nabla \Phi \cdot \nabla v_0 \\
= - \left[ \nabla \cdot \left( \frac{\mu \nabla \tau^2}{2\mu} - mn^2 \right) \right] v_0_{,\nu'} - v_0 \left[ \nabla \cdot \left( \frac{\mu \nabla \tau^2}{2\mu} \right) \right]_{,\nu'} - 2\nabla \Phi \cdot \nabla v_0 \\
= - \left[ \nabla \cdot \left( \frac{\mu \nabla \tau^2}{2\mu} - mn^2 \right) \right] v_0_{,\nu'} - v_0 \left[ \nabla \cdot \left( \frac{\mu \nabla \Phi}{\mu} \right) \right]_{,\nu'} - 2\nabla \Phi \cdot \nabla v_0,
\]

(55)

thereby leading to the governing equation for \( v_0, \nu' \):

\[
\nabla^2 \cdot \nabla v_0, \nu' + v_0, \nu' \left[ \nabla \cdot \left( \frac{\mu \nabla \tau^2}{2\mu} - mn^2 \right) \right] = -v_0 \left[ \nabla \cdot \left( \frac{\mu \nabla \Phi}{\mu} \right) \right]_{,\nu'} - 2\nabla \Phi \cdot \nabla v_0, \quad (56)
\]

with a point source condition

\[
\lim_{r \to r'} v_0, \nu'(r; r') = v_0, \nu'(r; r')|_{r=r'}, \quad (57)
\]

to be determined by \( v_0 \).

To use the Huygens-Kirchhoff formula (49) for computing \( u \) in \( \Omega_{ext} \), we need to construct \( G(r; r') \) and \( G_{\nu'}(r; r') \) by computing the following five ingblackients sequentially: \( \tau^2(r; r') \) (not \( \tau \) as it is not smooth at the source), \( v_0(r; r'), v_1(r; r'), \Phi(r; r') \) and \( v_0, \nu'(r; r') \) at any \( r \in \Omega_{ext} \) and \( r' \in S \), which will be referblack in what follows as the Babich ingblackients.

3.3. Layer-by-layer sweeping: continuous case

As discussed before, the Babich ansatz (5) is valid locally so that computed \( G \) and \( G_{\nu'} \) by equations (39) and (50), respectively, are only accurate in a short-wave distance away from the source surface \( S \) so that we may only construct the wavefield in a layer within the short-wave distance away from \( S \) by the Huygens-Kirchhoff formula (49). Nevertheless, by repeating such process, one still can construct a globally valid solution layer by layer. We now present the layer-by-layer sweeping algorithm.
Algorithm 1. Layer-by-layer Sweeping Algorithm.

1. For the primary source \( r_0 \), identify the first layer \( \Omega_0 \) as a region enclosing \( r_0 \), where the Babich approximation (39) is valid, and compute the wavefield \( u \) by equation (39) in \( \Omega_0 \).

2. In the exterior of \( \Omega_0 \), identify the second layer \( \Omega_1 \) as a common neighborhood where the Babich approximation (39) remains valid for the Green's function excited by any secondary-source point on the boundary of \( \Omega_0 \), \( S_0 = \partial \Omega_0 \), named by the first secondary-source surface. Consequently, the Green's function as well as its normal derivative become available by the Babich approximations (39) and (50).

3. Compute \( u \) in \( \Omega_1 \) by the Huygens-Kirchhoff formula (49) with \( S = S_0 \) and \( \Omega_{\text{ext}} = \Omega_1 \).

4. Repeating steps 2 and 3, we get a sequence of layers \( \{ \Omega_j \}_{j \geq 1} \) so that the Green's function and its normal derivative at the secondary-source surface \( S_{j-1} = \partial \Omega_{j-1} \) are available in \( \Omega_j \). Repeatedly using the Huygens-Kirchhoff formula in all layers \( \{ \Omega_j \} \), we sweep the wavefield \( u \) layer-by-layer so that a globally valid solution is constructed.

In the following, we will present details on implementing Algorithm 1 and will only focus on the two- or three-dimensional space, i.e., \( m = 2 \) or 3. For the sake of clarity, we will name the Cartesian axes in \( \mathbb{R}^2 \) by \( x \) and \( z \), in \( \mathbb{R}^3 \) by \( x, y \) and \( z \).

4. Lax-Friedrichs WENO schemes for the Babich inhomogeneities

4.1. Numerical schemes

To compute the wavefield \( u \) by the primary source \( r_0 \) or the Green's function \( G \) by a secondary source, we have to solve the eikonal equation (3) first as \( \tau \) appears as coefficients in the governing equations (25) and (40). In general, if we desire a 1st-order accurate \( v_1 \), we need a 3rd-order accurate \( v_0 \) due to the term \( \nabla (\mu \nabla v_0) \) in equation (40). This in turn indicates that we have to compute a 5th-order accurate \( \tau \).

Since \( \tau \) itself is non-differentiable at \( r_0 \), all high-order upwind numerical schemes on discretizing the point-source eikonal equation (3) itself yields
only 1st-order accuracy near the source, which further propagates over the whole computational domain due to the upwinding nature of the underlying schemes. To resolve this issue, we follow the factorization approach in [41, 60, 19, 30, 34, 31, 33], rewriting $\tau$ as the product of a known non-differentiable term (e.g. $n_0|\mathbf{r}-\mathbf{r}_0|$) and an unknown which is analytic in a source neighborhood. Next, by employing the existing high-order Lax-Friedrichs Weighted Essentially Non-Oscillatory (LxF-WENO) schemes [24, 61, 30, 33, 34, 48] to compute the unknown, we obtain a solution converging to the viscosity solution of equation (3) with high accuracy in the smooth region of $\tau^2$. Such high-order LxF-WENO schemes can be easily adapted to solve the other first-order hyperbolic equations, such as equations (25), (40), (53) and (56).

In this paper, we use the 5th-, 3rd- and 1st-order LxF-WENO schemes developed in [48] to solve equations (3), (25) and (40), respectively, yielding a 5th-order accurate $\tau$, a 3rd-order accurate $v_0$ and a 1st-order accurate $v_1$. Consequently, the primary wavefield or the Green’s function excited by a secondary source can be constructed. In addition, we use the 3rd-order and 1st-order LxF-WENO schemes in [48] to compute a 3rd-order accurate $\Phi$ and a 1st-order accurate $v_{0,\nu}$, respectively, so that the normal-derivative term $G_{\nu}$ can be constructed.

In the implementation, to use a $P$-th order LxF-WENO scheme to solve any of the five point-source equations (3), (25), (40), (53), and (56), one needs to initialize a $P$-th order accurate solution in a neighborhood of size $(P+1)h$ cented at the source where $h$ is the grid size used in LxF-WENO schemes. During each iteration, values of the targeted variable in this neighborhood are fixed while those elsewhere are updated by the related scheme until convergence is achieved. In the next section, following closely [48], we present details on initializing the five Babich ingblackients near the source.

### 4.2. Initialization of the Babich ingblackients

Without loss of generality, we consider initializing the five Babich ingblackients near the primary source $\mathbf{r}_0$ and taking $\mathbf{r}_0 = \mathbf{0}$. Define $\Psi(\mathbf{r}) = n^2(\mathbf{r})$ and $U(\mathbf{r}) = \log \mu(\mathbf{r})$. As they are analytic near the source, we can
rewrite them by their Taylor series about the origin as:

\[ \Psi(r) = \sum_{k=0}^{\infty} \Psi_k(r), \quad (58) \]
\[ U(r) = \sum_{k=0}^{\infty} U_k(r), \quad (59) \]

where and hereafter in this section the term with subscript \( k \) denotes a homogeneous polynomial of degree \( k \).

As \( \tau^2 \) is analytic in the source neighborhood, we denote its Taylor series by

\[ \tau^2(r) = \sum_{k=0}^{\infty} T_k(r). \quad (60) \]

According to [33], by substituting equations (58) and (60) into the eikonal equation, we obtain recursive formulas for \( \{ T_k \} \) when \( k \geq 3 \):

\[ (P - 1) \Psi_0 T_P = \sum_{k=1}^{P-2} \Psi_k T_{P-k} - \frac{1}{4} \sum_{k=2}^{P-2} \nabla T_{k+1} \cdot \nabla T_{P-k+1}, \quad (61) \]

together with initial setups: \( T_0 = T_1 = 0 \) and \( T_2 = \Psi_0 r^2 \). For example, by equation (61), one gets

\[ T_3(r) = \frac{1}{2} \Psi_1(r) r^2. \quad (62) \]

Therefore, if we use the truncated series \( \tilde{T}_P(r) = \sum_{k=2}^{\tilde{P}} T_k(r) \) to approximate \( \tau^2 \) near the source, we obtain

\[ |\tau(r) - \sqrt{\tilde{T}_P(r)}| = O(|r|^{\tilde{P}+1}), \quad (63) \]

as \( |r| \rightarrow 0^+ \). In our implementation, we take \( \tilde{P} = 6 \) to initialize \( \tau \).

Next, to initialize \( v_0 \), we first rewrite it as a Taylor series at the origin:

\[ v_0(r) = \sum_{k=0}^{\infty} B_k(r), \quad (64) \]

with

\[ B_0 = \frac{n_0^{m-2}}{2\pi^{(m-1)/2} \mu_0}, \]
according to the initial condition (32) for $v_0$. Thus, equation (25) can be rewritten as

$$\sum_{k=2}^{\infty} \nabla T_k(r) \cdot \sum_{k=1}^{\infty} \nabla B_k(r) + \sum_{k=0}^{\infty} B_k(r) \left[ \frac{1}{2} \sum_{k=2}^{\infty} \Delta T_k(r) \right]$$

$$+ \frac{1}{2} \sum_{k=2}^{\infty} \nabla U_k(r) \sum_{k=2}^{\infty} \nabla T_k(r) - m \sum_{k=0}^{\infty} \Psi_k(r) \right] = 0. \quad (65)$$

By comparing the linear terms of both sides, we obtain

$$2\Psi_0 B_1 + B_0 \left[ \frac{\Delta T_3}{2} + \frac{1}{2} \nabla U_1 \nabla T_2 - m \Psi_1 \right] = 0, \quad (66)$$

solved by

$$B_1 = - \frac{B_0}{2\Psi_0} \left( \frac{\Delta T_3}{2} + \frac{1}{2} \nabla U_1 \cdot \nabla T_2 - m \Psi_1 \right)$$

$$= - \frac{B_0}{2\Psi_0} \left[ (1 - \frac{m}{2}) \Psi_1 + \Psi_0 U_1 \right]. \quad (67)$$

By comparing the $P$-th degree terms of both sides of equation (25), we derive the following recursive formulas for \{ $B_k$ \}_{k \geq 2}:

$$2\Psi_0 P B_P = - \sum_{k=1}^{P-1} \nabla B_k \cdot \nabla T_{P+2-k} - \frac{1}{2} \sum_{k=0}^{P-1} B_k \Delta T_{P+2-k}$$

$$+ m \sum_{k=0}^{P-1} B_k \Psi_{P-k} - \frac{1}{2} \sum_{k=0}^{P-1} B_k \left( \sum_{j=1}^{P-k} \nabla U_j \cdot \nabla T_{P+2-j-k} \right). \quad (68)$$

Therefore, we may use the truncated series $\tilde{B}_{P}(r) = \sum_{k=0}^{P} B_k(r)$ to approximate $v_0$ near the source, and we get

$$|v_0(r) - \tilde{B}_{P}(r)| = \mathcal{O}(|r|^{P+1}), \quad (69)$$

as $|r| \to 0^+$. Here, we take $P = 3$ to initialize $v_0$.

Similarly, to initialize $v_1$, we first rewrite it as its Taylor series at $r_0$:

$$v_1(r) = \sum_{k=0}^{\infty} C_k(r). \quad (70)$$
Then, by comparing the $P$-th degree terms in equation (40), we obtain the recursive formulas for $\{C_k\}_{k \geq 0}$:

$$2\Psi_0(P+1)C_P = \frac{1}{2} \sum_{k=1}^{P+1} \nabla B_k \cdot \nabla U_{P+2-k} + \frac{1}{2} \Delta B_{P+2} - \sum_{k=1}^{P-1} \nabla C_k \cdot \nabla T_{P+2-k}$$

$$- \sum_{k=0}^{P-1} C_k \left( \frac{\Delta T_{P+2-k}}{2} + \frac{1}{2} \sum_{j=1}^{P-k} \nabla U_j \cdot \nabla T_{P+2-k-j} + (2-m)\Psi_{P-k} \right).$$

(71)

Particularly, when $P = 0$, we have

$$2\Psi_0 C_0 = \frac{1}{2} (\nabla U_1 \cdot \nabla B_1 + \Delta B_2),$$

(72)

which further confirms that the starting value of $v_1$ is determined by $v_0$.

Therefore, we may use the truncated series $\tilde{C}_P(r) = \sum_{k=0}^P C_k(r)$ to approximate $v_1$ near the source, and we get

$$|v_1(r) - \tilde{C}_P(r)| = O(|r|^{\tilde{P}+1}),$$

(73)

as $|r| \to 0^+$. Here, we take $\tilde{P} = 2$ to initialize $v_1$.

Finally, we deal with initializing $\Phi(r; r')$ and $v_{0,\nu}(r; r')$ near the source $r' = 0$. Let the power series of $\Phi$ at the origin be:

$$\Phi(r) = \sum_{k=0}^{\infty} \Phi_k(r).$$

(74)

Then, by the point-source condition (54), we get the initial setup for $\Phi$:

$$\Phi_0 = 0, \quad \Phi_1(r) = \left(n^2(r')(r' - r) \cdot \nu(r') \right)|_{r' = 0} = -\Psi_0 r \cdot \nu_0,$$

(75)

where $\nu_0$ is the unit normal vector specified at the source. By comparing the $P$-th degree terms at both sides of equation (53), we obtain the following recursive formulas for $\{\Phi_k\}_{k \geq 2}$:

$$2\Psi_0(P-1)\Phi_P = 2 \sum_{k=1}^{P-1} \Phi_k \Psi_{P-k} - \sum_{k=1}^{P-1} \nabla T_{P-k+2} \cdot \nabla \Phi_k.$$
Therefore, we use the truncated series \( \tilde{\Phi}_\tilde{P}(r) = \sum_{k=0}^{\tilde{P}} \Phi_k(r) \) to approximate \( \Phi \) near the source, and we get

\[
|\Phi(r) - \tilde{\Phi}_\tilde{P}(r)| = \mathcal{O}(|r|^{\tilde{P}+1})
\]

as \( |r| \to 0^+ \). Here, we take \( \tilde{P} = 4 \) to initialize \( \Phi \).

On the other hand, assuming the power series of \( v_0, \nu' \) at the origin to be

\[
v_0, \nu'(r) = \sum_{k=0}^{\infty} W_k(r),
\]

by the point-source conditions (57) and (67), we obtain the initial setup for the sequences \( \{W_k\} \):

\[
W_0 = (\nabla' v_0(r; r') \cdot \nu(r')) \mid_{r=r' = 0} = (\nabla' B_1(r; r') \cdot \nu(r')) \mid_{r=r' = 0} = (\nabla B_1(r; r') \cdot \nu(r')) \mid_{r=r' = 0} = \frac{B_0}{2\Psi_0}[(1 - m/2) \nabla \Psi_1 + \Psi_0 \nabla U_1] \cdot \nu_0.
\]

By comparing the \( P \)-th degree terms at both sides of equation (56), we obtain the following recursive formulas for \( \{W_k\}_{k \geq 1} \):

\[
2\Psi_0 P W_P = -\sum_{k=1}^{P-1} \nabla W_k \cdot \nabla T_{P+2-k} - \frac{1}{2} \sum_{k=0}^{P-1} W_k \Delta T_{P+2-k} + m \sum_{k=0}^{P-1} W_k \Psi_{P-k} - \frac{1}{2} \sum_{k=0}^{P-1} W_k \left( \sum_{j=1}^{P-k} \nabla U_j \cdot \nabla T_{P+2-j-k} \right) - \sum_{k=0}^{P} B_k \left[ \Delta \Phi_{P+2-k} + \sum_{j=1}^{P+1-k} \nabla U_j \cdot \nabla \Phi_{P+2-k-j} \right] - 2 \sum_{k=1}^{P+1} \nabla B_k \cdot \nabla \Phi_{P+2-k}.
\]

Therefore, we may use the truncated series \( \tilde{W}_\tilde{P}(r) = \sum_{k=0}^{\tilde{P}} W_k(r) \) to approximate \( v_0, \nu' \) near the source, and we get

\[
|v_0, \nu'(r) - \tilde{W}_\tilde{P}(r)| = \mathcal{O}\left(|r|^{\tilde{P}+1}\right),
\]

as \( |r| \to 0^+ \). Here, we take \( \tilde{P} = 2 \) to initialize \( v_0, \nu' \).
5. Layer-by-layer sweeping: discretized case

We now develop the sweeping algorithm in the discretized case. In general, the sweeping algorithm can be implemented in two stages: the offline stage and the online stage. The offline stage mainly deals with decomposing the computational domain into layers and computing the Babich ingblackients at primary and secondary sources, while the online stage focuses on updating the wavefield in each layer by the Huygens-Kirchhoff formula.

Suppose now the wavefield propagates mainly along the positive $z$-direction so that we can choose those layers to be $m$-dimensional boxes perpendicular to the $z$-axis and extended to infinity along the other axes. The secondary-source surfaces in turn become $(m-1)$-dimensional planar surfaces separating those layers. If $u$ is computed in a bounded $m$-dimensional box $\Omega$ enclosing $r_0$, those layers and secondary-source surfaces are automatically truncated to bounded boxes and planar surfaces, respectively.

5.1. Offline stage: domain decomposition and computing the Babich ingblackients

To compute the wavefield in $\Omega$ enclosing the source $r_0$, according to Algorithm 1, we first need to decompose $\Omega$ into layers $\{\Omega_j\}_{j=0}^{N_{\text{lay}}}$ separated by the secondary-source surfaces $\{S_j\}_{j=0}^{N_{\text{lay}}-1}$, where $N_{\text{lay}}$ is the number of layers in $\Omega$.

At first, we numerically compute the viscosity solution of $\tau$ at the primary source $r_0$ in $\Omega$, and then identify a box neighborhood enclosing $r_0$, where $\tau^2$ is smooth, as the first layer $\Omega_0$. Next, rather than taking the boundary of $\Omega_0$ to be the first secondary-source surface $S_0$, we move this $(m-1)$-dimensional planar surface slightly close to $r_0$ so that the new secondary-source surface $S_0$ is well separated from the next layer $\Omega_1$ in the exterior of $\Omega_0$. This guarantees that the Green’s function in equation (49) is never singular. Now, we sample secondary-source points on $S_0$, and identify a box neighborhood exterior of $\Omega_0$ as the next layer $\Omega_1$ so that $\tau^2$ at any sampling point of $S_0$ in $\Omega_1$ is smooth. Repeating such process, we obtain a sequence of layers $\{\Omega_j\}_{j=0}^{N_{\text{lay}}}$ and secondary-source surfaces $\{S_j\}_{j=0}^{N_{\text{lay}}-1}$. Finally, we compute the Babich ingblackients at the primary source $r_0$ in $\Omega_0$ (of course, only $\tau^2$, $v_0$ and $v_1$ are enough for $r_0$) and at all sampling secondary sources of each $S_j$ in $\Omega_j$ for $j = 1, \cdots, N_{\text{lay}}$ by the aforementioned high-order LxF-WENO schemes. Those tables of ingblackients enable us to construct the Green’s function $G$ and its normal derivative $G_{\nu'}$ in each layer, and hence the wavefield $u$ can
be constructed by the Huygens-Kirchhoff formula (49), as will be detailed at the online stage in section 5.2.

Figure 2: A 2-D sketch of the Huygens sweeping method. “large star”: a primary source; “small star”: secondary sources; \( d_f \): the distance from a secondary source plane in one layer to the next layer; Green’s functions excited by the large star at “circle”, “square”, and “diamond” points are computed by different approaches.

In practice, we let the distance between each pair of \( \Omega_j \) and \( S_{j-1} \), denoted by \( d_f > 0 \), be a constant and independent of \( \omega \). In addition, since all the Babich ingblackients are independent of the frequency \( \omega \), the computational domain \( \Omega \) can be discretized by a very coarse mesh, independent of \( \omega \). Correspondingly, the layer \( \Omega_j \) is discretized by mesh points restricted in \( \Omega_j \), and secondary sources on \( S_{j-1} \) are directly chosen as mesh points restricted on \( S_{j-1} \). Therefore, the Babich ingblackients can be computed on the restricted coarse mesh points in each \( \Omega_j \) at the restricted coarse source points on \( S_{j-1} \).

The above layer-partition process can be illustrated by Figure 2. First, at the primary source located at the large star, we compute \( \tau^2 \) in the whole computational domain (the dashed rectangle), and then by numerically computing and comparing one-sided first-order partial derivatives of \( \tau^2 \) (e.g., \( \partial_x^+ \tau^2 \), etc.) at each mesh point, we can identify a layer \( \Omega_0 \), the layer 1, where \( \tau^2 \) are considered to be “smooth” everywhere. Second, instead of choosing the boundary of layer 1 to be the secondary-source line \( S_0 \), we choose the straight line which is away from the boundary by distance \( d_f \) to be the secondary-source line \( S_0 \), i.e., the line passing through the small stars in layer 1. To identify the next layer, we sample a coarse set of secondary sources located at those small stars on \( S_0 \), compute \( \tau^2 \) at each small star, and then
identify a region $\Omega_1$, the layer 2 such that $\tau^2$ at each small star is smooth there. Repeating the same procedure, we determine all three layers finally.

5.1.1. Data compression

At the offline stage, once tables of all Babich ingblackients are obtained, we store these tables on a local hard disk, which can be reloaded afterwards. However, directly storing these tables requires a great deal of storage, which is more pronounced in the 3-D case. Since all Babich ingblackients in each layer are smooth, we follow the approach in [32] to compress each data table into a linear combination of tensor-product based multivariate Chebyshev polynomials so that the information in each table can be encoded into a small number of coefficients. In our setting, there are five scalar tables (except at the primary source $r_0$) in total to be compressed, including $\tau^2$, $v_0$, $v_1$, $\Phi$ and $v_{0,\nu}$.

To expedite reconstruction of information from those compressed tables, we will follow the low-rank matrices based approach in [32] which is equivalent to the Orszag partial summation method [9].

5.2. Online stage: wavefields by the Huygens-Kirchhoff summation

Computationally, to apply the Huygens-Kirchhoff formula (49) when $S$ is an unbounded plane, one needs to truncate the unbounded integration plane $S$ into a bounded domain $S'$. Since Babich’s expansion (5) automatically exhibits outgoing wave behavior and satisfies the Sommerfeld radiation condition at infinity, such a truncation only affects the accuracy of the wavefield near the boundary of $S'$. Therefore, the Huygens-Kirchhoff formula (49) with $S$ replaced by any bounded secondary planar surface $S_j$ can be directly applied to update the wavefield in the layer $\Omega_{j+1}$ for $j = 0, \cdots, \tilde{N}_\text{lay} - 1$. The integral over $S_j$ is further discretized so that a quadrature rule can be applied to approximate the integral.

In the high-frequency regime, to capture the highly oscillatory behavior of the wavefield, one has to specify sufficient mesh points to sample the overall solution. In principle, the optimal number of mesh points is arguably four to six points per wavelength in all $m$ dimensions. In the popular finite difference time domain (FDTD) method or the finite element method (FEM), it is hard to obtain accurate solutions by using such a “small” number of mesh points due to the dispersion or pollution error [5, 4]. On the other hand, since our Babich-ansatz based method carries out frequency-scale separation explicitly, only frequency-independent Babich’s ingblackients are
computed by solving PDEs. Because wavefields are assembled directly from these ingredients according to the Huygens-Kirchhoff integral, only four to six points per wavelength are needed to sample wavefields adequately. This has been verified numerically in [32, 44] for usual geometrical-optics ansatz based asymptotic solutions.

For a given refractive index \( n(\mathbf{r}) \), the minimum wavelength in the computational domain \( \Omega \) is \( \lambda_{\text{min}} = 2\pi/(\omega n_{\text{max}}) \), where \( n_{\text{max}} \) is the maximum refractive index in \( \Omega \), so that \( \Omega \) can be uniformly discretized by an optimal number of points with 4 to 6 points per minimum wavelength. However, since all Babich ingredients are independent of the frequency, one can compute these tables on much coarser meshes with the number of points independent of frequency rather than on this very fine mesh. Only when we construct the wavefield in \( \Omega \) do we need to interpolate those ingredients onto the fine mesh.

Starting from these considerations, we are ready to discretize the Huygens-Kirchhoff formula (49) with \( S = S_j \) and \( \Omega_{\text{ext}} = \Omega_{j+1} \) for \( j = 0, \ldots, N_{\text{lay}} - 1 \). Without loss of generality, we only consider the case when \( j = 0 \). Suppose \( S_0 \) is uniformly discretized by \( M \) points \( \{s_j\}_{j=1}^M \) with a grid size \( h \) in each dimension while \( \Omega_1 \) is uniformly discretized by \( \{r_i\}_{i=1}^N \) with the same grid size \( h \). Then, by the trapezoidal rule, equation (49) at \( \mathbf{r} = r_i \) becomes

\[
\begin{align*}
\quad u(r_i) &\approx h^{m-1} \sum_{j=1}^{M} \left[ G(r_i, s_j) u(\nu(s_j) \mu(s_j)) - G_{\nu}(r_i; s_j) u(s_j) \mu(s_j) \right], \\
\end{align*}
\]

(81)

for \( i = 1, \ldots, M \). In matrix form, it becomes

\[
\mathbf{u} = \mathbf{U}_1 \mathbf{f}_1 + \mathbf{U}_2 \mathbf{f}_2,
\]

(82)

where the \( N \times 1 \) vector \( \mathbf{u} \), the \( M \times 1 \) vectors \( \mathbf{f}_1 \) and \( \mathbf{f}_2 \), and the \( N \times M \) matrices \( \mathbf{U}_1 \) and \( \mathbf{U}_2 \) are defined in the following,

\[
\begin{align*}
\mathbf{u} &= [u(r_1), \ldots, u(r_N)]^T, \\
\mathbf{f}_1 &= h^{m-1} [u_{\nu}(s_1) \mu(s_1), \ldots, u_{\nu}(s_M) \mu(s_M)]^T, \\
\mathbf{f}_2 &= -h^{m-1} [u(s_1) \mu(s_1), \ldots, u(s_M) \mu(s_M)]^T, \\
\mathbf{U}_1 &= [(\mathbf{U}_1)_{ij}] = [G(r_i, s_j)]_{1 \leq i \leq N, 1 \leq j \leq M}, \\
\mathbf{U}_2 &= [(\mathbf{U}_2)_{ij}] = [G_{\nu}(r_i; s_j)]_{1 \leq i \leq N, 1 \leq j \leq M}.
\end{align*}
\]

(83) (84) (85) (86) (87)
To ensure that equation (82) attains a specified accuracy and captures the highly oscillatory behavior of the wavefield in $\Omega_1$, we directly take the mesh points in $\Omega$ restricted to $S_0$ as the source points $\{s_j\}_{j=1}^M$ and to $\Omega_1$ as the receiver points $\{r_i\}_{i=1}^N$. As the Babich ingblackients at $r_0$ are already obtained in $\Omega_0$, one first interpolates these onto the restricted dense mesh points in $\Omega_0$ so that by equation (39), the wavefield $u$ at mesh points in $\Omega_0$, including $\{s_j\}_{j=1}^M$, can be constructed. In turn, its normal derivative $u_\nu$ at $\{s_j\}_{j=1}^M$ can be obtained by numerical differentiation. On the other hand, as the tables of the Babich ingblackients at coarsely discretized mesh points in layer $\Omega_1$ are only computed for coarsely sampled sources on $S_0$, to construct $U_1$ and $U_2$, we first interpolate each table onto the dense mesh points $\{r_i\}_{i=1}^N$ in $\Omega_1$, and then interpolate those refined tables with respect to source locations to obtain refined tables at densely sampled sources $\{s_j\}_{j=1}^M$ on $S_0$ since Babich ingblackients are also continuous functions of source locations. Consequently, by equation (82), one obtains the wavefield $u$ at the restricted mesh points $\{r_i\}_{i=1}^N$ in $\Omega_1$ so that $u$ and $u_\nu$ on the next secondary-source surface $S_1$ become available. Repeating such process, one constructs $u$ in the whole computational domain $\Omega$.

However, at high frequencies, if the number of mesh points in each direction is $J = \mathcal{O}(\omega)$, then $M = \mathcal{O}(J^{m-1})$, $N = \mathcal{O}(J^m)$, and both the computational complexity and storage for obtaining $u$ by direct matrix-vector multiplications in equation (82) become $\mathcal{O}(MN) = \mathcal{O}(J^{2m-1})$, which is extremely expensive and impractical. To resolve this issue, we adopt a multilevel matrix decomposition based butterfly algorithm [12, 16, 32, 44, 43] to speed up the multiplications.

5.3. A butterfly algorithm

Equation (82) involves two matrix-vector multiplications that can be reformulated as computing

$$u(\mathbf{r}) = \sum_{k=1}^{2} \sum_{s \in X_s} U_k(\mathbf{r}; s) f_k(s), \quad \mathbf{r} \in X_r \subset \Omega_R. \quad (88)$$

Here, $X_S$ and $X_R$ are input source points in the source domain $\Omega_S$ and output receiver points in the receiver domain $\Omega_R$, respectively, where $\Omega_R$ and $\Omega_S$ are $d_f$ apart from each other. $f_k(s)$ is the representative function of $f_k$ in the sense that $f_k(s_j)$ is the $j$-th element of $f_k$ for $1 \leq j \leq M$, and $U_k(\mathbf{r}; s)$,
the representative function of $U_k$, can be decomposed as

$$U_k(r; s) = A_k(r; s)e^{i\omega \tau(r; s)}, \quad (89)$$

where according to equations (39) and (50),

$$A_1 = \sqrt{\pi}i \left(\frac{2\tau}{\omega}\right)^{1-m/2} \left( v_0 H_{m/2-1}^{(1)}(\omega \tau) + v_1 \left( \frac{2\tau}{\omega} \right) H_{m/2-2}^{(1)}(\omega \tau) \right) e^{-i\omega \tau}, \quad (90)$$

$$A_2 = \sqrt{\pi}i \left(\frac{2}{\omega}\right)^{1-m/2} \left\{ \left[ \omega \tau^{1-m/2} v_0 \left( H_{m/2}^{(1)}(\omega \tau) + H_{m/2-1}^{(1)}(\omega \tau) \right) \right] /2 + (1 - m/2) \tau^{-m/2} v_0 H_{m/2-1}^{(1)}(\omega \tau) - i\tau^{2-m/2} v_1 \left( H_{m/2}^{(1)}(\omega \tau) + H_{m/2-3}^{(1)}(\omega \tau) \right) \right\} \tau, \nu \quad (91)$$

and they together with the traveltime $\tau$ are available for $r \in \Omega_R$ and $s \in \Omega_S$. For large $\omega \tau$, due to the asymptotic form of the Hankel function

$$H_k^{(1)}(\omega \tau) \simeq \sqrt{\frac{2}{\pi \omega \tau}} e^{-i(k\pi/2-\pi/4)} e^{i\omega \tau}, \quad (92)$$

for $k \in \{m/2 - 3, m/2 - 2, m/2 - 1, m/2\}$, the two amplitudes $A_1$ and $A_2$, though dependent upon $\omega$, are not oscillatory at high frequencies. Based on the decomposition (89), we can adopt the low-rank separation based butterfly algorithm [12, 16, 32, 43] to speed up the matrix-vector products in equation (82). Some modifications can be made so as to make it more suitable to our applications.

To begin with, we first introduce the multi-dimensional Lagrange basis with respect to Chebyshev nodes. For a given integer $p > 0$, the Chebyshev nodes of order $p$ on the standard one-dimensional box $[-1, 1]$ are defined as

$$X = \left\{ x_j = \cos \left( \frac{(j - 1)\pi}{p - 1} \right) \right\}_{j=1}^p.$$

We denote the $j$-th Lagrange basis function with nodes $X$ at $x \in [-1, 1]$ by $L_X(x; x_j)$, taking 1 at $x_j$ and 0 elsewhere in $X$, for $j = 1, \cdots, p$. On the standard $m$-dimensional box $[-1, 1]^m$, the Chebyshev nodes of order $p$ are $m$ tensor products of $X$ as:

$$X^m = \{ x_{j_1} \}_{j_1=1}^p \times \cdots \times \{ x_{j_m} \}_{j_m=1}^p.$$
Thus, the $\mathbf{j} = (j_1, \cdots, j_m)$-th Lagrange basis function with nodes $X^m$ at $\mathbf{x}$ satisfies:

$$L_X^m(\mathbf{x}; \mathbf{x}_j) = L_X(x_1; x_{j_1}) \cdots L_X(x_m; x_{j_m}),$$

where $\mathbf{x} = (x^1, \cdots, x^m)^T \in [-1, 1]^m$ and $\mathbf{x}_j = (x_{j_1}, \cdots, x_{j_m})^T$.

For a general one-dimensional interval $[a, b]$, the Chebyshev nodes of order $p$ satisfy

$$Y = \left\{ y_j = \frac{a + b}{2} + \frac{b - a}{2} x^j \right\}^p_{j=1},$$

with the $j$-th Lagrange basis function at $y \in [a, b]$ denoted by $L_Y(y; y_j)$. Meanwhile, on a general $m$-dimensional box $[a_1, b_1] \times \cdots \times [a_m, b_m]$, the Chebyshev nodes of order $p$ become the following tensor products:

$$\mathbf{Y} = Y_1 \times \cdots \times Y_m,$$

where

$$Y_i = \left\{ y_{j_i} = \frac{a_i + b_i}{2} + \frac{b_i - a_i}{2} x_{j_i} \right\}^p_{j_i=1}.$$

Thus, the $\mathbf{j}$-th Lagrange basis function at $\mathbf{y} = (y^1, \cdots, y^m)$ is

$$L_Y(\mathbf{y}; \mathbf{y}_j) = L_{Y_1}(y_1; y_{j_1}) \cdots L_{Y_m}(y_m; y_{j_m}).$$

In the following, we will denote by $C^B$ the set of $p^m$ $m$-dimensional Chebyshev nodes in an $m$-dimensional box $B$. Following closely the butterfly algorithm in [32, 43], we present the algorithm as follows.

**Algorithm 2.** The butterfly algorithm:

1. **Construct** the cluster trees for both receivers and sources. Assume that the domain of receivers is $\Omega_R = [L^r_{\min}, L^r_{\max}]^m$, and the domain of sources is $\Omega_S = [L^s_{\min}, L^s_{\max}]^{m-1}$. The domains are discretized such that the number of sampling points per wavelength is fixed, such as 4 to 6 points per wavelength. When $m = 3$, the cluster trees for the receivers and sources are an octree and a quadtree, respectively; when $m = 2$, the cluster trees for the receivers and sources are a quadtree and a binary tree, respectively.

   At the root level (denoted as level 0), the boxes for both the source and receiver cluster trees are assigned to be the corresponding domain directly. Then the tree construction goes by dyadically subdividing the
boxes: for an octree (quadtree, binary tree, respectively), each box is equally divided into 8 (4, 2, respectively) boxes. The construction reaches and stops at the leaf level (denoted as level $L$) where the size of each box is about $2\lambda_{\text{min}}$ so that approximately $O(p)$ sampling points are used each dimension with $p$ the order of the Chebyshev nodes. Hence, except for the leaf level, each box $B$ of an octree (quadtree) has 8 (4, 2, respectively) children boxes, denoted as $B^c$, and except for the root level, each box $B$ has a parent box, denoted as $B^p$. We denote the resulting two trees as $T_s$ (the source tree) and $T_r$ (the receiver tree), respectively. From now on, we will use the superscript $(\cdot)^B$ to denote the dependence on the box $B$.

The butterfly algorithm traverses through the two cluster trees in the following way: for $\ell = L, \cdots, 0$, visit level $\ell$ in $T_s$ and level $L - \ell$ in $T_r$ by considering each pair $\{B_r, B_s\}$ with $B_r \in T_r$ and $B_s \in T_s$, $l(B_s) = \ell$ and $l(B_r) = L - \ell$, where $l(B)$ indicates the level of $B$ in a tree.

Moreover, at the root level of the receiver tree and at the leaf level of the source tree, each pair $\{B_r, B_s\}$ satisfies

$$w(B_r)w(B_s) = (\mathcal{L}_{\text{max}}^r - \mathcal{L}_{\text{min}}^r)O(2\lambda_{\text{min}}) = O\left(\frac{4\pi(\mathcal{L}_{\text{max}}^r - \mathcal{L}_{\text{min}}^r)}{\omega n_{\text{max}}}\right) = O\left(\frac{1}{\omega}\right),$$

where $w(B)$ is the size of box $B$ and $n_{\text{max}}$ is the maximum value of the refractive index. As moving downward the receiver tree $T_r$ by one level and simultaneously moving upward the source tree $T_s$ by one level, $w(B_r)$ is divided by 2 while $w(B_s)$ is multiplied by 2, and so

$$w(B_r)w(B_s) = O(1/\omega)$$

is automatically satisfied. For the motivation of such condition on all box pairs $\{B_r, B_s\}$, please see [12, 32] for details. In the following, we mean by the equivalent sources the Chebyshev nodes on the source box $B_s$ and by equivalent points the Chebyshev nodes on the receiver box $B_r$.

2. **The Upward Pass** starts at the leaf level (level $L$) of the source tree $T_s$ and ends at the level (denotes as $L_s$) where the size of the boxes $w(B_s) \geq O(\frac{1}{\sqrt{\omega}})$. Correspondingly, the level of the receiver tree $T_r$ varies from the root level (level 0) to the level $L_r \equiv L - L_s$. 
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3. **Downward Pass**

4. The fields \( \{ \text{densities} \} \) traversing all boxes at level \( L \) of the source tree, interpolate two equivalent densities \( \{ \bar{f}_{k}^{B_r,B_s} \} \) at equivalent sources \( C_{B_s} = \{ s_{j}^{B_s} \}_{j=1}^{p_{m-1}} \) in \( B_s \) from the two given input densities \( \{ f_k \} \) at all sources in \( X_S \cap B_s \):

\[
\bar{f}_{k}^{B_r,B_s}(s_{j}^{B_s}) = \sum_{s \in B_s \cap X_S} e^{-i\omega \tau(r_{c_r}^{B_r};s_{j}^{B_s})} L_{C_{B_s}}^{m-1}(s,s_{j}^{B_s}) e^{i\omega \tau(r_{c_r}^{B_r};s)} f_k(s),
\]

for \( k = 1, 2 \), where \( r_{c_r}^{B_r} \) is the center of the receiver box \( B_r \).

2. **Recursion.** For \( \ell \) from \( L-1 \) to \( L_s \), for each pair \( \{ B_r, B_s \} \) with \( B_r \) traversing all boxes at level \( L-\ell \) of the receiver tree and \( B_s \) traversing all boxes at level \( \ell \) of the source tree, interpolate equivalent densities \( \{ \bar{f}_{k}^{B_r,B_s} \} \) at equivalent sources \( C_{B_s} = \{ s_{j}^{B_s} \}_{j=1}^{p_{m-1}} \) from equivalent densities \( \{ f_{k}^{B_r,B_s} \} \) at equivalent sources \( C_{B_r} = \{ s_{j}^{B_r} \}_{j=1}^{p_{m-1}} \) of all children clusters of \( B_s \) and the parent cluster of \( B_r \):

\[
\bar{f}_{k}^{B_r,B_s}(s_{j}^{B_s}) = \sum_{B_s' \subset B_s} \sum_{q=1}^{p_{m-1}} e^{-i\omega \tau(r_{c_r}^{B_r};s_{j}^{B_s})} L_{C_{B_s}}^{m-1}(s_{q}^{B_s};s_{j}^{B_s}) e^{i\omega \tau(r_{c_r}^{B_r};s_{q}^{B_s})} \bar{f}_{k}^{B_r,B_s}(s_{q}^{B_s}),
\]

for \( k = 1, 2 \).

3. **Switching** at the level where the **Upward Pass** has ended (level \( L_s \) of the source tree and level \( L_r \) of the receiver tree), for each pair \( \{ B_r, B_s \} \) with \( B_r \) traversing all boxes at level \( L_r \) of the receiver tree and \( B_s \) traversing all boxes at level \( L_s \) of the source tree, compute the equivalent fields \( \{ \bar{u}^{B_r,B_s} \} \) at equivalent points \( C_{B_r} = \{ r_{j}^{B_r} \}_{j=1}^{p_{m}} \) from equivalent densities \( \{ f_{k}^{B_r,B_s} \} \) at equivalent sources \( C_{B_s} = \{ s_{q}^{B_s} \}_{q=1}^{p_{m-1}} \):

\[
\bar{u}^{B_r,B_s}(r_{j}^{B_r}) = \sum_{k=1}^{2} \sum_{q=1}^{p_{m-1}} U_k(r_{j}^{B_r},s_{q}^{B_s}) \bar{f}_{k}^{B_r,B_s}(s_{q}^{B_s}).
\]

4. **The Downward Pass** starts at the level \( L_r \) of the receiver tree \( T_r \) where the **Upward Pass** has ended and ends at level \( L \) of the receiver tree. Meanwhile, the level of the source tree varies from level \( L_s \) to level 0.
(1). For \( \ell \) from \( L_r \) to \( L - 2 \), for each pair \( \{ B_r, B_s \} \) with \( B_r \) traversing all boxes at level \( \ell + 1 \) of the receiver tree and \( B_s \) traversing all boxes at level \( L - \ell - 1 \) of the source tree, interpolate the equivalent fields \( \{ \bar{u}^{B_r,B_s} \} \) at equivalent points \( \{ r_j^{B_r} \}_{j=1}^{p^m} \) from equivalent fields \( \{ \bar{u}^{B_r,B_s} \} \) at equivalent points \( \{ r_q^{B_r} \}_{q=1}^{p^m} \) of the parent level \( \ell \) of the receiver tree and the children level \( L - l \) of the source tree:

\[
\bar{u}^{B_r,B_s}(r_j^{B_r}) = \sum_{B_s^c} e^{i\omega \tau(r_j^{B_r};s_{B_s}^{c})} \sum_{q=1}^{p^m} L_{C^{B_s^c}}(r_j^{B_r};r_q^{B_r}) e^{-i\omega \tau(r_q^{B_r};s_{B_s}^{c})} \bar{u}^{B_r,B_s}(r_q^{B_r}),
\]

(96)

where \( s_{B_s}^{c} \) is the center of the source box \( B_s^c \).

(2). For each pair \( \{ B_r, B_s \} \) with \( B_r \) traversing all boxes at the leaf level of the receiver tree and \( B_s \) traversing all boxes at the root level of the source tree, interpolate the equivalent fields \( \{ \bar{u}^{B_r,B_s} \} \) at \( r \in X_R \cap B_r \) from equivalent fields \( \{ \bar{u}^{B_r,B_s} \} \) at equivalent points \( \{ r_j^{B_r} \}_{j=1}^{p^m} \) of the parent level \( L - 1 \) of the receiver tree and the children level 1 of the source tree:

\[
\bar{u}^{B_r,B_s}(r) = \sum_{B_s^c} e^{i\omega \tau(r; s_{B_s}^{c})} \sum_{j=1}^{p^m} L_{C^{B_s^c}}(r; r_j^{B_r}) e^{-i\omega \tau(r; s_{B_s}^{c})} \bar{u}^{B_r,B_s}(r_j^{B_r}),
\]

(97)

5. **Terminating** at the leaf level of the receiver tree, for each box \( B_r \), sum up the equivalent fields over all the boxes of the source tree at the root level, and then according to equation (88) compute the representative function \( u \) at \( r \in X_R \cap B_r \):

\[
u(r) = \sum_{B_s} \bar{u}^{B_r,B_s}(r).
\]

Assume that the tree level \( L \) is even and that there are \( \mathcal{O}(J) = \mathcal{O}(2^L) \) points in each direction. According to the complexity analysis in [32], we can obtain that the total complexity of **Algorithm 2** is

\[
\mathcal{O} \left( p^4 J^{5/2} + p^5 J^{5/2} + p^4 J^3 + J^3 \log J \right).
\]

(98)
5.3.1. MATLAB-based parallelized butterfly algorithm

In Algorithm 2, $\Omega_R$ and $\Omega_S$ are assumed to be cubed and square, respectively when $m = 3$, while $\Omega_R$ is assumed to be a square when $m = 2$. Nevertheless, even if this assumption is not satisfied, following [43] we can artificially construct a square output receiver-point set $X_R$ and a square input source-point set $X_S$ so that Algorithm 2 can be parallelized. Take the case $m = 3$ as an example. At first, in the construction of the two cluster trees, if the domain $\Omega_R$ ($\Omega_S$) is not a cube (square), we will divide it into cuboids (rectangles) of the same dimensions that are approximately cubic (square) and then subdivide them until the leaf level is reached; second, the output receiver-points $X_R$ (the input source-points $X_S$) should contain all vertices of boxes at the leaf level of the receiver (source) tree and are evenly spaced in the receiver (source) domain so that at the leaf level of the receiver (source) tree, the receiver (source) points in each box $B_r$ ($B_s$) have the same layout and amount to the same number of points. Therefore, as $\ell$ varies from $L$ to 0, at the level $\ell$ of the source tree and at the level $L - \ell$ of the receiver tree, matrices and vectors encountered in each of the five summations (93)-(97) have dimensions that do not depend on the box pair $\{B_r, B_s\}$, indicating that we can execute the summation for all box pairs $\{B_r, B_s\}$ in parallel.

In our MATLAB implementation, we use the “built-in” parfor (parallelized for) loop in the level of iterations through box pairs $\{B_r, B_s\}$; if the number of specified MATLAB workers is $N_w$, then the involved summations (93)-(97) for every $N_w$ box pairs are executed simultaneously. Consequently, in comparison with the sequential butterfly algorithm, the parallelized butterfly algorithm blackuces the total complexity from equation (98) to

$$O\left(\frac{p^4J^{5/2} + p^5J^{5/2} + p^4J^3 + J^3\log J}{N_w}\right) = O\left(\frac{J^3\log J}{N_w}\right).$$

However, the input source-point set $\{s_i\}_{i=1}^{M_S}$ (the output receiver-point set $\{r_i\}_{i=1}^{N_R}$) may not meet the above requirements, and thus differs from the square input source-point set $X_S$ (the square output receiver-point set $X_R$) under construction. To resolve such inconsistency, for $k = 1, 2$, each prepa black input data $f_k$ defined on the input source-point set $\{s_i\}_{i=1}^{M_S}$ can be used to interpolate for the square input data, namely, two groups of values of representative functions $f_k$ on the square input source-point set $X_S$; next, by inputting the square data to the parallelized butterfly
algorithm, we obtain the required output data, namely, the group of values of the wavefield \( u \) on the required output receiver-point set \( X_R \); finally, by interpolating onto the required output receiver-points, we obtain the wavefield on the targeted receiver-point set \( \{ r_i \}_{i=1}^{N_R} \), namely, the vector \( u \) in equation (82).

5.4. Planar layer sweeping algorithm

Considering that the wavefield under construction directs along the \( z \) direction so that layers and secondary-source surfaces become boxes and planar surfaces, respectively, we have developed the planar-layer based sweeping algorithm, which can be summarized as the following.

**Algorithm 3. Planar layer sweeping algorithm—discretized case.**

- **Offline stage.** Partitioning the computational domain and computing the Babich ingblackents.
  
  - Partition the computational domain into layers \( \{ \Omega_j \}_{j=0}^{N_{lay}} \) and secondary-source planes \( \{ S_j \}_{j=0}^{N_{lay}-1} \). The number of layers is one more than the number of secondary source planes since we need not set up a secondary-source plane in the last layer.
  
  - At the primary source \( r_0 \), and at each secondary source sampled on \( S_j \), compute the tables of the five Babich ingblackents: \( \tau^2, v_0, v_1, \Phi \) and \( v_{0,\nu} \) on a coarse mesh in the layer \( \Omega_{j+1} \) for \( j = 0, \cdots, N_{lay} - 1 \). In practice, we only compute those tables for a coarse set of secondary sources since we can generate tables for a dense set of secondary sources from the coarse tables by interpolation.
  
  - The tables for the coarse set of secondary sources are compressed, then stored (on a hard drive), and can be used to construct the wavefield at all high frequencies and at many different primary sources.

- **Online stage.** Given a frequency parameter \( \omega \), construct the primary Green’s function layer by layer.
  
  - At all secondary sources on \( S_j \), the tables of the five Babich ingblackents are reconstructed from the compressed tables to construct the Green’s function \( G \) and its normal derivative \( G_{,\nu} \) in layer \( \Omega_{j+1} \).
For each table, first interpolate the data onto a finer mesh to resolve the highly oscillatory behavior of \( G \) and then compute the wavefield \( u \) in \( \Omega_{j+1} \) by the Huygens-Kirchhoff summation (82) with a quadrature rule, which is accelerated by the MATLAB-based parallelized butterfly algorithm.

If the sampling of secondary sources on the source plane \( S_j \) is not dense enough, then we can interpolate the tables from given source locations onto the region or segment bounded by these source locations. This is feasible because asymptotic ing Blackiengs are continuous functions of the source location. For instance, when \( m = 3 \), if the four source points \( s_A, s_B, s_C \) and \( s_D \) are vertices of a rectangular segment \( ABCD \) of the mesh on \( S_j \), and if tables at these four source points are computed and are already interpolated onto the finer mesh in the corresponding layer, we can interpolate the four tables to find the table onto the same finer mesh at any source point in the rectangular region \( ABCD \).

We can use Figure 2 to give a brief illustration of the sweeping process, where the whole computational domain, i.e., the dashed rectangle, is partitioned into three layers, the large star is the primary source, smaller stars on the same row are secondary sources selected as mesh points on the same secondary source plane, and each of the two secondary source planes is within one layer and is \( d_f > 0 \) wide away from the next layer. In layer 1, we directly use the two-term Babich approximation (39) to compute the wavefield excited by the large star (the primary source \( r_0 \)) at those circle points (including the smaller stars) so that the wavefield at those smaller stars (secondary sources) is available. Next, in layer 2, we compute Green’s functions excited by those smaller stars in layer 1 at the squablack points so that the Huygens-Kirchhoff summation (82) can be applied to compute the wavefield at those squablack points. Once the wavefield at those smaller stars (secondary sources) in layer 2 is available, a similar process can be used to compute the wavefield at those diamond points in layer 3. Consequently, the wavefield in the entire computational domain becomes available.

5.5. Complexity analysis

Since the offline and online stages are independent of each other and they can be done on different meshes, we will analyze the two stages separately.
In the following analysis, suppose that the computational domain is partitioned into $N_{lay} + 1$ planar layers, and we set up $N_{lay}$ secondary source planes. Among the $N_{lay} + 1$ layers, we only need to use the Huygens-Kirchhoff summation (82) to construct the wavefield in the $N_{lay}$ layers away from the primary source $r_0$.

5.5.1. Offline stage: computing the Babich ingblackients

At first, since the asymptotic ingblackients are independent of frequency $\omega$, they can be computed on a very coarse mesh. Second, these ingblackients are not only continuous functions of observation points away from the source but also continuous functions of the source itself. Therefore, on each secondary source plane, the asymptotic ingblackients can be computed at coarsely sampled secondary sources as well. Interpolation can be used later to generate the Babich ingblackients for densely sampled sources if necessary.

Suppose the computational domain is uniformly and coarsely discretized by $n_0^m$ grid points, amounting to $n_0$ points in each direction. Since the domain is divided into $N_{lay} + 1$ planar layers, each layer has roughly $O(\frac{n_0^m}{N_{lay}+1})$ points. On each of the $N_{lay}$ secondary source planes, we set up $n_0^{m-1}$ secondary sources, and we compute for each secondary source the Babich ingblackients in a layer so that the computational domain is restricted to that layer. According to [32], by using the high-order LxF-WENO schemes to compute the Babich ingblackients, the computational complexity is $O(\frac{n_0^m}{N_{lay}+1} \log n_0)$; next, those asymptotic ingblackients are compressed into data tables of Chebyshev coefficients, and the complexity is $O(\frac{n_0^m}{N_{lay}+1} \log n_0)$ as well. Consequently, the overall complexity for generating data tables at all $n_0^{m-1}N_{lay}$ secondary sources is

$$O \left( \frac{2n_0^m}{N_{lay}+1} \log n_0 \cdot N_{lay}n_0^{m-1} \right) = O(n_0^{2m-1} \log n_0).$$

Although the complexity seems to be high, we can store those compressed data tables on a hard drive and can repeatedly use them for different frequencies and for different primary sources. This feature makes our method appealing to many applications.

On the other hand, to construct the wavefield, the whole computational domain is uniformly re-discretized by $n_1$ point in each direction. Thus, in each layer, we need to reconstruct, from the compressed tables of coefficients, five Babich ingblackients for those specified secondary sources on roughly
\( \mathcal{O}\left(\frac{n_2^m}{N_{\text{lay}}+1}\right) \) points, requiring complexity of \( \mathcal{O}\left(\frac{n_2^m}{N_{\text{lay}}+1}\right) \) for each ingblackient and for each secondary source; see [32] for details.

### 5.5.2. Online stage: constructing global wavefields

Given a source point \( \mathbf{r}_0 \) and a frequency parameter \( \omega \), a fine mesh is requiblack to capture the highly oscillatory wavefield in the computational domain. From the given refractive index \( n(\mathbf{r}) \) and \( \omega \), we can estimate the smallest wavelength in the computational domain so that the total number of waves along each direction can be estimated. In principle, along each direction, taking roughly 4 to 6 grid points in each wave is consideblack to be enough to capture the oscillations; certainly, it does not hurt if more points are taken. Therefore, the number of discretization points in the computational domain can be chosen to satisfy the above consideration, and is assumed to be \( N = n_2^m \) where \( n_2 \) is the number of points in each direction.

Once the five Babich ingblackients are available on the specified mesh inside each layer, we can construct the Green’s function by the butterfly-algorithm based Huygens-Kirchhoff summation (82). Given accuracy \( \varepsilon > 0 \), according to [12], we may choose \( p = p_\varepsilon \leq \mathcal{O}(\log^2(\frac{1}{\varepsilon})) \) for the order of Cheby-

shev nodes in each direction in the butterfly algorithm so that the algorithm for computing the summation achieves the accuracy \( \varepsilon \) in \( \mathcal{O}\left(\frac{N}{N_{\text{lay}}+1}\log N\right) \), where the prefactor depends only on \( \varepsilon \) and does not depend on \( \omega \). Therefore, the overall complexity for constructing the Green’s function by the butterfly algorithm in the \( N_{\text{lay}} \) layers is \( \mathcal{O}\left(\frac{N}{N_{\text{lay}}+1}N\log N\right) = \mathcal{O}(N\log N) \) for a given primary source point \( \mathbf{r}_0 \) and a given frequency. If computed in parallel, the complexity is further blackuced to \( \mathcal{O}(N/N_w\log N) \), where \( N_w \) denotes the number of workers in the parallelization.

### 6. Numerical examples

Unless otherwise stated, all computations were executed in a 16-core 2.0GHz Intel E5-2620 processor with 64 GBytes of RAM at the High Performance Computing Center (HPCC) of MSU. The offline stage was imple-

mented in C codes and executed by using a single core while the online stage was constructed in MATLAB codes, where the butterfly algorithm was carried out in parallel in 10 cores via the parallel computing toolbox of MATLAB.

To validate the accuracy of our sweeping method, we obtain reference solutions by applying the FDTD method [54] directly on the associated time-
domain equation. However, due to limited computing resources, we are only able to compute the FDTD-based solution at low frequencies, so that all comparisons will be carried out at low frequencies only. Unless otherwise stated, the grid size in the FDTD method is $h_{FDTD}=0.002$ in all 2-D examples, and $h_{FDTD}=0.01$ in all 3-D examples.

6.1. Two-dimensional examples

**Example 1.** A medium with constant refractive index is set up as the following:

- $\mu = (1 + 0.2\sin(3\pi(x + 0.05))\sin(0.5\pi z))^2$ and $\rho = 4\mu$ so that $n = \sqrt{\rho/\mu} = 2$.
- The computational domain is $\Omega = [0, 1] \times [0, 1]$.
- The distance between a layer and a secondary source line is $d_f = 0.1$.
- The mesh at the offline stage is $101 \times 101$. The running time at the offline stage is 298s.

In this example, since $n$ is constant, there is no caustic in the wavefield so that we expect that Babich’s ansatz (5) is valid in the whole computational domain $\Omega$.

At first, we check the accuracy of the Babich-ansatz based methods by testing both one-term and two-term truncations of the series (5). Since $\mu$ is not constant, we use the FDTD method to compute a reference solution. To blackuce dispersion error in the FDTD method, we compute the FDTD-based solution in a small squablack neighborhood of the primary source $r_0 = [0.5, 0.2]^T$ of size 0.1, i.e., $[0.45, 0.55] \times [0.15, 0.25]$, which is uniformly discretized by 1001 $\times$ 1001 points with grid size 0.0001. Values of the wavefield at the set of points $\{[0.45 + 0.01m_1, 0.15 + 0.01m_2]^T | 0 \leq m_1, m_2 \leq 10\}$ except at the source $r_0$ are computed at different frequencies, by using the FDTD method, the GO-ansatz approximation (41), and the one-term and two-term Babich approximations. Then, taking the FDTD solution as a reference, we measure the $L^\infty$ errors or the maximum absolute errors of the solution by the GO ansatz (41) and of the two solutions with one-term and two-term truncations of the Babich’s expansion (5), as recorded in Table 1. Clearly, both the one-term and two-term Babich approximations yield much more accurate solutions uniformly at all frequencies than the GO ansatz (41), while the two-term approximation is the best at high frequencies.
Next, we compute the wavefields excited by the same source \( r_0 \) in the whole domain \( \Omega \) at different frequencies by Algorithm 3. To do so, we artificially set up one secondary-source line at \( S_0 := \{ z = 0.6 \} \), and we update the wavefield in the layer \( \Omega_1 := [0, 1] \times [0.7, 1] \) by using the Huygens-Kirchhoff summation (82) accelerated by Algorithm 2. The total running times of constructing the wavefield in \( \Omega \) at different frequencies are recorded in Table 2. Assume that at mesh points in \( \Omega_1 \) Algorithm 2 produces the wavefield vector \( \mathbf{u}_B \) while straightforward matrix-vector multiplications give rise to the wavefield vector \( \mathbf{u}_D \). To justify validity and efficiency of the butterfly algorithm, we compute the \( L^\infty \) errors between \( \mathbf{u}_D \) and \( \mathbf{u}_B \), i.e. \( ||\mathbf{u}_B - \mathbf{u}_D|| \) at different values of \( p \) and at different frequencies. These errors along with the running times of computing \( \mathbf{u}_D \) and \( \mathbf{u}_B \) are listed in Table 3. Evidently, the acceleration is dramatic, especially at high frequencies.

<table>
<thead>
<tr>
<th>( \omega/(2\pi) )</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO-ansatz ( L^\infty ) error</td>
<td>1.8E-1</td>
<td>9.1E-2</td>
<td>4.5E-2</td>
<td>2.6E-2</td>
<td>1.7E-2</td>
</tr>
<tr>
<td>One-term ( L^\infty ) error</td>
<td>8.9E-3</td>
<td>4.5E-3</td>
<td>1.3E-3</td>
<td>5.0E-4</td>
<td>1.4E-4</td>
</tr>
<tr>
<td>Two-term ( L^\infty ) error</td>
<td>1.0E-2</td>
<td>3.5E-3</td>
<td>1.1E-3</td>
<td>4.1E-4</td>
<td>9.3E-5</td>
</tr>
</tbody>
</table>

Table 1: Example 1. \( L^\infty \)-error of GO solution (41) and Babich-formula based solutions (5) in the small domain: \([0.45, 0.55] \times [0.15, 0.25] \).

<table>
<thead>
<tr>
<th>Mesh in ( \Omega )</th>
<th>161 × 161</th>
<th>321 × 321</th>
<th>641 × 641</th>
<th>1281 × 1281</th>
<th>2561 × 2561</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega/(2\pi) )</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>128</td>
<td>256</td>
</tr>
<tr>
<td>NPW</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( T_{all}(p = 9) )</td>
<td>1.8</td>
<td>3.8</td>
<td>9.4</td>
<td>20.0</td>
<td>55.8</td>
</tr>
<tr>
<td>( T_{all}(p = 11) )</td>
<td>1.9</td>
<td>4.2</td>
<td>11.1</td>
<td>23.5</td>
<td>69.1</td>
</tr>
<tr>
<td>( T_{all}(p = 13) )</td>
<td>2.4</td>
<td>5.1</td>
<td>14.0</td>
<td>28.4</td>
<td>88.3</td>
</tr>
</tbody>
</table>

Table 2: Example 1. \( r_0 = [0.5, 0.2]^T \). \( T_{all} \) (unit: s): total CPU time for computing \( u \) in \( \Omega \); NPW: the number of points per wavelength; \( p = 9, 11, 13 \) Chebyshev nodes are used in Algorithm 2.
<table>
<thead>
<tr>
<th>Mesh in $\Omega_1$</th>
<th>$169 \times 53$</th>
<th>$337 \times 105$</th>
<th>$673 \times 209$</th>
<th>$1345 \times 417$</th>
<th>$2689 \times 833$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega/(2\pi)$</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>128</td>
<td>256</td>
</tr>
<tr>
<td>$T_D$</td>
<td>2.3</td>
<td>13.3</td>
<td>84.5</td>
<td>634.0</td>
<td>5062</td>
</tr>
<tr>
<td>NPW</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$T_B(p=9)$</td>
<td>1.7</td>
<td>3.7</td>
<td>9.2</td>
<td>19.4</td>
<td>53.7</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>1.4</td>
<td>3.6</td>
<td>9.2</td>
<td>32.7</td>
<td>94.3</td>
</tr>
<tr>
<td>$L_\infty$-error</td>
<td>$1.9E-2$</td>
<td>$2.5E-2$</td>
<td>$2.2E-2$</td>
<td>$1.9E-2$</td>
<td>$1.9E-2$</td>
</tr>
<tr>
<td>$T_B(p=11)$</td>
<td>1.9</td>
<td>4.2</td>
<td>10.9</td>
<td>23.0</td>
<td>67.2</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>1.2</td>
<td>3.2</td>
<td>7.8</td>
<td>27.6</td>
<td>75.3</td>
</tr>
<tr>
<td>$L_\infty$-error</td>
<td>$8E-3$</td>
<td>$1.2E-2$</td>
<td>$1.2E-2$</td>
<td>$9.1E-3$</td>
<td>$1.1E-2$</td>
</tr>
<tr>
<td>$T_B(p=13)$</td>
<td>2.3</td>
<td>4.9</td>
<td>13.9</td>
<td>28.0</td>
<td>86.5</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>1.0</td>
<td>2.7</td>
<td>6.1</td>
<td>22.6</td>
<td>58.5</td>
</tr>
<tr>
<td>$L_\infty$-error</td>
<td>$3E-3$</td>
<td>$6.9E-3$</td>
<td>$5.5E-3$</td>
<td>$4.7E-3$</td>
<td>$6.6E-3$</td>
</tr>
</tbody>
</table>

Table 3: Example 1. $r_0 = [0.5, 0.2]^T$. $T_B$ (unit: s): running time for computing $u$ in $\Omega_1$ by Algorithm 2; $T_D$ (unit: s): running time for computing $u$ in $\Omega_1$ by straightforward matrix-vector multiplication. NPW: the number of points per wavelength; $p = 9, 11, 13$ Chebyshev nodes are used in Algorithm 2.
Figure 3: Example 1. $r_0 = [0.5, 0.2]^T$, $\omega = 2\pi$: (a) solution by the proposed method: $p = 11$ and NPW = 5; (b) FDTD solution. Real part of wavefields at (c): $x = 0$ and (d): $z = 0.8$. Circle: solution by the proposed method; dashed line: two-term Babich approximation solution (5); solid line: FDTD solution.
Figure 4: Example 1. \( r_0 = (0.5, 0.2), \omega = 8\pi \): (a) solution by the proposed method: \( p = 11 \) and NPW = 5; (b) FDTD solution. Real part of wavefields at (c): \( x = 0.50 \); (d): \( z = 0.8 \). Circle: solution by the proposed method; dashed line: two-term Babich approximation solution (5); solid line: FDTD solution.
Figure 5: Example 1: $r_0 = (0.5, 0.2), \omega = 32\pi$: (a) solution by the proposed method: $p = 13$ and NPW = 5; (b) FDTD solution. Real part of wavefields at (c): $x = 0.50$; (d): $z = 0.8$. Circle: solution by the proposed method; dashed line: two-term Babich approximation solution (5); solid line: FDTD solution.

Moreover, Figures 3, 4, and 5 show the numerical solutions at a low frequency $\omega = 2\pi$, an intermediate frequency $\omega = 8\pi$, and a high frequency $\omega = 32\pi$, respectively, by our approach and by the FDTD method, where a straight line at $z = 0.6$ shows the location of the secondary source line $S_0$. For the three frequencies, the FDTD method takes 309s, 310s and 308s to compute the wavefield, respectively. We can see that the three solutions are consistent with each other, and the asymptotic solutions approach the FDTD solution reasonably well as the frequency becomes higher.

**Example 2.** Two-dimensional sinusoidal medium model:

- $\mu = (1 + 0.2 \sin(3\pi(x + 0.05)) \sin(0.5\pi z))^2$ and $\rho = 1$.
- The computational domain is $[0, 1] \times [0, 2]$.
- The distance between a layer and a secondary source line is $d_f = 0.1$.
- The mesh at the offline stage is $101 \times 201$. The running time at the offline stage is 4267s.
In this example, even though $\rho$ is constant, the refractive index $n = \frac{1}{\sqrt{\mu}}$ is not a constant so that caustics may develop.

At first, we compare the three methods, the FDTD method, the GO-ansatz approximation (41), and the Babich’s expansions with one-term and two-term truncations in a caustic-free region (excluding the source), which is defined to be $[0.45, 0.55] \times [0.15, 0.25]$ around the primary source $r_0 = [0.5, 0.2]^T$. Here in the FDTD method, the grid size is $h_{FDTD} = 0.0001$. In Table 4, at various frequencies, taking the FDTD solution as a reference, we list the $L^\infty$-errors of the GO solution, the one-term Babich approximation, and the two-term Babich approximations at the set of points $\{[0.45 + 0.01m_1, 0.15 + 0.01m_2]^T | 0 \leq m_1, m_2 \leq 10\}$ except at the source $r_0$. It is clear that our new Babich-expansion based solutions outperform the GO solutions.

<table>
<thead>
<tr>
<th>$\omega/(2\pi)$</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO-ansatz $L^\infty$ error</td>
<td>3.0E-1</td>
<td>1.2E-1</td>
<td>4.3E-2</td>
<td>2.5E-2</td>
<td>1.7E-2</td>
</tr>
<tr>
<td>One-term $L^\infty$ error</td>
<td>3.7E-1</td>
<td>5.3E-2</td>
<td>2.8E-2</td>
<td>6.0E-4</td>
<td>1.5E-4</td>
</tr>
<tr>
<td>Two-term $L^\infty$ error</td>
<td>3.7E-1</td>
<td>5.3E-2</td>
<td>2.9E-3</td>
<td>5.5E-4</td>
<td>1.3E-4</td>
</tr>
</tbody>
</table>

Table 4: Example 2. $L^\infty$-error of GO solution (41) and Babich-formula based solution (5) in the small domain: $[0.45, 0.55] \times [0.15, 0.25]$.

Next, we compute the wavefields excited by the source $r_0 = [0.5, 0.2]^T$ in the whole domain $\Omega$ at different frequencies. According to Algorithm 3, we decompose $\Omega$ into six layers $\{\Omega_j\}_{j=0}^5$ distinguished by five secondary-source lines $\{S_j\}_{j=0}^4$ at the offline stage. At the online stage, we update the wavefield $u$ in $\{\Omega_j\}_{j=1}^5$ by Algorithm 2. The total running times of constructing the wavefield in $\Omega$ at different frequencies are recorded in Table 5. Assume that at mesh points in $\Omega_1$ Algorithm 2 produces the wavefield vector $u_B$ while straightforward matrix-vector multiplications give rise to the wavefield vector $u_D$. To justify validity and efficiency of the butterfly algorithm, we compute the $L^\infty$ errors between $u_D$ and $u_B$, i.e. $||u_B - u_D||$ at different values of $p$ and at different frequencies. These errors along with the running times of computing $u_D$ and $u_B$ are listed in Table 6.
<table>
<thead>
<tr>
<th>Mesh in $\Omega$</th>
<th>$241 \times 481$</th>
<th>$481 \times 961$</th>
<th>$961 \times 1921$</th>
<th>$1921 \times 3841$</th>
<th>$3841 \times 7681$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega/(2\pi)$</td>
<td>32</td>
<td>64</td>
<td>128</td>
<td>256</td>
<td>512</td>
</tr>
<tr>
<td>NPW</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>$T_{alt}(p = 9)$</td>
<td>18.9</td>
<td>48.7</td>
<td>104.3</td>
<td>289.7</td>
<td>691.0</td>
</tr>
<tr>
<td>$T_{alt}(p = 11)$</td>
<td>21.8</td>
<td>58.8</td>
<td>122.8</td>
<td>364.0</td>
<td>838.3</td>
</tr>
<tr>
<td>$T_{alt}(p = 13)$</td>
<td>25.8</td>
<td>73.8</td>
<td>149.1</td>
<td>466.4</td>
<td>1034.4</td>
</tr>
</tbody>
</table>

Table 5: Example 2: $r_0 = [0.5, 0.2]^T$. $T_{alt}$ (unit: s): total CPU time for computing $u$ in $\Omega$; $p = 9, 11, 13$ Chebyshev nodes are used in Algorithm 2.

<table>
<thead>
<tr>
<th>Mesh in $\Omega_R$</th>
<th>$241 \times 73$</th>
<th>$481 \times 145$</th>
<th>$961 \times 289$</th>
<th>$1921 \times 577$</th>
<th>$3841 \times 1153$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega/(2\pi)$</td>
<td>32</td>
<td>64</td>
<td>128</td>
<td>256</td>
<td>512</td>
</tr>
<tr>
<td>$T_D$</td>
<td>3.3</td>
<td>22.6</td>
<td>159.6</td>
<td>1195.8</td>
<td>12518</td>
</tr>
<tr>
<td>NPW</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>$T_B(p = 9)$</td>
<td>3.7</td>
<td>9.5</td>
<td>20.4</td>
<td>54.7</td>
<td>126.4</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>0.9</td>
<td>2.4</td>
<td>7.8</td>
<td>21.9</td>
<td>99.0</td>
</tr>
<tr>
<td>$L_\infty$-error</td>
<td>6.1E-3</td>
<td>4.5E-3</td>
<td>4.1E-3</td>
<td>4.5E-3</td>
<td>4.2E-3</td>
</tr>
<tr>
<td>$T_B(p = 11)$</td>
<td>4.4</td>
<td>11.4</td>
<td>24.2</td>
<td>69.0</td>
<td>153.5</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>0.8</td>
<td>2.0</td>
<td>6.6</td>
<td>17.3</td>
<td>81.6</td>
</tr>
<tr>
<td>$L_\infty$-error</td>
<td>1.1E-3</td>
<td>8.3E-4</td>
<td>7.0E-4</td>
<td>7.9E-4</td>
<td>8.1E-4</td>
</tr>
<tr>
<td>$T_B(p = 13)$</td>
<td>5.1</td>
<td>14.4</td>
<td>28.7</td>
<td>89.3</td>
<td>194.2</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>0.6</td>
<td>1.6</td>
<td>5.6</td>
<td>13.4</td>
<td>64.5</td>
</tr>
<tr>
<td>$L_\infty$-error</td>
<td>3.5E-4</td>
<td>8.3E-5</td>
<td>1.0E-4</td>
<td>1.1E-4</td>
<td>6.5E-5</td>
</tr>
</tbody>
</table>

Table 6: Example 2: $r_0 = [0.5, 0.2]^T$. $T_B$ (unit: s): running time for computing $u$ in $\Omega_1$ by Algorithm 2; $T_D$ (unit: s): running time for computing $u$ in $\Omega_1$ by straightforward matrix-vector multiplication. NPW: the number of points per wavelength; $p = 9, 11, 13$ Chebyshev nodes are used in Algorithm 2.
In addition, we compare our numerical solution with the FDTD solution at \( \omega = 32\pi \), as shown in Figure 6, where the five straight lines in Figure 6(a) show locations of secondary-source lines \( \{S_j\}_{j=0}^4 \). The running time for FDTD method is 462s. One can observe that the two solutions match each other very well in general. It seems that their differences are more pronounced in the vicinity of caustics. We believe that there are at least two reasons causing such phenomena: one is that there are an infinite number of rays propagating through caustics while our method truncates the secondary source lines so that we capture a finite number of rays only, and the other is that the FDTD solution loses accuracy due to the dispersion error at high frequencies.

The wavefield \( u \) excited by a different primary source \( r_0 = [0.7, 0.35]^T \) at \( \omega = 32\pi \) is computed and compared with the FDTD solution, as shown in Figure 7. Since the two-term Babich approximation (39) is accurate close to the source \( r_0 \), we see that even though the first secondary-source line is close to \( r_0 \), the numerical solution is still consistent with the FDTD solution quite well.
Figure 7: Example 2. \( \mathbf{r}_0 = [0.7, 0.35]^T \) and \( \omega = 32\pi \). (a) solution by the proposed method: \( p = 13 \) and \( \text{NPW} = 6 \); (b) FDTD solution. Real part of wavefields at (c): \( z = 1 \) and (d): \( z = 1.8 \). Circle: solution by the proposed method; solid line: FDTD solution.

Example 3. Two-dimensional waveguide model:

- \( \mu = (1 - 0.5e^{-8(x-1)^2})^2 \) and \( \rho = 1 \).
- The computational domain is \( \Omega = [0, 2] \times [0, 2] \).
- The distance between a layer and a secondary-source line is \( d_f = 0.1 \).
- The mesh at the offline stage is 201 \( \times \) 201. The running time at the offline stage is 4352s.

At first, we compare the three methods, the FDTD method, the GO-ansatz approximation (41), and the Babich’s expansion with one- and two-term truncations in a caustic-free region (excluding the source), which is taken to be \( [0.95, 1.05] \times [0.15, 0.25] \) near the primary source \( \mathbf{r}_0 = [1.0, 0.2]^T \). Here the grid size in the FDTD method is 0.0001. In Table 7, taking the FDTD solution as a reference solution, we list the \( L^\infty \)-errors of the GO solution, the one-term Babich’s expansion, and the two-term Babich’s expansion at the set of points \( \{[0.95 + 0.01m_1, 0.15 + 0.01m_2]^T | 0 \leq m_1, m_2 \leq 10 \} \) except
at the source $r_0$. It is clear that our new Babich-expansion based solutions outperform the GO solutions at high frequencies.

$$\omega/(2\pi) \quad 2 \quad 4 \quad 8 \quad 16 \quad 32$$

<table>
<thead>
<tr>
<th></th>
<th>GO-ansatz $L^\infty$ error</th>
<th>One-term $L^\infty$ error</th>
<th>Two-term $L^\infty$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.1E-0</td>
<td>2.5E-1</td>
<td>2.4E-1</td>
</tr>
<tr>
<td></td>
<td>7.5E-1</td>
<td>1.4E-2</td>
<td>1.3E-2</td>
</tr>
<tr>
<td></td>
<td>5.7E-1</td>
<td>3.4E-3</td>
<td>2.6E-3</td>
</tr>
<tr>
<td></td>
<td>4.2E-1</td>
<td>9.0E-4</td>
<td>6.0E-4</td>
</tr>
<tr>
<td></td>
<td>3.0E-1</td>
<td>2.8E-4</td>
<td>2.7E-4</td>
</tr>
</tbody>
</table>

Table 7: Example 3. $L^\infty$-error of GO solution (41) and Babich-formula based solution (5) in the small domain: $\left[0.95, 1.05\right] \times \left[0.15, 0.25\right]$.

We further compute the wavefields excited by the source $r_0 = [1.0, 0.2]^T$ in the whole domain $\Omega$ at different frequencies. According to Algorithm 3, we decompose $\Omega$ into six layers $\{\Omega_j\}_{j=0}^5$ distinguished by five secondary-source lines $\{S_j\}_{j=1}^4$ at the offline stage. At the online stage, we update the wavefield $u$ in $\{\Omega_j\}_{j=1}^5$ by Algorithm 2. The total running times for constructing the wavefield $u$ in $\Omega$ are recorded in Table 8. Assume that at mesh points in $\Omega_1$ Algorithm 2 produces the wavefield vector $u_B$ while straightforward matrix-vector multiplications give rise to the wavefield vector $u_D$. To justify validity and efficiency of the butterfly algorithm, we compute the $L^\infty$ errors between $u_D$ and $u_B$, i.e. $||u_B - u_D||$ at different values of $p$ and at different frequencies. These errors along with the running times of computing $u_D$ and $u_B$ are listed in Table 9.

$$\omega/(2\pi) \quad 32 \quad 64 \quad 128 \quad 256$$

<table>
<thead>
<tr>
<th></th>
<th>Mesh in $\Omega$</th>
<th>511 $\times$ 511</th>
<th>1021 $\times$ 1021</th>
<th>2051 $\times$ 2051</th>
<th>4101 $\times$ 4101</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NPW</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$T_{all}(p = 9)$</td>
<td>63.1</td>
<td>178.2</td>
<td>386.0</td>
<td>1194.6</td>
</tr>
<tr>
<td></td>
<td>$T_{all}(p = 11)$</td>
<td>77.8</td>
<td>231.2</td>
<td>490.0</td>
<td>1588.1</td>
</tr>
<tr>
<td></td>
<td>$T_{all}(p = 13)$</td>
<td>97.5</td>
<td>305.8</td>
<td>630.2</td>
<td>2092.8</td>
</tr>
</tbody>
</table>

Table 8: Example 3: $r_0 = [1.0, 0.2]^T$. $T_{all}$ (unit: s): total CPU time for computing $u$ in $\Omega$; NPW: the number of points per wavelength; $p = 9, 11, 13$ Chebyshev nodes are used in Algorithm 2.
Table 9: Example 3: $r_0 = [1.0, 0.2]^T$. $T_B$ (unit: s): running time for computing $u$ in $\Omega_1$ by Algorithm 2; $T_D$ (unit: s): running time for computing $u$ in $\Omega_1$ by straightforward matrix-vector multiplication. NPW: the number of points per wavelength; $p = 9, 11, 13$ Chebyshev nodes are used in Algorithm 2.

<table>
<thead>
<tr>
<th>Mesh in $\Omega_R$</th>
<th>$561 \times 81$</th>
<th>$1121 \times 161$</th>
<th>$2241 \times 321$</th>
<th>$4481 \times 641$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega/(2\pi)$</td>
<td>32</td>
<td>64</td>
<td>128</td>
<td>256</td>
</tr>
<tr>
<td>$T_D$</td>
<td>17.6</td>
<td>119.7</td>
<td>892.1</td>
<td>10220</td>
</tr>
<tr>
<td>NPW</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$T_B(p = 9)$</td>
<td>12.6</td>
<td>35.4</td>
<td>75.0</td>
<td>229.8</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>1.4</td>
<td>3.4</td>
<td>11.9</td>
<td>44.5</td>
</tr>
<tr>
<td>$L_{\infty}$-error</td>
<td>1.7E-2</td>
<td>1.9E-2</td>
<td>1.8E-2</td>
<td>1.4E-2</td>
</tr>
<tr>
<td>$T_B(p = 11)$</td>
<td>15.1</td>
<td>45.8</td>
<td>96.3</td>
<td>309.9</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>1.2</td>
<td>2.6</td>
<td>9.3</td>
<td>33.0</td>
</tr>
<tr>
<td>$L_{\infty}$-error</td>
<td>3.8E-3</td>
<td>4.9E-3</td>
<td>5.1E-3</td>
<td>5.2E-3</td>
</tr>
<tr>
<td>$T_B(p = 13)$</td>
<td>19.2</td>
<td>60.2</td>
<td>123.8</td>
<td>412.4</td>
</tr>
<tr>
<td>$T_D/T_B$</td>
<td>0.92</td>
<td>2.0</td>
<td>7.2</td>
<td>24.8</td>
</tr>
<tr>
<td>$L_{\infty}$-error</td>
<td>1.1E-3</td>
<td>1.5E-3</td>
<td>8.8E-4</td>
<td>9.7E-4</td>
</tr>
</tbody>
</table>

In addition, we compare our numerical solution with the FDTD solution at $\omega = 32\pi$, as shown in Figure 8, where the five straight lines in Figure 8(a) show locations of secondary-source lines $\{S_j\}_{j=0}^4$. The running time for FDTD method is 767s.
Figure 8: Example 3. \( \mathbf{r}_0 = [1.0, 0.2]^T \) and \( \omega = 32\pi \). (a) solution by the proposed method: \( p = 11 \text{ and } \text{NPW} = 4 \); (b) FDTD solution. Real part of wavefields at (c): \( x = 0.8 \); (d): \( z = 1.8 \). Circle: solution by the proposed method; solid line: FDTD solution.

The wavefield \( u \) excited by a different primary source \( \mathbf{r}_0 = [1.0, 0.35]^T \) at \( \omega = 32\pi \) is computed and comparable with the FDTD solution, as shown in Figure 9, where the first secondary-source line \( S_0 \) is located close to \( \mathbf{r}_0 \).
Figure 9: Example 3. \( r_0 = [1.0, 0.35]^T \) and \( \omega = 32\pi \). (a) solution by the proposed method: \( p = 11 \) and NPW= 4; (b) FDTD solution. Real part of wavefields at (c): \( x = 0.8 \); (d): \( z = 1.8 \). Circle: solution by the proposed method; solid line: FDTD solution.
6.2. Three-dimensional examples

**Example 4.** A constant refractive index model is set up as follows:

- \( \mu = (3 - 1.75 \exp(-(x-1)^2 + (y-1)^2 + (z-1)^2)/0.64)^2 \) and \( \rho = 4 \mu \) so that \( n = 2 \).

- The computational domain is \( \Omega = [0, 2] \times [0, 2] \times [0, 2] \).

- The mesh at the offline stage is \( 51 \times 51 \times 51 \). The running time at the offline stage is 27 hours.

At first, we compare three methods, the FDTD method, the GO-ansatz approximation (41), and the Babich's expansion with one- and two-term truncations in a caustic-free region (excluding the source) which is taken to be \([0.95, 1.05] \times [0.95, 1.05] \times [0.15, 0.25] \) near the primary source \( r_0 = [1.0, 1.0, 0.2]^T \). Here in the FDTD method, the grid size is \( h_{FDTD} = 0.001 \).

In Table 10, taking the FDTD solution as a reference, we list the \( L^\infty \)-errors of the GO solution, the one-term Babich’s expansion, and the two-term Babich’s expansion at the set of points \( \{[0.95 + 0.01m_1, 0.95 + 0.01m_2, 0.15 + 0.01m_3]^T|0 \leq m_1, m_2, m_3 \leq 10\} \) except at the source \( r_0 \). Clearly, our new Babich-expansion based solutions outperform the GO solution for the 3-D case as well.

<table>
<thead>
<tr>
<th>( \omega/(2\pi) )</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO-ansatz ( L^\infty ) error</td>
<td>1.3E-2</td>
<td>1.5E-2</td>
<td>1.3E-2</td>
<td>1.4E-2</td>
<td>1.4E-2</td>
</tr>
<tr>
<td>One-term ( L^\infty ) error</td>
<td>5.4E-3</td>
<td>4.9E-3</td>
<td>5.0E-3</td>
<td>5.6E-3</td>
<td>5.8E-3</td>
</tr>
<tr>
<td>Two-term ( L^\infty ) error</td>
<td>5.0E-3</td>
<td>4.8E-3</td>
<td>4.9E-3</td>
<td>5.5E-3</td>
<td>5.8E-3</td>
</tr>
</tbody>
</table>

Table 10: Example 4. \( L^\infty \)-error of GO solution (41) and Babich-formula based solution (5) in the small domain: \([0.95, 1.05] \times [0.95, 1.05] \times [0.15, 0.25] \).

Next, we compute the wavefields excited by the source \( r_0 = [1.0, 1.0, 0.2]^T \) in the whole domain \( \Omega \) at different frequencies. As \( n = 2 \) is constant, no caustic occurs in this example. To check the performance of Algorithm 3, we artificially set up one secondary-source plane at \( z = 1.2 \), and compute the wavefield \( u \) in the layer \( \Omega_1 = [0, 2] \times [0, 2] \times [1.3, 2] \). The total running times of constructing the wavefield in \( \Omega_1 \) are recorded in Table 11.
Table 11: Example 4: \( r_0 = [1.0, 1.0, 0.2]^T \). \( T_{\text{all}} \) (unit: s): total CPU time for computing \( u \) in \( \Omega \); NPW: the number of points per wavelength; \( p = 9, 11, 13 \) Chebyshev nodes are used in Algorithm 2.

In addition, we compare our numerical solution with the FDTD solution at three frequencies: \( \omega = 2\pi, 4\pi \) and \( 8\pi \). The running time for the FDTD method at these three frequencies are 8066s, 8070s and 8069s, respectively. Corresponding results at \( y = 1 \) are shown in Figures 10, 11, and 12, respectively.

Figure 10: Example 4. Source point \([1.0, 1.0, 0.2]^T\) and \( \omega = 2\pi \). (a) solution by the proposed method at \( y = 1 \): \( p = 11 \) and NPW= 5; (b) FDTD solution at \( y = 1 \). Real part of wavefields at (c): \( x = 0.9 \) and \( y = 1 \) and at (d): \( y = 1 \) and \( z = 1.4 \). Circle: solution by the proposed method; dashed line: two-term Babich approximation solution (5); solid line: FDTD solution.
Figure 11: Example 4. Source point $[1.0, 1.0, 0.2]^T$ and $\omega = 4\pi$. (a) solution by the proposed method at $y = 1$: $p = 11$ and $NPW = 5$; (b) FDTD solution at $y = 1$. Real part of wavefields at (c): $x = 0.9$ and $y = 1$ and at (d): $y = 1$ and $z = 1.4$. Circle: solution by the proposed method; dashed line: two-term Babich approximation solution (5); solid line: FDTD solution.
Figure 12: Example 4. Source point $(1.0,1.0,0.2)$ and $\omega = 8\pi$. (a) solution by the proposed method at $y = 1$: $p = 13$ and NPW = 5; (b) FDTD solution at $y = 1$. Real part of wavefields at (c): $x = 0.9$ and $y = 1$ and at (d): $y = 1$ and $z = 1.4$. Circle: solution by the proposed method; dashed line: two-term Babich approximation solution (5); solid line: FDTD solution.

Example 5. Three-dimensional Gaussian model:

- $\mu = (3 - 1.75\exp(-(x-1)^2 + (y-1)^2 + (z-1)^2)/0.64))^2$ and $\rho = 1$.
- The computational domain is $\Omega = [0, 2] \times [0, 2] \times [0, 2]$.
- The mesh at the offline stage is $51 \times 51 \times 51$. The running time at the offline stage is 76 hours.

At first, we compare three methods, the FDTD method, the GO-ansatz approximation (41), and the Babich’s expansion with one- and two-term truncations in a caustic-free region (excluding the source), which is taken to be $[0.95, 1.05] \times [0.95, 1.05] \times [0.15, 0.25]$ near the primary source $\mathbf{r}_0 = [1.0, 1.0, 0.2]^T$. Here in the FDTD method, the grid size is $h_{FDTD} = 0.001$. In Table 12, taking the FDTD solution as a reference, we list the $L^\infty$-errors of the GO solution, the one-term Babich’s expansion, and the two-term Babich’s expansion at the set of points $\{0.95 + 0.01m_1, 0.95 + 0.01m_2, 0.15 + \ldots\}$.
\[0.01m_3^T \{ 0 \leq m_1, m_2, m_3 \leq 10 \}\] except at the source \( r_0 \). We see that our new Babich-expansion based solutions are much more accurate than the GO solutions.

<table>
<thead>
<tr>
<th>( \omega/(2\pi) )</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO-ansatz ( L^\infty ) error</td>
<td>3.6E-1</td>
<td>1.9E-2</td>
<td>1.9E-2</td>
<td>1.9E-2</td>
<td>1.9E-2</td>
</tr>
<tr>
<td>One-term ( L^\infty ) error</td>
<td>3.6E-1</td>
<td>4.4E-3</td>
<td>4.5E-3</td>
<td>5.2E-3</td>
<td>5.8E-3</td>
</tr>
<tr>
<td>Two-term ( L^\infty ) error</td>
<td>3.6E-1</td>
<td>4.4E-3</td>
<td>4.5E-3</td>
<td>5.1E-3</td>
<td>5.8E-3</td>
</tr>
</tbody>
</table>

Table 12: Example 5. \( L^\infty \)-error of GO solution (41) and Babich-formula based solution (5) in the small domain: \([0.95, 1.05] \times [0.95, 1.05] \times [0.15, 0.25]\).

We compute the wavefields excited by the source \( r_0 = [1.0, 1.0, 0.2]^T \) in the whole domain \( \Omega \) at different frequencies. According to Algorithm 3, we set up one secondary-source plane at \( z = 1.2 \), and compute the wavefield \( u \) in the layer \( \Omega_1 = [0, 2] \times [0, 2] \times [1.3, 2] \). The total running times of constructing the wavefield in \( \Omega \) are recorded in Table 13.

<table>
<thead>
<tr>
<th>Mesh in ( \Omega )</th>
<th>31 \times 31 \times 31</th>
<th>61 \times 61 \times 61</th>
<th>131 \times 131 \times 131</th>
<th>261 \times 261 \times 261</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega/(2\pi) )</td>
<td>4</td>
<td>8</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>NPW</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( T_{all}(p = 9) )</td>
<td>83.0</td>
<td>204.9</td>
<td>701.7</td>
<td>2888.4</td>
</tr>
<tr>
<td>( T_{all}(p = 11) )</td>
<td>92.6</td>
<td>251.9</td>
<td>915.2</td>
<td>3733.9</td>
</tr>
<tr>
<td>( T_{all}(p = 13) )</td>
<td>109.7</td>
<td>303.4</td>
<td>1299.7</td>
<td>5241.1</td>
</tr>
</tbody>
</table>

Table 13: Example 5: \( r_0 = [1.0, 1.0, 0.2]^T \). \( T_{all} \) (unit: s): Total CPU time for computing \( u \) in \( \Omega \); NPW: number of points per wavelength; \( p = 9, 11, 13 \) Chebyshev nodes are used in Algorithm 2.

Next, we compare our numerical solution with the FDTD solution at frequency \( \omega = 16\pi \). Numerical results at \( y = 1 \) are shown in Figure 13. The running time for the FDTD method is 8075s.
Figure 13: Example 5. Source point $(1.0,1.0,0.2)$ and $\omega = 16\pi$. (a) solution by the proposed method at $y = 1$: $p = 13$ and $NPW = 5$; (b) FDTD solution at $y = 1$. Real part of wavefields at (c): $x = 0.9$ and $y = 1$; and at (d): $y = 1$ and $z = 1.8$. Circle: solution by the proposed method; solid line: FDTD solution.

In addition, we compute the wavefield $u$ at high frequency $\omega = 64\pi$. Numerical results at $x = 1$, $y = 1$ and $z = 1.8$ are shown in Figure 14(a), (b) and (c), respectively.
Finally, we compute the wavefield $u$ at frequency $\omega = 64\pi$ at the source $r_0 = [0.6, 0.6, 0.24]^T$. Numerical results at $x = 1.4$, $y = 1.4$ and $z = 1.8$ are shown in Figure 15(a), (b) and (c), respectively.
7. Conclusion

Starting from Babich’s expansion, we have developed a new fast Huygens sweeping method for solving the Helmholtz equation in inhomogeneous media in the high frequency regime and in the presence of caustics. The new method utilized the Huygens-Kirchhoff integral to integrate locally valid wavefields to construct globally valid wavefields, which are uniformly accurate near the source and remote from it. The Huygens-Kirchhoff summation was further accelerated by the butterfly algorithm, achieving nearly optimal complexity. Numerical experiments have illustrated the efficiency and accuracy of the method.

Acknowledgment

The authors thank Associate Editor Dr. Eli Turkel and two anonymous reviewers for their constructive and helpful suggestions and comments.
References


