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INVERSE RANDOM POTENTIAL SCATTERING FOR ELASTIC
WAVES”™

JIANLIANG LI, PEIJUN LI, AND XU WANGS$

Abstract. This paper is concerned with the inverse elastic scattering problem for a random
potential in three dimensions. Interpreted as a distribution, the potential is assumed to be a mi-
crolocally isotropic Gaussian random field whose covariance operator is a classical pseudodifferential
operator. Given the potential, the direct scattering problem is shown to be well-posed in the sense
of distributions by studying the equivalent Lippmann—Schwinger integral equation. For the inverse
scattering problem, we demonstrate that the microlocal strength of the random potential can be
uniquely determined with probability one by a single realization of the high frequency limit of the
averaged compressional or shear backscattered far-field pattern of the scattered wave. The analysis
employs the integral operator theory, the Born approximation in the high frequency regime, the
microlocal analysis for the Fourier integral operators, and the ergodicity of the wave field.
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1. Introduction. Inverse problems seek the causal factors which produce obser-
vations. Mathematically, they determine unknown parameters in partial differential
equations via external measurements. The field of inverse problems has undergone
tremendous growth in the last several decades. Motivated by diverse scientific and
industrial applications such as radar and sonar, nondestructive testing, and medical
imaging, inverse scattering has become an area of intense activity and is one of the
most important research topics in scattering theory [11]. Recently, inverse scattering
problems for elastic waves have received much attention due to significant applications
in geophysics, seismology, and elastography [1]. We refer to [4, 5, 6, 7, 15, 16, 35,
36] and the references cited therein for mathematical and computational results on
inverse problems in elasticity. A comprehensive account of elasticity can be found in
the monograph [10].

Stochastic inverse problems refer to inverse problems that involve uncertainties,
which become essential for mathematical models in order to take account of unpre-
dictability of the environments, incomplete knowledge of the systems and measure-
ments, and interference between different scales. In addition to the existing hurdles of
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nonlinearity and ill-posedness for deterministic counterparts, stochastic inverse prob-
lems have substantially more difficulties due to randomness and uncertainties. The
area is wide open. It is highly desired to develop new models and methodologies. We
refer to [2, 8, 17] and [14, 18, 19] on inverse scattering problems in random media
and with random sources, respectively. Recent progress can be found in [3, 24, 25,
30, 31] on the inverse random source problems for the wave equations, where the goal
is to determine the statistical properties of the random source from knowledge of the
radiated random wave field.

The inverse random potential problem is more challenging than the inverse ran-
dom source problem due to nonlinearity. There are only a few mathematical results
on the inverse random potential problems, where the potential is assumed to be a
microlocally isotropic Gaussian random field of order —m as proposed in [22] (cf.
Assumption 1.1). In [23], the authors considered the point source illumination and
studied the inverse random potential problem for the two-dimensional Schrodinger
equation with m € [2,3) by examining the Born series and using the near-field data.
It is shown that the microlocal strength of the random potential can be uniquely deter-
mined by the high frequency limit of the scattered wave averaged over the frequency
band. The work was extended in [26] to the more complicated stochastic elastic wave
equation of rougher potentials with m € (1,2] in R2. The microlocal strength of the
random potential is shown to be uniquely determined by the high frequency limit of
two scattered fields averaged over the frequency band, where the two scattered fields
are excited by two point sources with two unit orthonormal polarization vectors. It
is unclear whether the near-field measurement used in the two-dimensional problems
can be utilized to solve the three-dimensional problems. The difficulty arises from the
fact that the fundamental solutions in three dimensions do not decay with respect to
the frequency, which makes it challenging to estimate the higher order terms in the
Born series. In [9], the authors investigated the inverse random potential problem for
the three-dimensional Schrédinger equation with m = 3, where the plane wave was
taken as the incidence and the far-field pattern was used as the data. They showed
that the microlocal strength of the random potential can be uniquely recovered by
the high frequency limit of the backscattered far-field pattern averaged over the fre-
quency band. Motivated by [9], we study the inverse random potential problem for
the three-dimensional elastic wave equation by using the far-field pattern, where the
potential has a larger range of roughness with m € (2,3]. Since the compressional
and shear components of the elastic wave have different wavenumbers and the dis-
placement is a vector-valued function, the analysis is more sophisticated than the
Schrodinger equation. We refer to [27, 28, 29] for closely related inverse problems
of the three-dimensional Schrodinger equation. In [27], it was shown that the deter-
ministic potential and statistics of the white noise perturbed source can be uniquely
determined by using both the passive and the active measurement. The work was
extended in [29] to the case that the source is a microlocally isotropic Gaussian ran-
dom field. It was further extended in [28] to the case that both the potential and the
source are microlocally isotropic Gaussian random fields. The estimates are technical
for the problem with both the potential and the source being random. A priori in-
formation is needed about the relationship of the orders for the potential and source.
These interesting results are summarized in the review paper [33]. An inverse random
impedance problem for the acoustic wave equation can be found in [20].

This work is concerned with an inverse random potential scattering problem for
the three-dimensional elastic wave equation. Specifically, we consider the stochastic
elastic wave equation
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(1.1) pAu+ A+ p)VV - u+w?u —pu=0 in R?,

where w > 0 is the angular frequency, A and p are the Lamé constants satisfying
w> 0 and A+ 2 > 0 such that the second order partial differential operator A* :=
pA+ (A + p)VV- is strongly elliptic (cf. [34, section 10.4]), and the random potential
p stands for a linear load inside a known homogeneous and isotropic elastic solid and
is assumed to be a generalized Gaussian random field whose definition is given as
follows.

Assumption 1.1. Assume that the random potential p is a centered microlocally
isotropic Gaussian random field of order —m supported in D with m € (2,3] and
D C R? being a bounded domain. More precisely, the covariance operator C, of p,
defined by

(Cop, ) =E[(p, ) (0, ¥)] Y,¥ €D,

is a classical pseudodifferential operator. Its principal symbol has the form ¢(x)|€] =™,
where ¢ is called the microlocal strength of p and satisfies supp(¢) C D, ¢ € C§°(D),
and ¢ > 0.

The total field w consists of the scattered field u®¢ and the incident field u™™°,
which is assumed to be the elastic plane wave of the general form
(1.2) W (2) = aui(z) + Bui"(z), a,BeC.
Here, u;"c := 0el*»®¥ is the compressional plane wave and ul"¢ := §+¢e'*:%% denotes
the shear plane wave, where § € S? := {x € R® : || = 1} represents the unit propagation
direction, + € S? is a unit vector orthogonal to #, and Kp 1= cpw and K := csw with
cpi=(A+ 2/1)_% and c¢g 1= /f% denote the compressional and shear wavenumbers,
respectively. In this paper, we consider separately these two types of incident plane
waves: one is the compressional plane wave u"¢ = u/'* with o = 1 and 3 = 0; the
other is the shear plane wave u'"¢ = ul"® with « =0 and 8 = 1. It can be verified
that the incident field u'™¢ satisfies

pAU™ + (A + p)VV - w4 02u™ =0 in R3.

Since the problem is formulated in the whole space R®, an appropriate radiation
condition is needed to ensure the uniqueness of the solution. As usual, the scattered
field ©®¢ is required to satisfy the Kupradze-Sommerfeld radiation condition. Based
on the Helmholtz decomposition (cf. [5, Appendix B]), the scattered field u*¢ can
be decomposed into the compressional wave component ug® := f%VV -u°¢ and the

shear wave component u3¢ := -5V x (V x 4*¢) in R*\ D. The Kupradze-Sommerfeld

radiation condition reads that ﬁff and ¢ satisfy the Sommerfeld radiation condition

1.3 I O — irpui€) =0, i Ol u® — i) =0
(1.3) ‘xlﬂ_{loo|$|( oy — ihpup) |w|1£)noo|x|( o us€ — ihsu’)

uniformly in all directions # :=z/|x| € S%. The radiation condition (1.3) leads to the
following asymptotic expansion of u®c:

. eif@p|x\ - eifcs|x\ - Ly
(1.4) u (x):Wup ($)+WUS @)+ 0(x| %), |z|— oo,

where u;°(2) and ud®(2) are known as the compressional and shear far-field patterns
of the scattered field u*¢, respectively.
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Note that the wave fields w,uy”,ug® also depend on the angular frequency w
and the propagation direction §. For clarity, we write v(x) as v(z,w,0) when it is
necessary to express explicitly the dependence of the wave field v on w and 6.

Given the random potential p, the direct scattering problem is to investigate the
well-posedness and regularity of the solution w to (1.1)—(1.3). The inverse scattering
problem aims to determine the microlocal strength ¢ of the random potential from
knowledge of the wave field uw. In this work, we consider both the direct and inverse
scattering problems. The direct scattering problem is shown to be well-posed in the
sense of distributions (cf. Theorem 2.2). Below, we present the main result on the
uniqueness of the inverse scattering problem and outline the steps of its proof for
readability.

THEOREM 1.2. Let the random potential p satisfy Assumption 1.1 with m € (%, 3.
Denote by uy® and ug® the c_omp'ressz'onal and_ shear f_ar—ﬁeld patterns of the scattered
wave u*® associated with w' = u" and u'" = u", respectively. For any fized
0eS? and T >0, it holds almost surely that

Q—o0

1 [ -
(1.5) lim Q/Q Wy’ (—0,w,0) - uX (—0,w + 7,0)dw = CLé(2¢,70),

2Q .
(1.6) lim 1 / whul(—0,w,0) uP(—0,w + 7,0)dw = Cs¢(2¢s70),
Q—o0 Q

where Cp, = 277”7471'720?;7’”, Cs=2"""47"2ct"™m and

$(§) = Flol(§) = - p(x)e” " Ed

1s the Fourier transform of ¢. Moreover, the microlocal strength ¢ is uniquely deter-
mined from (1.5) or (1.6) with (1,0) €© and © C Ry x S? being any open domain.

Since the potential is random, the scattered wave and its far-field pattern are also
random fields. In general, the scattering data used to recover the random coefficients
involved in the stochastic inverse problems depend on the realizations of the random
coefficients. Interestingly, the results in Theorem 1.2 demonstrate that the scattering
data given on the left-hand side of (1.5)—(1.6) are statistically stable, i.e., they are
independent of the realizations of the potential. The compressional or shear backscat-
tered far-field pattern generated by any single realization of the random potential can
determine with probability one the microlocal strength ¢ of the random potential.

To prove Theorem 1.2, we consider the equivalent Lippmann—Schwinger integral
equation and show that the solution can be written as a Born series for sufficiently
large frequency, i.e.,

u’’(z,w,0) = Zuj(m,wﬁ).
j=1

Correspondingly, the far-field pattern u™ :=wuy° +uc® of the scattered field u*° has
the form

u™(Z,w,0) =u®(Z,w,0) + us®(Z,w,0) + b(Z,w, ),
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where b(Z,w,0) := 372 ;u(#,w,0) and u$® denotes the far-field pattern of ;. For
the first order far-field pattern u3®, we bhOW by using the Fourier analysis in section
3.1 that

2Q R
lim @/ wnui, (—0,w,0) - ug, (—=0,w + 7,0)dw = CLo(2¢,70),

Q—o0

lim —/ whuT(— 9,w70)~u(ffs(fﬁ,w+T,9)dw:CS¢3(QCST¢9),
Q

where w37, and ujY are the compressional and shear far-field patterns of u3° for j € N.
For the second order far-field pattern u$°, the higher order far-field pattern b, and
their interactions to the first order far-field pattern, we employ microlocal analysis of
Fourier integral operators and show that they are negligible in sections 3.2 and 3.3,
ie.,

1 (2@ ) 1 [ )
lim — Mus® (—0,w,0)|*dw =0, lim — "|b(—0,w,0)|*dw=0
anmQ/Q W U (~0,0,0) P ,anooQ/Q W b(~0,0,0) P

The paper is organized as follows. In section 2, the well-posedness is established
for the direct scattering problem by studying the equivalent Lippmann—Schwinger
integral equation; the convergence of the series solution is proved for the Lippmann—
Schwinger integral equation for sufficiently large frequency. Section 3 is devoted to
the inverse scattering problem, where a uniqueness result is obtained to determine the
microlocal strength of the random potential. The paper concludes with some general
remarks in section 4.

2. The direct scattering problem. This section is devoted to addressing the
well-posedness of the scattering problem (1.1)—(1.3) and the regularity of the solution
u. The challenge arises from the roughness of the random potential p. By the follow-
ing lemma, the potential p should be interpreted as a distribution in W e (D)
almost surely for any e > 0 and p € (1,00). The proof of Lemma 2.1 can be found
in [23, 30].

LEMMA 2.1. Let p be a microlocally isotropic Gaussian random field of order —m
in D CR™ with m € [0,n+ 2).

(i) If me (n,n+2), then pe C**(D) almost surely for all o€ (0, 5™).

(i) If m € [0,n],

(1,00).
Since the potential p is a distribution, the well-posedness of the problem (1.1)-

(1.3) is examined in the sense of distributions by studying the equivalent Lippmann—
Schwinger integral equation

(2.1) (Z+Ky,)u=u"

75 =P(D) almost surely for any € > 0 and p €

where 7 is the identity operator and the operator K, is defined by

(Kou)(x):= | G(x,z,w)p(z)u(z)dz.
R3
Here, G € C**3 denotes the Green tensor for the elastic wave equation and is given
by

1 1
(2.2) G(z,z,w) = ﬁq)(x, z,ks) I + EVQJV; {@(m,z, ks) — O(z, z, KP)},
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where I is the 3x 3 identity matrix and ®(x, z, k) = % is the fundamental solution
of the three-dimensional Helmholtz equation.

In what follows, we denote by V = {v = (vy,v9,v3)" : v; € V,i = 1,2,3} the
Cartesian product vector space of the space V. For example, W(D) denotes the
Sobolev space of vector-valued functions w = (uy,us,u3)’ with each component wu;,
i=1,2,3, belonging to the scalar Sobolev space W74(D). The notation a < b stands
for a < Cb, where C' is a positive constant whose value is not required and may change
step by step in the proofs.

THEOREM 2.2. Let p satisfy Assumption 1.1. Then the scattering problem (1.1)-
(1.3) is well-defined in the sense of distributions and admits a unique solution u €

W LR almost surely with q € (2, =5—) and v € (352, 2% -4

Proof. To address the existence of the solution to the scattering problem (1.1)—
(1.3), we first show that the Lippmann—Schwinger equation (2.1) admits a unique
solution in W;4(IR®), and then we prove that the solution to (2.1) is also a solution

o (1.1)—(1.3) in the sense of distributions.

By [32, Lemma 3.1], the operator K, : W"%(U) — W”%(U) is compact, where
v e (?’_Tm,% — %) and U C R? is any bounded open set with a locally Lipschitz
boundary. Noting that the incident wave u™¢ given in (1.2) is smooth in R3, we have
uc € WY9(U). Tt follows from the Fredholm alternative theorem that (2.1) admits
a unique solution u € W4(R?) (cf. [25, 32]).

Next we show that the solution u obtained above is also a solution to the scattering
problem (1.1)—(1.3). Denote by D the space C{°(R3) equipped with a locally convex
topology, which is also known as the space of test functions, and by (-,-) the following
dual product between a pair of dual spaces V and V*:

inc

(v, w) ::/ v(z) w(z)dr YveV,weV*
R3

Noting that u satisfies u = u""¢ — K,u, we have for any ¢ € D that
<A*'Ll, + w2u - pu, 'l/)>

(AU P ) < [ +w2>G<-,z,w>p<z>u<z>dz,w> ~ (o)
R3

== [ P T+ )G 2) )z — ()

= [ ool TB Iz — () =,

where we use the facts that A*u'™¢+ w24 =0 and (A* +w?)G(z,2,w) = —§(x—2)I
with § being the Dirac delta function. Thus, w satisfies (1.1). Moreover, (2.1) implies
that the scattered wave u®¢ has the form

u(z)=— | G(x,z,w)p(z)u(z)dz,
R3
which satisfies the Kupradze-Sommerfeld radiation condition (1.3) since G(-,z,w)
satisfies the Kupradze-Sommerfeld radiation condition (1.3). Hence, u is a solution
of the scattering problem (1.1)—(1.3).
The uniqueness follows directly from the proof of [32, Theorem 4.3], which re-
1

quires in addition v < 2—3q — 7 and concludes that the scattering problem (1.1)—(1.3) is

equivalent to the Lippmann—Schwinger integral equation. 0
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Due to the equivalence of the scattering problem (1.1)—(1.3) and the Lippmann—
Schwinger integral equation (2.1), we only need to consider the Lippmann—Schwinger
integral equation (2.1) in order to study the regularity of the solution.

Define the Born sequence

(2.3) u;(z) = —(Kouj-1)(x), JjEN,
where the leading term
ug(z) = u™(x).

The rest of this section shows that, for sufficiently large frequency w, the Born series
> = u;j converges to the solution u of the scattering problem (1.1)-(1.3).
Introduce the following weighted L? space (cf. [26, 28]):

LER?) i= { ] € Lino(R?) : |z ey < o}

where

200y =10+ 1P Pl = ( [ 1+ 1) s )

Let S be the set of all rapidly decreasing functions on R? and let S’ denote the dual
space of S. Define the space

HEP(RY) = {f €5 (T-2)ife LR},
which is equipped with the norm
[l sy = (2 = A)%f||L’<’(R3)~

We use the notation H(R?) := HE’Q(R3) if in particular p = 2. Moreover, the
space H;P(R?) coincides with the classical Sobolev space W*P(R?). These definitions
enable us to present the following results which give the estimates for the operator

K.
LEMMA 2.3. Let p satisfy Assumption 1.1. Then for any s € (352, 1), it holds
almost surely that
1Kollere @) 12, @) Sw™ 777,
1Kol e, @s).Loev)) S
where V C R? is a bounded domain and € >0 is an arbitrary constant.
Proof. Define the operator
(Hov)(z) = | G(z,z,w)v(2)dz.
R3

Clearly, we have K,u =H,,(pu). For any bounded set V and arbitrary constant € > 0,
we may follow the same procedure as the one used in [26, Lemma 4.1] and obtain

—142s
||Hw||L(H;S(R3)7Hi1(R3)) Sw K

s+e %
HHwHL(H;S(R"),L“(V))Sw e

Next we show that pu € H7 *(R?) for any u € H® | (R?).
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For any uw,v € 8, it holds that (pu,v) = (p,u - v). Define a cutoff function
X € C§°(R3), which has a bounded support U with a locally Lipschitz boundary such
that D C U and x(z)=1if x € D. Tt is clear to note that

[(pu, v)] = [(p, (xw) - (xv))|
=Z=2)""p,(T=A4)"[(xu) - (xv))|

S lellw—r o) I(Z = A)[(xw) - (X”)]“Lp' (R3)’

where p,p’ € (1,00) are conjugate indices satisfying % + 4 =1. Using the fractional
P
Leibniz principle leads to

IZ = 2)"T0cw) - Ocollll o) < Ixwllze@ Ixvllwra@) + Ixvllzzw) Ixullwaw),

L =141 Since s> 3™ there exists v € (332, s) and p’ > 1 such

1
E

where ¢ satisfies
P
that & — 2 =1 >1 — 223 which implies from the Kondrachov compact embedding

1
» q
theorem that H®*(U) — W74(U). Hence,
[(pw, 0)| S Nlpllw =2 (o) Ixwllwro ) IxVllwro )
S lpllw v o) Ixull ze ) XVl 22 (1)
Slollw e o)1l s | @)y 10| 2= | (3),
where in the last step we use the fact ||xullg: ) S l|wllms,@ws) < [lullms | @s) (cf. ]9,

28]). The proof is completed by noting

[{pu, v)|
lpull g e sy = sup S lpllw—e o) llul e, s
HTE) vers, (&%) [Vl H: | (%) 2) =)

and p € WmT_S_G’p(D) C W=7P(D) according to Lemma 2.1. |
By the definition of u; given in (2.3), we have

N
(T+K0) D uj=ug+ (~)NEY u,.
j=0

For the leading term ug = u'"¢, a simple calculation yields

lwollz2py S 1 lluoll g (py Sw-

Using the interpolation inequality [21] leads to

1

lollers , oy = 1L+ )72 (Z = A) 2wl 2y < T — A) Fato| 2
<ol S luoll55p, ol oy S
which, together with Lemma 2.3, yields
1S ol e ) S UKl Z e oy, i, oy 1K llecers (), bre o)) lluol a0y
SwEH2IWNFY s 0 as N — 0.

Hence, we conclude

N
(I+1Cw)2uj—>u0=(1+l€w)u as N — co.
j=0
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Noting the invertibility of the operator Z + KC,,, we have

(2.4) u=>» wu; in H (R
j=0

Moreover, for any bounded domain U C R3, it holds that

N 00
||U—Zuj||L°°(U)§ Z KL wol| o)
j=0 j=N+1
o0
j—2
S Y IKullecere, @ =@ lKolliie @oyare o)
j=N+1

X ||’Cw||£(Hi1(D),H-11(R3))||U0HH11(D)
< Z wstersU-D(=1428)+s g a9 N 0,
j=N+1
which implies that the convergence (2.4) also holds in L>(U).

3. The inverse scattering problem. This section studies the inverse problem,
which aims to determine the microlocal strength ¢ of the random potential p from
the backscattered far-field pattern of the scattered wave.

By (2.4), we rewrite the scattered wave as

(3.1) u(z) = uy1(z) + uz(x) + b(x),

where the residual b(x) := Z]Oi:g u;(z). Note that

(3.2) uj(z) =—(Kyu;j—1)(x)=— . G(z,z,w)p(2)u;—1(2)dz,

where the Green tensor G has the asymptotic behavior (cf. [12, section 2.2])

C2 ei”plﬂ ..
G — P A P —ikpZ-z
(z,z,w) —47Tx®x 7]
3.3 c I— 2o elrslel —iRksdz | (|2
(33) U= 0) e Ol ),

Here, the symbol & ® 2 := &2 € R3*3 is the tensor product. Substituting (3.3) into
(3.2) leads to

eifcp\x\ iks|z|

(3.4) uj(x) = 2] use (&) + €|x|

uj (2) +O(jz|7?),

where uj, and u7 are the compressional and shear far-field patterns of w;, respec-

tively. A simple calculation from (3.2) and (3.4) gives

c? o
us (%) = — ﬁfc ® 50/ e p(2)u,_1(2)dz,
(3.5) " e
W (E) = — (I i @) / e () (2)dz.
]R3
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Combining (1.4), (3.1), and (3.4), we get the following compressional and shear far-
field patterns uy” and ug® of the scattered wave u*

ul (&) = uS, (2) + udS,(2) + b (2), bX(3) Zujp ),
(3.6)
ul® (&) = ufS,(2) + uds (&) + b (2), b (2): Zuas ().

As mentioned in the introduction, two types of incident plane waves are used as
the illumination and two corresponding backscattered far-field patterns are measured
as the data to reconstruct the strength ¢: one is the compressional plane wave ug(z) =
ule(x) = fei"r®% and the compressional far-field pattern up®(2) is measured; the
other is the shear plane wave ug(z) = u"¢(x) = 6+e"=% and the shear far-field
pattern uS° (&) is measured.

To prove Theorem 1.2, we analyze separately the three terms in the far-field
patterns (3.6): the first order far-field patterns ufS, and uf, the second order far-
field patterns u3S, and w35, and the higher order far-field patterns b;” and b.°.

3.1. The first order far-field patterns. We begin with analyzing the first
order backscattered far-field patterns by employing the Fourier analysis and ergodicity
arguments. Below is the main result of this subsection.

THEOREM 3.1. Let the random potential p satisfy Assumption 1.1, and let ufs,
and u$ be given by (3.5) with ug = ug“: and ug = ul"c, respectively. For any fized

fecs? and >0, it holds almost surely that

1 [ .
6D o o /Q WU (—0,0,0) - uT, (—0,w + 7, O)dw = Coh(20570),

2Q R
(3.8) lim 0 / WM ug(—0,w,0) - u(—0,w + 7,0)dw = Csp(2¢570),

Q—0c0
where C}, and Cs are constants defined in Theorem 1.2.

The proof of Theorem 3.1 is left to the end of this subsection. The following
lemmas are useful for the proof of Theorem 3.1.

LEMMA 3.2. Under assumptions in Theorem 3.1, for any fired 6 € S* and 7> 0,
it holds that

2Q .
(3.9) lim @/ u1 p(=0,w,0) - uS (—0,w + 7',9)] dw = Cpp(2¢,76),

Q—00

2Q R
(3.10) q)lgnoo 1 /Q w"E [U(f?s(—&w, 0) - ui(—0,w+T, 9)] dw = Cs¢(2¢570),

where C, and Cs are constants defined in Theorem 1.2.

Proof. Using (1.2), (3.5), and noting (# ® 6)0 =60 and (6 ® 6)6+ = 0, we obtain

02 . .
7ﬁ0®0/]1§3 empe-zp(z)aempe-zdz
2

_ p 0 eQiﬁp&zp(z)dz

uf’p(f&w,@) =
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and

2 . .
ui(—0,w,0) = —:—;(I —-0®0) /}R3 =07 p(2) 9L elr02
c? :
= ——SHJ‘/ eBrs02 () dz.
47T R3

It suffices to show (3.9) since the proof is similar for (3.10).
We have for wy,ws > 1 that

E [ui)?p(_evwha) ' ufp(_97w23 9):|

C4 . .
P 2icpwi0-y —21cpw29'Z]E dud
= /Rg /Rge e (p(y)p(2)) dydz

04 .
(3.11) = 16;—2 /]Rt3 /W 6210p9‘(w1y—w2z)Kp(y’Z)dydz7

where K, € D'(R? x R%R) is the symmetric covariance kernel of p satisfying

(Cops ) =Ellp ) {p,v)] = /R , L, Kol 2o (@)dydz Vo, €D.

Let s, € S (R? x R?) be the symbol of the covariance operator C, satisfying

(Cop)a) = o [ € S5yl )plE)d VipeD,

(2m)?
where S™™(R3 x R?) is defined by
S—™(R? x R%) :z{s(%f) € C=(R? x R%) :
0 0 5(2,€)] < Ol 7)1+ I~}

with v; and 7 being any multiple indices and |y, | denoting the sum of its components.
A simple calculation gives the oscillatory integral form of K, (cf. [30]):

(312) Kﬂ(y7z) = (2711_)3 /]R3 ei(Z—y)'ﬁsp(Z’g)dg.

According to Assumption 1.1, we have s,(z,§) = ¢(x)|€| ™™ + a(z,§), where a €
S H(R3 x R3), and suppK, C D x D. Substituting (3.12) into (3.11) yields

E [uff?p(—e,wl,a) -u‘f?p(—ﬁ,wg,ﬁ)}

ct . 1 .
_ P 2icpf-(w1y—w2z) i(z—y)-€ del dud
1672 /]RB /Rs ¢ [(271')3 /]Rs € 5p(2:€) 5] yaz

C4 . )

P —2icpwab-z+iz-§ _9

1672 /Rs /Rs ¢ 8”(2’5)5(5 pr19)d§d2
c4

B 16;2 /DSp(z’chw19)62iCP(W1—w2)9~de

ct _ |
DQ |:/ ¢(Z)|2pr19|_me2lcp(w1—w2)9»2dz —|—/ CL(Z, 2pr19)€2lcp(w1_w2)9’zdz
167 D ;

(3.13)
= Cpd(26p(wp — w1)f)wy ™ + O(wi ™).
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Letting w1 =w and ws =w + 7 in (3.13) gives

E [u55,(~0,,0) - w5, (=0, + 7,0)| = Cp(26, 7)™ + O(w ™),

which implies (3.9) and completes the proof. d

LEMMA 3.3. Under assumptions in Theorem 3.1, it holds for all 0 € S?, w1, ws > 1,
and N €N that

(B.14)  [E[uf(—b,w1,6) - uiS, (w2, 0) || Swp ™ (14 |y —wa) N,
(3.15) ‘]E {u‘f?s(—e,wl,ﬂ) m} ’ <WI™(+ w1 —wa) N,
(3.16) |]E [ufp(—ﬂ,wl,é)) ~u(f?p(—9,w2,0)] ‘ Sw™(1 +wp Fwr)N,
(3.17) |IE [uf’s(—ﬁ,wh@) -u(ffs(—H,wQ,G)] | Sw™(1 +wp +w) N,

Proof . For the case |w1 —wa| <1, it follows from (3.13) that

‘IE [ufp(—Q,wl,a) W] ‘

C4 .
= 167}72/ ’59(2,2pr19)6210p(w17w2)9.2 s
™ JD

ST+w) ™™ K2V w1) (1 |wp —wo|) ™V

Swi™(1+ wy —wa|) 7N,

where we use the fact s, € S™ and hence |s,(z,2cpw16)| S (14 |wi])™™.
For the case |w; — wa| > 1, denoting z = (z1,22,23)" and 6 = (61,04,03)7, we

obtain from (3.13) and the integration by parts that

E [, (~0,w1,0) - uf5, (~0,2,0)|
4

C .
- 16;’2 /D SP(Z’2CPW19)€2ICP(W1 *wz)G.de
ct 1

1672 2icp (w1 — wa)0h /D 59(2 2epw10)
« e2icp (w1—w2)(P222+0323) g, 2icp (w1 —w2)0121 dzodzs
64 1 .
—__P o 2 0 21cp(w17wQ)9,Zd
1672 2icp (w1 — wa)b; /D 1 8p(2,2cpwi0)e >
518)  —(_1)V 1
(3.18) =(-1) 1672 (2icp(w1 —w2)91)N

Since s, € S™™, we have

/ 8£Y8p(z, Qpr19)32iCp(w1ﬂuz)e.zdz.
D

lai\fsp(z, 2cpw10)| S (1+wy) ™™
Combining the above estimates leads to

E [ufp(fﬂ,wl,ﬂ) ~ufp(—9,w2,9)} ‘

S +w) ™™ fwr —wo N
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1 N
<(14 —— -m(1 — -N
~ < + |W1—WQ|) Wy ( +|w1 UJ2|)

§2Nw1_m(1 + |wy —w2|)7N

(3.19) Swr™ (1 +Jwr —wa]) 7Y,

which shows (3.14).

The inequality (3.15) can be obtained by following the same procedure; the in-
equalities (3.16) and (3.17) can be proved similarly by replacing ws with —ws in (3.18)
and (3.19), respectively. |

The following two lemmas help to replace the results in the expectation sense
stated in Lemma 3.2 with the ones in the almost surely sense given in Theorem 3.1.
Lemma 3.5 gives a sufficient condition for the convergence to its expectation of the
time average of a stochastic process. The proof of Lemma 3.4 can be found in [9)].
The proof of Lemma 3.5 is motivated by [13] and is given below for the reader’s
convenience.

LEMMA 3.4. Let X and Y be two random variables such that the pair (X,Y) is a
Gaussian random vector. If E[X]=E[Y]=0, then

E[(X?-EX?)(Y?-EY?)] =2(E[XY]).

LEMMA 3.5. Let {X:}i>0 be a real-valued centered stochastic process with contin-
uous paths and E[X;] =0. Assume that for some constants n >0 and o > 0, it holds
that

E[X: Xt | SA+|r—n|)"7 Vi,r>0.

~

Then

lim —/ Xydt = lim — Xidt=0 a.s.
T—oo T 0 T—oo T T

Proof. Without loss of generality, we assume that o € (0,1). If the condition in
Lemma 3.5 holds for ¢’ > 1, then we can always find some o € (0,1) such that

!/
EXi X ]| S A+ |r =)~ < +[r—n)~7

For T being large enough such that 7' > 7, we have
2

1 T 1 T T
— [ Xudt| == E[X, X, dtd
), %) =g ], [ o

1 T T
Sqz [ [ @rlie=ul=n) ™ adu
0 0
1 T

(u—n)VO B u B
= ) [/o I4+u—n—1) "dt+/( (I4+t—u+mn)"dt

u—n)V0

E

(u+n)AT T
+/ (1+u+77—t)_"dt+/ (1+t—u—n)_‘7dt du
u (

u+n)AT
_ 204t 2[4+ T )7 — (1 —n)*7]
(1—0)T (2—0)(1-0)T?
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- (1—20)T2 — _;:c(rl_m —+2(T )

< 1

~ To- 9
where we use the notation a V b:=max{a,b} and a A b:=min{a, b}.

Based on the estimate above, the rest of the proof follows directly from [13, p. 95].
More precisely, we choose some constant k > 0 sufficiently large such that ko > 1 and
2% > . Taking T}, := (2n)* > n for n € N, then the time averages &, := T%L fOT” Xdt,
n € N, satisfy

8

Z]Elfn

which implies lim,,_, &, =0 almost surely accordlng to Markov’s inequality and the
Borel-Cantelli lemma. Define the nonnegative random variable

/ Xodt — &,

We next investigate the convergence of Y,,. Note that

1 [T 1 [T
— [ X,dt— — X, dt
T/O ¢ Tn/o t

Y, = sup
Tn<T<Tpi1

)2
E < sup ( - ) / Xtdt + = / Xtdt
Tn<T<Tpi1
2
Tn+ =T, Tn 1 Tht1
E(TQ/O |Xt|dt+—/ X, |dt
2( o ) / / E|X, X, |dtdu
n+1 n+1
/ / E| X, X, |dtdu

Lo T YT ’“)251

— 2 27
T* n n

E|Y,|?=FE sup
Tn<T<Typi1

>2

IA

n+

IA

and hence

oo

ZE|Y |? = Z—<oo

n=1

We then get lim,,_,, ¥;, =0 almost surely based on the same procedure as the proof
of the almost sure convergence for &,. The almost sure convergence of both Y,, and
&, leads to

lim —/ Xidt=0 a.s.

Tooo T
and
1 2T 1 /2T 1 (T
Th—rgof . Xtdtijgnoo [T | X;dt — T/o Xtdt} =0 a.s.,
which complete the proof. 0
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Now we are in position to prove Theorem 3.1.

Proof of Theorem 3.1. By Lemma 3.2, to prove (3.7), it suffices to show that

1 [
lim —/ W ug, (=0,w,0) - usS (—0,w + 7,0)dw

Q—>OO Q
N
:ngnoo/Q WE (w55, (~0,.0) - uT (£ 7.0)| dw
or equivalently,
2Q

(3.20) Z ngnoo % / w™ (uj (W) (w+7) —E |uy (M)WD dw =0,

j=1,2,3 Q

where u$%, (=0, w,0) = (u1(w), uz(w),uz(w)) "
Denote by Uj(w) and V;(w) the real and imaginary parts of u;(w), respectively,
which read

(3.21) uj(w) =U;w) +iV;(w), 7=1,2,3.
It then leads to

2u(w)uj(w +7) = 2(U; (w )+1V( NWUj(w+7) —iVj(w+ 7))
=(1+1) [U(w) + U (w+7) + V] (w) + Vi (w+T)]
- (Uj(w) - U(w+7)) ~ (Vj(w) = Vj(w+1))
= 1(Uj(w) + Vi(w+1))? = i(Vj(w) = Uj(w +1))*.
For simplicity, let W,, be any random variable in the set I' := {U;(w),U;(w + 7),
Vj(w),Vi(w + 7),Uj(w) = Uj(w + 7),Vj(w) = Vj(w + 7),Uj(w) + Vj(w + 7),Vj(w) —

Uj(w+7)}=1.23.
Then it is only required to show

2Q
(3.22) lim 0 / —EW2) dw =0,

Q—o0

which indicates (3.20). Using Lemmas 3.5 and 3.4 and noting that W,, is Gaussian
since p is Gaussian, to get (3.22), we need to show that for any W, € T, there exist
positive constants n and ¢ such that

!E [w™ (WS —EWE) ()" Wiy —EWZ,)]|

(3.23) =2(E[w? (w+r)? WwWw+r])2§(1+\r—n\)*" Yw>1,7r>0.

It follows from (3.21) that

[5() + @) . Vi) = o [w5() ~ @)

3.21
1
Uj(w)*i

which give

Uj(en)Ujen) = 1 [usen) + w5 om)] [usen) + w502
1
Vi(wn)V(w2) = =7 [ (1) = w5 @1)] [u(w2) = ;2]

Uy on)Vyoo2) = 5 [w3(n) + )| [us o) — w52
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Using the same procedure as that in Lemma 3.3 yields
[E[U;(w1)Uj(wo)]] S wi ™ (1 + Jwr —wa|) Y,
[E[V; (w1) Vi (w2)]] Swp ™ (1 + Jwr —wa)” N
[E[U;(w1)Vi(w2)]] S wp ™ (1 + |wr —wal)” N

which lead to

m
2

B [w% (@ +7)F U (@)Uj(w+7)]|

AN

1+7r/wy\2 m _ N
1
( 1+r ) ( +T)2

<(A+r)z N
for any w>1 and N € N. Similarly, we may conclude that
(3.24) |E (W2 (W) 2 W Wy || SA+r)2 Y

holds for W,, € {U;(w), V;(w), U;(w + )71/](0.}—}—7)}]»:1,2’3.
For the case W,, =U,(w) — Uj(w + 7), we have from Lemma 3.3 that
IE[(Uj(w) = Uj(w+7))(Uj(w+7) = Uj(w+r+7))]|
SIE[U; (@)Uj(w + )]l + [E[U; (w)Uj(w +r + 7)]|
+|IE[ (w—i—T)U( )|+ |E[U;(w + 7)Uj(w + 7+ 7)]|
mA4r) N0 A4r+ ) N ()T A+ = 1)V
+ (w—|—7')7m(1—|—7")7N
A4 N+ @) T A =)+ w )T ()T

Hence,

E[w¥ (w+r)%(Uj(w) = Uj(w+1)(Uj(w +7) = Uj(w+r+7))]|

- +r\% wHr\ %
s - (w—) 14 |r—r)~N ( ) 14N
SA+nF N4 (Z—) (=) ) )
SA+r)E N4 (A4 |r—7))F N,
Similarly, we may show that the inequality
(325)  [Elw¥@+n)IWaWer,]|SA+n TN+ 14 r—r)% N

holds for W, € {U;(w) —U,;(w+7),Vj(w) = Vj(w+7),U;(w)+V(w+7), V;(w) —U;(w+
T)}i=123-

Combining (3.24) and (3.25), we get that (3.23) holds for all W,, € T", which
completes the proof of (3.7). The proof of (3.8) is analogous to the proof of (3.7) and
is omitted here. 0

3.2. The second order far-field patterns. In this subsection, we show that
the contribution of the second order backscattered far-field pattern can be ignored.
According to (3.2) and (3.5), the far-field patterns w35, and wu3S associated with

incident waves ug = uf)”c and ug = u!"°, respectively, admit the following forms:
uy, (—0,w,0) = p 0 ® 9/ / G(y, z,w)0e"r? W2 dzdy,
(3.26) R
u%(—0,w,0) = I 0®0) / / Gy, z,w)0r e W2 gz dy.
’ R3 JR3
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The main result of this subsection is stated in the following theorem.

THEOREM 3.6. Let the random potential p satisfy Assumption 1.1, and let u3’,
and usS, be given by (3.26). For all 0 € S2, it holds almost surely that

1 [ 2
lim —/ wm|u§°p(—0,w,0)| dw =0,
Q Jo '

Q—00

Q—00

1 /@ 2
lim —/ w™ [ugS (=0, w,0)|” dw=0.
Q Jo ’

The Green tensor G given in (2.2) can be split into three parts

(3.27) G(y,z,w) =Gi(y,z,w) + G2 (y, z,w) + G3(y, 2,w),
where
CS eiﬁs\y—z|
Gi(y,z,w) = way

CQein|y7z| _ Cgeins\yfd

Ga(y,2,w) = (y—2)® Y- 2),

Arly — 2

-2 ﬁ(y,z,(ﬂ) 2
trly—of VAT -3 —2) @@ —2).

Gs(y,z,w) =w
Here
Bly, z,w) = "=V ik |y — 2| — 1) — ol (i, |y — 2| — 1).

Substituting (3.27) into (3.26), we can see that u3%, and w33 also consist of three
parts corresponding to G1, G2, and G3. The components in the first and second
parts are linear combinations of

(3.28) H(w,@)::/ / p(y)p(z)eicrwd wH2) gieawly=2I (4 ) dydz
RrR3 JR3

and the components in the third part are linear combinations of
(3.29) J(w,0):= w_g/ / p(y)p(2)er<? W2 8y 2 WK (y, 2)dydz,
R3 JR3

where ¢1, 2 € {cs,cp} and

(y1 — 21)" (y2 — 22)P2 (y3 — 23)P®

K(y,z) = 2|

Herea (plap27p37p4) € S]I for H(wae) and (plap25p37p4) S SJ for J(UJ,G) with

S1:=1{(0,0,0,1),(2,0,0,3),(0,2,0,3),(0,0,2,3),(1,1,0,3),(1,0,1,3),(0,1,1,3) },
Sy:={(0,0,0,3),(2,0,0,5),0,2,0,5),(0,0,2,5), (1,1,0,5), (1,0,1,5),(0,1,1,5)}

such that p; + p2 + ps —pg = —1 for Sy and p; + p2 + p3 — ps = —3 for Sj.

Since the components of w3, and u3% are linear combinations of I(w,f) and
J(w,0), Theorem 3.6 can be obtained directly from the following lemma, whose proof
is technical and is given in supplementary materials (supplement.pdf [local/web
297KB]) to avoid a possible distraction from the presentation of the main results.
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LEMMA 3.7. Let the random potential p satisfy Assumption 1.1, and let I(w,6)
and J(w,0) be given by (3.28) and (3.29), respectively. For all 6 € S?, it holds almost
surely that

1 [%@
3.30 lim 7/ W™ |I(w, 8)|?dw =0,
(3.30) o3/, H(w,0)]

1 [%@
3.31 lim 7/ Ww™|J(w,8)|*dw = 0.
(3.31) 0/, | J(w, 0)]

3.3. The higher order far-field patterns. It follows from (3.6) that the higher
order backscattered far-field patterns can be expressed by

(3.32) —0,w,0) Zujp —0,w,0),
(3.33) —0,w,0)=> us(—0,w,0),
7j=3
where
% icpwd
(3.34) ui,(—0,w,0) = _EQ ®6 . P E p(2)uj_1(2)dz,
2 ;
(3.35) uiy(—0,w,0) = —f(I —0® 9)/ =0 Z () w1 (2)dz.
’ ™ R3

The goal is to estimate the order of bgo and bZ° with respect to the frequency w and

to show that the contribution of the higher order far-field patterns can be ignored as
well.

THEOREM 3.8. For any s € (332, 1), it holds almost surely that

(3.36) sup [b5°(—6,w, 0)| Sw2r0s)
0es?

(3.37) sup [b2°(—0,w,0)| Sw™ 2108,
6es?

Proof. Define a cutoff function y € C§°(R?) supported in bounded domain U
such that D C U and x(2) = 1 if z € D. For any s € (332,1), p > 3/s, and p/
satisfying 1/p+ 1/p’ =1, it follows from (3.32) and (3.34) that

0.0 5| [ vt > s

WO |

]_

Sliellw-s P (R3) WSJ’/(]R3)

XE UrlH Jpu
= H*(R3)

u.i H ’
Zg 7Hiae, @)

j=

Sllollw o) x| 4. gy

(3.38) S lollw=emey X O o s,
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where we use the facts (cf. [9, 26])

1fgll Sl @lgllae@s) Vfg€S

/
Wer (R3)

for p > % and p’ satisfying % + 4 =1, and
P

Ixwll e ey S lullms,ws) S lullgs @) YueS
with & being dense in H® ;(R3). It is easy to check that

<w.

PO oy ST ™ Ol g g

Using the interpolation between spaces L?(R3) and H!(R?) yields

»

(3.39) ||Xeicpw0~(-)HHs(R3) < ericpwe HL2 - ericpwo.(.)H;}l(W) <w

Note also that

DO o

S

Mg

||’CZ;U0||H51(R3)

<.
I|
N

Mg

K ||£(Hs (R3),H* | (R3)) ||ICwH£(Hil(D)’Hi1(R3)) ||u0HHi1(D)

]=2
b .
N Z ”’C“JHJL(Hjl(Rf'),Hjl(]RB))”uO”HS(D)
j=2
(3.40) <Y Wi < 2B
j=2
where we use Lemma 2.3 and the inequality || - HHil(R3) < || - || sz (rsy which can be

easily checked by the definition. Combining (3.38)—(3.40), we get

sup |b 9,w,0)| <™ 2H6s,
0es?

which completes the proof of (3.36). The estimate (3.37) can be obtained similarly
by using (3.33) and (3.35). d

Now we are in position to prove the main result of the work.
Proof of Theorem 1.2. Recall from (3.6) that the compressional far-field pattern
uy® has the form

uy’(—0,w,0) =ui", (—0,w,0) + u5,(—0,w,0) + b (—0,w,0).

A simple calculation gives

3

2Q
Q/ (—0,w,0) - uP(—0,w+7,0)do= Y I,

3,j=1
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where
1 (2@ ——
I ;= @/ W (—0,w,0) - v;(—0,w+T1,0)dw, i,j=1,2,3,
Q

with v; = ufS,, vo = u55,, and vz =b;°. It then follows from Theorems 3.1, 3.6, and
3.8 that

Qli_inoo ]1,1 = Cp¢(2cp7-9),

1 [ ’
‘Qli_{nooh,z SQIEHOO Q/Q w™ufS (—0,w,0)*dw

1
3

1 (%@
X —/ wm|u§°p(—0,w+7,9)|2dw =0
QJg '

and

lim T (
’Q1—r>noo 1.3

1
2

Nl

[ 1 29 )
< lim |—= W™ uC (—0,w,0)| dw
T Qoo Q A | l,p( )|

o
@/ W b2 (0,0 + 7 0) e
L Q

Nl
W=

Q—o0

< i l 2Q M (— 2 l 0 m —4412s
< lim 0 W™ ug, (=0, w,0)|"dw 0 W (w+T) dw
L Q L Q

- 1 20 %
é/ wm74+12sdw
Q

(QQ)m—?)—i-lZs _ Qm—3+12s %
[ (m—34125)Q ] =0

N

| 20 2
< lim |—= W™ ui (=0, w,0)| dw
<dm |5 [ .00

- [cpé(o)} * Jim

Q—00

for any s € (35,1 — ) where the domain is nonempty since m > 1 and hence
such an s exists.

Based on the same procedure used for the estimates of {I ;};=1.2 3, we may also
show that elements in {I; ;}i=2 3 j=1,2 3 have limits of zero when @) — oo and conclude
that (1.5) holds. The result (1.6) for the shear far-field pattern can be obtained
similarly. The details are omitted.

Due to continuation of a dense set and the fact that ¢ is analytic, the microlocal
strength ¢ can be uniquely determined by {q?)(2cp79)}(779)€@ or {qf)(2csﬂ9)}(7)9)€@ with
© being any open domain of R, x S2. 0

4. Conclusion. In this paper, we have studied the inverse scattering problem for
the three-dimensional time-harmonic elastic wave equation with a random potential.
The potential is assumed to be a microlocally isotropic Gaussian random field such
that its covariance operator is a classical pseudodifferential operator and should be
interpreted as a distribution. For the direct problem, we prove that it is well-posed in
the sense of distributions by examining the equivalent Lippmann—Schwinger integral
equation. For the inverse scattering problem, we show that the strength of the random
potential can be uniquely determined by a single realization of the high frequency
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limit of the averaged compressional (resp., shear) backscattered far-field pattern of
the scattered wave associated to the compressional (resp., shear) plane incident wave.

This paper is concerned with the three-dimensional problem in a homogeneous
medium, where the Green tensor has an explicit form which makes it possible to get
the reconstruction formula of the strength. It is open for the two-dimensional inverse
random potential scattering problem with the far-field data due to the complexity
of the Hankel functions involved in the Green tensor. The problem is even more
challenging if the medium is inhomogeneous where the explicit Green tensors are
not available any more. Another interesting problem is to simultaneously reconstruct
both the order m and the strength ¢ of the random potential p. The present approach
seems not to work since the measurement depends on the given order m. We hope to
be able to report the progress on these problems elsewhere in the future.
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