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#### Abstract

Let $G$ be a group and $H$ be a subgroup of $G$. The classical branching rule (or symmetry breaking) asks: For an irreducible representation $\pi$ of $G$, determine the occurrence of an irreducible representation $\sigma$ of $H$ in the restriction of $\pi$ to $H$. The reciprocal branching problem of this classical branching problem is to ask: For an irreducible representation $\sigma$ of $H$, find an irreducible representation $\pi$ of $G$ such that $\sigma$ occurs in the restriction of $\pi$ to $H$. For automorphic representations of classical groups, the branching problem has been addressed by the well-known global Gan-Gross-Prasad conjecture. In this paper, we investigate the reciprocal branching problem for automorphic representations of special orthogonal groups using the twisted automorphic descent method as developed in [17]. The method may be applied to other classical groups as well.


## 1. Introduction

The classical branching rule or the so called symmetry breaking in representation theory is to ask a question that can be formulated in an over-simplified way as follows: Let $G$ be a group and $H$ be a subgroup. For an irreducible representation $\pi$ of $G$, the problem is to ask which irreducible representation $\sigma$ of $H$ occurs in the restriction of $\pi$ to $H$. A refinement of this classical problem is to ask if an irreducible representation $\sigma$ of $H$ with extra condition can appear in the decomposition when $\pi$ is restricted to $H$. Such a classical problem has been successfully studied in many different contents. For automorphic representations of classical groups, the global Gan-Gross-Prasad conjecture addresses this classical problem in a certain format, which will be described with some details below.

The objective of this paper is to consider the automorphic version of the problem reciprocal to the refined classical branching rule problem. The reciprocal branching problem could be formulated as follows: For an irreducible representation $\sigma$ of $H$, with a certain extra property, find an irreducible representation $\pi$ (possibly with a certain extra property) of $G$, which contains $H$ as a subgroup, such that $\sigma$ occurs in the restriction of $\pi$ to $H$. It is clear that without those extra conditions on $\pi$ or $\sigma$,

[^0]the usual Frobenius reciprocity law suggests that one may take $\pi$ to be the induced representation from $\sigma$. However, with those extra conditions, the usual induced representation may not be enough for such refined problems. This paper is to understand this reciprocal problem in the theory of automorphic representations of special orthogonal groups in terms of global Vogan packets and with connection to the global Gan-Gross-Prasad conjecture. We believe that the method used in this paper should be applicable to other classical groups as well.
1.1. The branching problem and the global Gan-Gross-Prasad conjecture. Before introducing the precise problem we will consider, we recall from [7] the global Gan-Gross-Prasad conjecture for the case closely relevant to the topics discussed in this paper.

Let $F$ be a number field and $\mathbb{A}=\mathbb{A}_{F}$ be the ring of adeles of $F$. Following [2], we denote by $G_{n}^{*}:=\mathrm{SO}_{2 n}^{\epsilon}$ an $F$-quasi-split even special orthogonal group, and denote by $H_{m}^{*}:=\mathrm{SO}_{2 m+1}^{*}$ the $F$-split odd special orthogonal group. Here $\mathrm{SO}_{2 n}^{\epsilon}\left(\epsilon \in F^{\times} /\left(F^{\times}\right)^{2}\right)$ is the $F$-quasi-split special orthogonal group determined by $(n-1)$ hyperbolic planes and $E_{\epsilon}=F[X] /\left(X^{2}-\epsilon\right)$, and is $F$-split if $\epsilon \in\left(F^{\times}\right)^{2}$. As in [2] and [7], we denote by $G_{n}$ and $H_{m}$ pure inner forms of $G_{n}^{*}$ and $H_{m}^{*}$, respectively. Note that $G_{n}$ and $G_{n}^{*}$ share the same Langlands $L$-group, and so do $H_{m}$ and $H_{m}^{*}$. We recall the global Arthur parameters from [2], and consider the generic ones mostly. A generic global Arthur parameter for $G_{n}^{*}$ is given as a formal sum

$$
\begin{equation*}
\phi=\left(\tau_{1}, 1\right) \boxplus \cdots \boxplus\left(\tau_{r}, 1\right), \tag{1.1}
\end{equation*}
$$

where $\tau_{i}$ with $i=1,2, \cdots, r$ is an irreducible unitary, self-dual cuspidal automorphic representation of $\mathrm{GL}_{a_{i}}(\mathbb{A})$, and $\tau_{i} \not \not \tau_{j}$ if $i \neq j$. Moreover, each $\tau_{i}$ is of orthogonal type in the sense that the symmetric square $L$-function $L\left(s, \tau_{i}, \mathrm{Sym}^{2}\right)$ has a pole at $s=1$. Note that one must have $2 n=\sum_{i=1}^{r} a_{i}$. The global Arthur parameter $\phi$ as in (1.1) can be realized as an irreducible automorphic representation of $\mathrm{GL}_{2 n}(\mathbb{A})$. The set of generic global Arthur parameters of $G_{n}^{*}$ is denoted by $\widetilde{\Phi}_{2}\left(G_{n}^{*}\right)$. For each Arthur parameter $\phi \in \widetilde{\Phi}_{2}\left(G_{n}^{*}\right)$, the associated global Arthur packet is denoted by $\widetilde{\Pi}_{\phi}\left(G_{n}^{*}\right)$. Since $G_{n}$ shares the Langlands $L$-group with $G_{n}^{*}$, an Arthur parameter $\phi \in \widetilde{\Phi}_{2}\left(G_{n}^{*}\right)$ may be regarded as an Arthur parameter of $G_{n}$. However, the associated global Arthur packet $\widetilde{\Pi}_{\phi}\left(G_{n}\right)$ could be empty. If the global Arthur packet $\widetilde{\Pi}_{\phi}\left(G_{n}\right)$ is not empty, we call the global Arthur parameter $\phi$ of $G_{n}^{*}$ is $G_{n}$-relevant. The set of all $G_{n}$-relevant, generic global Arthur parameters of $G_{n}^{*}$ is denoted by $\widetilde{\Phi}_{2}\left(G_{n}^{*}\right)_{G_{n}}$. Now the global Vogan packet associated to $\phi \in \widetilde{\Phi}_{2}\left(G_{n}^{*}\right)$ is given by

$$
\begin{equation*}
\widetilde{\Pi}_{\phi}\left[G_{n}^{*}\right]:=\cup_{G_{n}} \widetilde{\Pi}_{\phi}\left(G_{n}\right), \tag{1.2}
\end{equation*}
$$

where $G_{n}$ runs over all pure inner forms of $G_{n}^{*}$ over $F$. Similarly, we have global Arthur parameters $\phi^{\prime}$ for $H_{m}^{*}$ as in (1.1),

$$
\begin{equation*}
\phi^{\prime}=\left(\tau_{1}^{\prime}, 1\right) \boxplus \cdots \boxplus\left(\tau_{r^{\prime}}^{\prime}, 1\right), \tag{1.3}
\end{equation*}
$$

with only difference that $\tau_{1}^{\prime}, \cdots, \tau_{r^{\prime}}^{\prime}$ are now of symplectic type in the sense that the exterior square $L$-function $L\left(s, \tau_{i}^{\prime}, \wedge^{2}\right)$ has a pole at $s=1$. The set of generic global

Arthur parameters of $H_{m}^{*}$ is denoted by $\widetilde{\Phi}_{2}\left(H_{m}^{*}\right)$. Accordingly, we have the global Arthur packet $\widetilde{\Pi}_{\phi^{\prime}}\left(H_{m}^{*}\right)$ and the global Vogan packet $\widetilde{\Pi}_{\phi^{\prime}}\left[H_{m}^{*}\right]$.

Assume that $\left(G_{n}^{*}, H_{m}^{*}\right)(m<n)$ is a relevant pair in the sense of the Gan-GrossPrasad conjecture in [7], and $G_{n} \times H_{m}$ is a relevant pure inner form of $G_{n}^{*} \times H_{m}^{*}$ over $F$. The global Vogan packet for $\phi \times \phi^{\prime}$ is given by

$$
\begin{equation*}
\widetilde{\Pi}_{\phi \times \phi^{\prime}}\left[G_{n}^{*} \times H_{m}^{*}\right]:=\cup_{G_{n} \times H_{m}} \widetilde{\Pi}_{\phi \times \phi^{\prime}}\left(G_{n} \times H_{m}\right), \tag{1.4}
\end{equation*}
$$

where $G_{n} \times H_{m}$ runs through all relevant pure inner forms of $G_{n}^{*} \times H_{m}^{*}$ over $F$. The tensor product $L$-function associated to the pair $\phi$ and $\phi^{\prime}$ is defined to be

$$
\begin{equation*}
L\left(s, \phi \times \phi^{\prime}\right):=\prod_{i=1}^{r} \prod_{j=1}^{r^{\prime}} L\left(s, \tau_{i} \times \tau_{j}^{\prime}\right) \tag{1.5}
\end{equation*}
$$

The global Gan-Gross-Prasad conjecture (or GGP conjecture for short) ([7]) asserts that the central value $L\left(\frac{1}{2}, \phi \times \phi^{\prime}\right)$ is non-zero if and only if there exists a pair ( $\pi_{0}, \sigma_{0}$ ) in the global Vogan packet $\widetilde{\Pi}_{\phi \times \phi^{\prime}}\left[G_{n}^{*} \times H_{m}^{*}\right]$ with a non-zero Bessel period for $\left(\pi_{0}, \sigma_{0}\right)$. Here the Bessel period is a certain period integral $\mathcal{P}\left(\varphi_{\pi}, \varphi_{\sigma}\right)\left(\varphi_{\pi} \in \pi, \varphi_{\sigma} \in \sigma\right)$, which relies on the automorphic realizations. We refer the readers to $\S 6$ for the precise definition. Since, for the even special orthogonal groups, the multiplicities of irreducible cuspidal automorphic representations in the discrete spectrum $L_{\text {disc }}^{2}\left(G_{n}(F) \backslash G_{n}(\mathbb{A})\right)$ could be two (see $[2, \S 1.5]$ ), here we say that $\left(\pi_{0}, \sigma_{0}\right) \in \widetilde{\Pi}_{\phi \times \phi^{\prime}}\left[G_{n}^{*} \times H_{m}^{*}\right]$ has a nonzero Bessel period means that there exists an automorphic realization of $\pi$ such that $\mathcal{P}\left(\varphi_{\pi}, \varphi_{\sigma}\right) \neq 0$ for some $\varphi_{\pi} \in \pi$ and $\varphi_{\sigma} \in \sigma$. The uniqueness of such a pair $\left(\pi_{0}, \sigma_{0}\right)$ in the corresponding Vogan packet $\widetilde{\Pi}_{\phi \times \phi^{\prime}}\left[G_{n}^{*} \times H_{m}^{*}\right]$ will follow from the local GGP conjecture (one may refer to $[7, \S 17]$ ). For the case of special orthogonal groups over non-Archimedean local fields, the local GGP conjecture was proved by the works of Waldspurger ([27]) and Mœglin-Waldspurger ([20]). When such a pair exists, we call it the Gan-Gross-Prasad pair or GGP pair for short.

The branching problem for this case is to ask: For any $\pi$ in the global Vogan packet $\widetilde{\Pi}_{\phi}\left[G_{n}^{*}\right]$, is there any $\sigma$ in the global Vogan packet $\widetilde{\Pi}_{\phi^{\prime}}\left[H_{m}^{*}\right]$ such that $\pi \otimes \sigma$ belongs to the global Vogan packet $\widetilde{\Pi}_{\phi \times \phi^{\prime}}\left[G_{n}^{*} \times H_{m}^{*}\right]$ and $(\pi, \sigma)$ forms the GGP pair, i.e. $(\pi, \sigma)$ has a non-zero Bessel period. The global GGP conjecture is to characterize the occurrence of $\sigma$ in the branching decomposition of $\pi$ with respect to relevant pair $\left(G_{n}, H_{m}\right)$ in terms of the central value of the $L$-function, $L\left(\frac{1}{2}, \phi \times \phi^{\prime}\right)$, and the symplectic local root numbers associated to the pair $(\pi, \sigma)$. On the other hand, because of the uniqueness of the pair $\left(\pi_{0}, \sigma_{0}\right)$ in the Vogan packet $\widetilde{\Pi}_{\phi \times \phi^{\prime}}\left[G_{n}^{*} \times H_{m}^{*}\right]$, it also makes sense to ask the following question:

Reciprocal Branching Problem: For $\sigma \in \widetilde{\Pi}_{\phi^{\prime}}\left(H_{m}\right)$ with $\sigma \not \approx \sigma_{0}$, how to find some group $G_{\square}$, an irreducible cuspidal automorphic representation $\pi_{\square}$ of $G_{\square}(\mathbb{A})$ with a generic global Arthur parameter $\phi_{\square}$, and certain automorphic realization of $\pi_{\square}$, such that $G_{\square}$ and $H_{m}$ form a relevant pair and $\left(\pi_{\square}, \sigma\right)$ has a non-zero Bessel period?
1.2. The reciprocal branching problem and the twisted automorphic descent. We are going to study this reciprocal branching problem for automorphic
representations of special orthogonal groups within the general framework of global Vogan packets and the global Gan-Gross-Prasad conjecture, by means of the twisted automorphic descents.

Assume that $\sigma$ belongs to the global Arthur packet $\widetilde{\Pi}_{\phi^{\prime}}\left(H_{m}\right)$ for some pure inner form $H_{m}$ of $H_{m}^{*}$ over $F$. To present an answer to the reciprocal branching problem in this situation, one may take a generic global Arthur parameter $\phi \in \widetilde{\Phi}\left[G_{n}^{*}\right]$ for some quasi-split form $G_{n}^{*}$ at first. By the implication of the global GGP conjecture, we may also assume $L\left(\frac{1}{2}, \phi \times \phi^{\prime}\right) \neq 0$. Assume that $\left(\pi_{0}, \sigma_{0}\right)$ is the unique GGP pair in the global Vogan packet $\widetilde{\Pi}_{\phi \times \phi^{\prime}}\left[G_{n}^{*} \times H_{m}^{*}\right]$, which has a non-zero Bessel period, as given by the global GGP conjecture. If $\sigma \simeq \sigma_{0}$, then the global GGP conjecture predicts that the member $\pi_{0}$ in the global Vogan packet $\widetilde{\Pi}_{\phi}\left[G_{n}^{*}\right]$ gives an answer to the reciprocal branching problem. The twisted automorphic descent of [17] provides an explicit construction of this $\pi_{0}$ in terms of the generic global Arthur parameter $\phi$ and $\sigma$. Note that the construction also gives a specific automorphic realization of $\pi_{0}$.

In this paper we consider the reciprocal branching problem for any $\sigma$ belonging to the global Vogan packet $\widetilde{\Pi}_{\phi^{\prime}}\left[H_{m}^{*}\right]$ but not equivalent to $\sigma_{0}$. The interesting part of this situation is that, by the uniqueness property in the GGP conjecture, for the fixed parameter $\phi$ of dimension $2 n$, one does not expect that there exists $\pi \in \widetilde{\Pi}_{\phi}\left[G_{n}^{*}\right]$ such that $\pi$ and $\sigma$ have a non-zero Bessel period. The idea is to find an (specific) even special orthogonal group $G_{n+k}$ for some $k \geq 1$, which is a pure inner form of some quasi-split form $G_{n+k}^{*}$ and is relevant to $H_{m}$, and construct explicitly (with concrete automorphic realization) an irreducible cuspidal automorphic representation $\pi_{n+k}$ of $G_{n+k}(\mathbb{A})$ with the properties that $\pi_{n+k}$ has a generic global Arthur parameter and has a non-zero Bessel period with the given $\sigma$. We expect that the integer $k$ should be determined by the first occurrence index of $\sigma$ (see [17] or $\S 2.3$ for the definition) in the tower of the Bessel descents from $\sigma$. Hence the construction of $G_{n+k}$ and $\pi_{n+k}$ should depend on the structure of the Bessel-Fourier coefficients of $\sigma$, which reflects the natural relation between the Bessel-Fourier coefficients and the twisted automorphic descents.

We will give an answer to this reciprocal branching problem when $m=1$. We fix a non-trivial additive character $\psi: F \backslash \mathbb{A} \longrightarrow \mathbb{C}^{\times}$and fix a positive integer $n$. Let

$$
\begin{equation*}
\tau=\tau_{1} \boxplus \tau_{2} \boxplus \cdots \boxplus \tau_{r} \tag{1.6}
\end{equation*}
$$

be an isobaric sum automorphic representation of $\mathrm{GL}_{2 n}(\mathbb{A})$. Here $\tau_{i}$ is an irreducible unitary cuspidal automorphic representation of $\mathrm{GL}_{n_{i}}(\mathbb{A})$ such that $\sum_{i=1}^{r} n_{i}=2 n$, and $\tau_{i} \not \not \tau_{j}$ if $i \neq j$. Assume that $\tau$ corresponds to the generic Arthur parameter $\phi_{\tau}=\phi_{\tau_{1}} \boxplus \cdots \boxplus \phi_{\tau_{r}}$. Moreover, we assume that each $\tau_{i}$ is of orthogonal type, i.e. the $L$-function $L\left(s, \tau_{i}, \mathrm{Sym}^{2}\right)$ has a pole at $s=1$. Hence $\phi_{\tau}$ is a generic global Arthur parameter of some $G_{n}^{*}$.

On the other hand, we assume that $\tau_{0}$ is an irreducible unitary cuspidal representation of $\mathrm{GL}_{2}(\mathbb{A})$ of symplectic type and has the property that

$$
L\left(\frac{1}{2}, \tau \times \tau_{0}\right) \neq 0
$$

Let $V_{0}$ be a quadratic space over $F$ of dimension 3 and $H_{1}^{V_{0}}=\mathrm{SO}\left(V_{0}\right)$ be the corresponding special orthogonal group. In any case, the $F$-split group is $H_{1}^{*}=\mathrm{SO}_{3}$. We also denote by $J_{V_{0}}$ the quadratic form of $V_{0}$. Let $\sigma$ be an irreducible cuspidal automorphic representation of $H_{1}^{V_{0}}(\mathbb{A})$ parametrized by $\phi_{\tau_{0}}$. We make the following assumption for $\tau$ and $\sigma$ :

Assumption 1.1. The Bessel period $\mathcal{P}\left(\varphi_{\pi}, \varphi_{\sigma}\right)(s e e ~ § 6)$ vanishes for all relevant pure inner forms $G_{n} \times H_{1}^{V_{0}}$ such that $\phi_{\tau}$ is $G_{n}$-relevant, all cuspidal automorphic representations $\pi \in \widetilde{\Pi}_{\phi_{\tau}}\left(G_{n}\right)$, all cuspidal automorphic forms $\varphi_{\pi}$ in any automorphic realizations of $\pi$, and all $\varphi_{\sigma} \in \sigma$.

The goal of this paper is, under Assumption 1.1, to construct an even special orthogonal group $G_{n+1}$ such that $G_{n+1} \times H_{1}^{V_{0}}$ is a relevant pure inner form of $G_{n+1}^{*} \times H_{1}^{*}$, and construct an irreducible cuspidal automorphic representation $\pi_{n+1}$ of $G_{n+1}(\mathbb{A})$ such that $\pi_{n+1}$ has a generic Arthur parameter and has a non-zero Bessel period with respect to $\sigma$. A more precise explanation is in order.

For the given representations $(\tau, \sigma)$, we construct in $\S 2$ a square-integrable residual automorphic representation $\mathcal{E}_{\tau \otimes \sigma}$ on $\mathrm{SO}_{4 n+3}^{V_{0}}(\mathbb{A})$ with support $(P, \tau \otimes \sigma)$, where $P=$ $M N$ is the standard parabolic subgroup of $\mathrm{SO}_{4 n+3}^{V_{0}}$ such that $M \simeq \mathrm{GL}_{2 n} \times H_{1}^{V_{0}}$. A tower of automorphic descents of $\tau$ twisted by $\sigma$, which we denoted by $\pi_{\ell, \beta}=\mathcal{D}_{\psi_{\ell, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ with $\beta \in F^{\times}$, can be constructed by taking the Bessel-Fourier coefficients of certain depth $\ell$ (see $\S 2$ ) of the residual representation $\mathcal{E}_{\tau \otimes \sigma}$. For each $\ell$, if the twisted descent $\pi_{\ell, \beta}=\mathcal{D}_{\psi_{\ell, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is non-zero, then it consists of certain automorphic functions on $G_{2 n-\ell+1, \beta}(\mathbb{A})=\mathrm{SO}_{4 n-2 \ell+2, \beta}(\mathbb{A})$, with moderate growth. After choosing a suitable basis, the group $G_{2 n-\ell+1, \beta}$ can be arranged to associate with the symmetric matrix

$$
\widetilde{J}=\left(\begin{array}{ccc} 
& & w_{2 n-\ell-1} \\
& J_{V_{0, \beta}} &
\end{array}\right)
$$

where $w_{i}$ is an $(i \times i)$-matrix with only 1 's on its anti-diagonal. Note that it could be either $F$-split, quasi-split or non-quasi-split, where $J_{V_{0, \beta}}=\left(\begin{array}{ll}J_{V_{0}} & \\ & -\beta\end{array}\right)$ is a $(4 \times 4)$ symmetric matrix that defines the 4-dimensional quadratic space $V_{0, \beta}$. We also denote by $\eta_{V_{0, \beta}}: F^{\times} \backslash \mathbb{A}^{\times} \longrightarrow\{ \pm 1\}$ the quadratic character associated to the quadratic space $V_{0, \beta}$. We usually call $G_{2 n-\ell+1, \beta}$ the target group of the descent module $\mathcal{D}_{\psi_{\ell}, \beta}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$. The point here is that under the Assumption 1.1, the first occurrence in this tower is at the depth $\ell^{*}=n$. In this case, we denote the resulting representation by $\pi_{\beta}=\mathcal{D}_{\psi_{n}, \beta}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$, which consists of certain automorphic functions on $G_{n+1, \beta}(\mathbb{A})=\mathrm{SO}_{2 n+2, \beta}(\mathbb{A})$, with moderate growth. The main results of this paper can be summarized as follows.

Theorem 1.2. Let $\tau=\tau_{1} \boxplus \cdots \boxplus \tau_{r}$ be an irreducible isobaric sum automorphic representation of $\mathrm{GL}_{2 n}(\mathbb{A})$ such that each $\tau_{i}$ is an irreducible unitary cuspidal representation of $\mathrm{GL}_{n_{i}}(\mathbb{A})$ of orthogonal type, and $\tau_{i} \not \neq \tau_{j}$ if $i \neq j$. Let $V_{0}$ be a quadratic space of dimension 3 over $F$, and $\sigma$ be an irreducible cuspidal automorphic representation of $H_{1}^{V_{0}}(\mathbb{A})$ which lies in the global Vogan packet $\widetilde{\Pi}_{\phi_{0}}\left[H_{1}^{*}\right]$ for some irreducible cuspidal
automorphic representation $\tau_{0}$ of $\mathrm{GL}_{2}(\mathbb{A})$ of symplectic type. Assume that

$$
L\left(\frac{1}{2}, \tau \times \tau_{0}\right) \neq 0 .
$$

Then we have:
(a) There exists $\beta \in F^{\times}$such that the twisted descent $\pi_{\beta}=\mathcal{D}_{\psi_{n}, \beta}\left(\mathcal{E}_{\tau \otimes \sigma}\right) \neq 0$.
(b) Suppose that the representations $\tau$ and $\sigma$ also satisfy Assumption 1.1, then

$$
\pi_{\beta}=\bigoplus_{i} \pi_{\beta}^{(i)}
$$

is a multiplicity free direct sum of irreducible cuspidal automorphic representations $\pi_{\beta}^{(i)}$ of $\mathrm{SO}_{2 n+2, \beta}(\mathbb{A})$, such that $\left(\pi_{\beta}^{(i)}, \sigma\right)$ has a non-zero Bessel period for each $i$.
(c) If one of the following two conditions is satisfied:
(1) $\omega_{\tau}=1$ and the $\beta \in F^{\times}$in Part (a) is not a square;
(2) $\omega_{\tau} \neq 1$ and the $\beta \in F^{\times}$in Part (a) is a square;
then $\pi_{\beta}$ is automatically cuspidal with a similar decomposition as in Part (b), without Assumption 1.1. Moreover, under the condition (1), each irreducible component $\pi_{\beta}^{(i)}$ of $\pi_{\beta}$ belongs to a global Arthur packet with a generic global Arthur parameter $\phi^{(i)}$. The parameter $\phi^{(i)}$ has the central character $\eta_{V_{0, \beta}}$, and has the property that $L\left(\frac{1}{2}, \phi^{(i)} \times \phi_{\tau_{0}}\right) \neq 0$ and $\left(\pi_{\beta}^{(i)}, \sigma\right)$ has a non-zero Bessel period.

Theorem 1.2 gives an answer to the reciprocal branching problem for $\sigma$, and one may refer to Theorem 6.3 at the end of this paper.

Part (a) of Theorem 1.2 provides a base for establishing the main results in this paper and will be proved in $\S 5$. It is always the hardest part in the theory of automorphc descent to prove the global non-vanishing of the construction. In this paper, we find a new argument to do so. It makes use of two recent results. One of them is the result in [11] on relations between degenerate Whittaker models and generalized Whittaker models of representations (see $\S 5.1$ for definitions). Another one is the result in [13] on raising nilpotent orbits in the wave front set of representations. They are indispensable for this new way to establish the global non-vanishing of the construction of the twisted automorphic descents. More explicitly, first, using results in [11], we show that $\mathcal{E}_{\tau \otimes \sigma}$ has a non-zero generalized Whittaker-Fourier coefficient attached to the partition $\left[(2 n)^{2} 1^{3}\right]$, which is not special. Then, using results in [13], we show that $\mathcal{E}_{\tau \otimes \sigma}$ has a non-zero generalized Whittaker-Fourier coefficient attached to the partition $\left[(2 n+1)(2 n-1) 1^{3}\right]$, which is the smallest orthogonal special partition bigger than $\left[(2 n)^{2} 1^{3}\right]$. This eventually implies that there exists $\beta \in F^{\times}$, such that $\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is non-zero. We note that the method we use here is different from that previously used in the theory of automorphic descent (see, for example, [10, 14]), and is more conceptual and valid for more general situation (see Remark 5.5).

Part (c) of Theorem 1.2 is a connection of the descent construction to the reciprocal branching problem we are considering. Briefly the argument is as follows. Let $\pi_{\beta}^{(i)}$
be an irreducible component of the descent $\pi_{\beta}$, which is cuspidal. By the unramified structure and the endoscopic classification of Arthur ([2]), $\pi_{\beta}^{(i)}$ has a generic Arthur parameter $\phi^{(i)}$. By unfolding of Eisenstein series as used in [17], we can show that the Bessel period for $\left(\pi_{\beta}^{(i)}, \sigma\right)$ is non-zero. Note that the main result of [17] also tells that the central value $L\left(\frac{1}{2}, \phi^{(i)} \times \phi_{\tau_{0}}\right)$ is also non-zero (see $\S 6$ ).

The content of this paper is organized as following. In $\S 2$, we introduce the construction of the automorphic descent in the case considered in this paper, and study some of its local structures in $\S 3$. In $\S 4-\S 5$, we study some global aspects of the descent. In particular, we show the cuspidality of the descent in $\S 4$, and the nonvanishing of the descent in $\S 5$. Hence we obtain Part (a) and the cuspidality in Part (b) of Theorem 1.2. Finally in $\S 6$, we prove other statements in Part (b) and also Part (c) of Theorem 1.2.
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## 2. Residual representations and the descent construction

2.1. Notation. We set up some general notation that will be used throughout this paper. Let $F$ be a field of characteristic 0 , and $V$ be a quadratic space of dimension $4 n+3$ defined over $F$, with quadratic form denoted by $\langle$,$\rangle . Let \widetilde{m}$ be the Witt index of $V$. Then $V$ has a polar decomposition

$$
V=V^{+} \oplus W \oplus V^{-}
$$

where $V^{+}$has dimension $\widetilde{m}$ and is a maximal totally isotropic subspace of $V$, and $W$ is anisotropic of dimension $4 n+3-2 \widetilde{m}$. Fix a maximal flag

$$
\mathcal{F}: \quad\{0\} \subset V_{1}^{+} \subset V_{2}^{+} \subset \cdots \subset V_{\widetilde{m}}^{+}=V^{+}
$$

in $V^{+}$, and choose a basis $\left\{e_{1}, \cdots, e_{\tilde{m}}\right\}$ of $V^{+}$over $F$ such that $V_{i}^{+}=\operatorname{Span}\left\{e_{1}, \cdots, e_{i}\right\}$, for $1 \leq i \leq \widetilde{m}$. Let $\left\{e_{-1}, \cdots, e_{-\tilde{m}}\right\}$ be a basis for $V^{-}$, which is dual to $\left\{e_{1}, \cdots, e_{\tilde{m}}\right\}$, that is,

$$
\left\langle e_{i}, e_{-j}\right\rangle=\delta_{i, j}, \text { for } 1 \leq i, j \leq \widetilde{m}
$$

We have two cases to consider: $\widetilde{m}=2 n$ or $\widetilde{m}=2 n+1$. If $\widetilde{m}=2 n$, take a basis $\left\{e_{0}^{(1)}, e_{0}^{(2)}, e_{0}^{(3)}\right\}$ of $W$ such that the anisotropic quadratic form on $W$ is associated with $J_{W}=\left(\begin{array}{lll}1 & & \\ & \delta & \\ & & \alpha\end{array}\right)$, where $\delta, \alpha \in F^{\times}$. In this case, the ternary quadratic form $x^{2}+\delta y^{2}+\alpha z^{2}$ does not represent 0 in $F$, and the form of $V$ is associated with
$J=\left(\begin{array}{lll} & & w_{2 n} \\ w_{2 n} & & \end{array}\right)$, where $w_{i}$ is an $(i \times i)$-matrix with 1's on the anti-diagonal
and zero's elsewhere. If $\widetilde{m}=2 n+1$, take a basis $\left\{e_{0}\right\}$ of $W$ with $\left\langle e_{0}, e_{0}\right\rangle=1$. Then the form of $V$ is associated with $J=w_{4 n+3}$. For each case, let $H=\mathrm{SO}(V)$, which could be $F$-split or $F$-non-split, according to the above two cases.

For $1 \leq \ell \leq \widetilde{m}$, let $Q_{\ell}$ be the (maximal) parabolic subgroup fixing the flag

$$
0 \subset V_{\ell}^{+} \subset V^{+}
$$

Then $Q_{\ell}$ has a Levi decomposition $M_{\ell}^{\prime} \cdot U_{\ell}$ with Levi subgroup $M_{\ell}^{\prime} \simeq \mathrm{GL}_{\ell} \times \mathrm{SO}\left(V^{(\ell)}\right)$, where $V^{(\ell)}$ is the subspace which sits into the decomposition

$$
V=V_{\ell}^{+} \oplus V^{(\ell)} \oplus V_{\ell}^{-}
$$

For simplicity, when $\ell=2 n$, let $P=Q_{2 n}, M=M_{2 n}^{\prime}, U=U_{2 n}$, and $V_{0}=V^{(2 n)}$. Then $M \simeq \mathrm{GL}_{2 n} \times \mathrm{SO}\left(V_{0}\right)$, and $\mathrm{SO}\left(V_{0}\right)$ is an $F$ - split or $F$-non-split special orthogonal group with $\operatorname{dim} V_{0}=3$. Accordingly, we may sometimes denote $H=\mathrm{SO}(V)$ by $\mathrm{SO}_{4 n+3}^{V_{0}}$ if we want to indicate the structure of the group. Note that if $\widetilde{m}=2 n$, we have $V_{0}=W$, the anisotropic kernel of $V$ (and hence $J_{V_{0}}=J_{W}$ ).

For $1 \leq \ell \leq \widetilde{m}$, we also let $P_{\ell}$ be the parabolic subgroup of $H$ which stabilizes the partial flag

$$
\mathcal{F}_{\ell}: \quad 0 \subset V_{1}^{+} \subset V_{2}^{+} \subset \cdots \subset V_{\ell}^{+} .
$$

It has a Levi decomposition $P_{\ell}=M_{\ell} \cdot N_{\ell}$ with Levi subgroup $M_{\ell} \simeq \mathrm{GL}_{1}^{\ell} \times \mathrm{SO}\left(V^{(\ell)}\right)$.
2.2. The residual representations. Now we take $F$ to be a number field and denote $\mathbb{A}=\mathbb{A}_{F}$ to be its ring of adeles. Let $\tau=\tau_{1} \boxplus \tau_{2} \boxplus \cdots \boxplus \tau_{r}$ be an isobaric sum automorphic representation of $\mathrm{GL}_{2 n}(\mathbb{A})$, and $\sigma$ an irreducible unitary cuspidal representation of $\mathrm{SO}\left(V_{0}\right)(\mathbb{A})$. Here $\tau_{i}$ 's are irreducible unitary cuspidal automorphic representations of $\mathrm{GL}_{n_{i}}(\mathbb{A})$, satisfying $\sum_{i=1}^{r} n_{i}=2 n$, and $\tau_{i} \neq \tau_{j}$ if $i \neq j$. For $s \in \mathbb{C}$ and an automorphic function on $H(\mathbb{A})$

$$
\phi_{\tau \otimes \sigma} \in \mathcal{A}(M(F) U(\mathbb{A}) \backslash H(\mathbb{A}))_{\tau \otimes \sigma},
$$

following [19, §II.1], one defines $\lambda_{s} \phi_{\tau \otimes \sigma}$ to be $\left(\lambda_{s} \circ m_{P}\right) \phi_{\tau \otimes \sigma}$, where $\lambda_{s} \in X_{M}^{H} \simeq \mathbb{C}$ (see [19, §I.1] for the definition of $X_{M}^{H}$ and the map $m_{P}$ ), and defines the corresponding Eisenstein series

$$
E\left(s, h, \phi_{\tau \otimes \sigma}\right)=\sum_{\gamma \in P(F) \backslash H(F)} \lambda_{s} \phi_{\tau \otimes \sigma}(\gamma h),
$$

which converges absolutely for $\operatorname{Re}(s) \gg 0$ and has meromorphic continuation to the whole complex plane ([19, §IV]). Under the normalization of Shahidi ([21]), one may take $\lambda_{s}=s \widetilde{\alpha}$, where $\alpha$ is the unique reduced root of the maximal $F$-split torus of $H$ in $U$.

When $L\left(s, \tau_{i}, \operatorname{Sym}^{2}\right)$ has a pole at $s=1$ for all $i=1, \cdots, r$ (i.e. $\tau$ is of orthogonal type), and $L\left(\frac{1}{2}, \tau \times \sigma\right) \neq 0$, the Eisenstein series $E\left(s, h, \phi_{\tau \otimes \sigma}\right)$ has a pole at $s=\frac{1}{2}$ of order $r$ (see [17, Proposition 5.3]). Let $\mathcal{E}_{\tau \otimes \sigma}$ denote the automorphic representation of $H(\mathbb{A})$ generated by the iterated residues $\operatorname{Res}_{s=\frac{1}{2}} E\left(s, h, \phi_{\tau \otimes \sigma}\right)$ for all $\phi_{\tau \otimes \sigma} \in \mathcal{A}(M(F) U(\mathbb{A}) \backslash H(\mathbb{A}))_{\tau \otimes \sigma}$. It is square integrable by the $L^{2}$-criterion in [19].

Moreover, the residual representation $\mathcal{E}_{\tau \otimes \sigma}$ is irreducible (see [18, Theroem A]). Note that the global Arthur parameter ([2]) for $\mathcal{E}_{\tau \otimes \sigma}$ is $\left(\tau_{1}, 2\right) \boxplus\left(\tau_{2}, 2\right) \boxplus \cdots \boxplus\left(\tau_{r}, 2\right) \boxplus \phi_{\sigma}$ ( $[17, \S 6]$ ).
2.3. The twisted automorphic descent. The twisted automorphic descents was introduced in [17], which extends the automorphic descent of Ginzburg-Rallis-Soudry ([10]) to much more general situation. Following [17] and [10], we introduce a family of Bessel-Fourier coefficients that define the tower of automorphic descents.

For $1 \leq \ell<2 n$, we consider the parabolic subgroup $P_{\ell}=M_{\ell} N_{\ell}$ of $H$ defined in §2.1. The nilpotent subgroup $N_{\ell}(F)$ consists of elements of the form

$$
u=u_{\ell}(z, x, y)=\left(\begin{array}{ccc}
z & z \cdot x & y \\
& I_{4 n+3-2 \ell} & x^{\prime} \\
& & z^{*}
\end{array}\right)
$$

where $z \in Z_{\ell}(F), x \in \operatorname{Mat}_{\ell \times(4 n+3-2 \ell)}(F)$, and $y \in \operatorname{Mat}_{\ell \times \ell}(F)$. Here $Z_{\ell}$ is the maximal upper-triangular unipotent subgroup of $\mathrm{GL}_{\ell}$, and $x^{\prime}=-J^{(\ell) t} x w_{\ell}$, where $J^{(\ell)}=\left(\begin{array}{ccc} & & w_{2 n-\ell} \\ w_{2 n-\ell} & & \end{array}\right)$. Take an anisotropic vector $w_{0} \in V^{(\ell)}$ with $\left\langle w_{0}, w_{0}\right\rangle$ in a given square class of $F^{\times}$, and define a homomorphism $\chi_{\ell, w_{0}}: N_{\ell} \longrightarrow \mathbb{G}_{a}$ by

$$
\chi_{\ell, w_{0}}(u)=\sum_{i=2}^{\ell}\left\langle u \cdot e_{i}, e_{-(i-1)}\right\rangle+\left\langle u \cdot w_{0}, e_{-\ell}\right\rangle .
$$

Here $u \cdot e_{i}$ and $u \cdot w_{0}$ are multiplications of matrices, where $e_{i}$ 's and $w_{0}$ are viewed as column vectors. Define also a character

$$
\begin{equation*}
\psi_{\ell, w_{0}}=\psi \circ \chi_{\ell, w_{0}}: N_{\ell}(\mathbb{A}) \longrightarrow \mathbb{C}^{\times} \tag{2.1}
\end{equation*}
$$

with $\psi: F \backslash \mathbb{A} \longrightarrow \mathbb{C}^{\times}$being a fixed non-trivial additive character. It is clear that the character $\psi_{\ell, w_{0}}$ is trivial on $N_{\ell}(F)$. Now the adjoint action of $M_{\ell}$ on $N_{\ell}$ induces an action of $\operatorname{SO}\left(V^{(\ell)}\right)$ on the set of all such characters $\psi_{\ell, w_{0}}$. The stabilizer $L_{\ell, w_{0}}$ of $\chi_{\ell, w_{0}}$ in $\mathrm{SO}\left(V^{(\ell)}\right)$ is equal to $\mathrm{SO}\left(w_{0}^{\perp} \cap V^{(\ell)}\right)$.

Let $\Pi$ be an automorphic representation of $H(\mathbb{A})$. For $f \in V_{\Pi}$ and $h \in H(\mathbb{A})$, we define the $\psi_{\ell, w_{0}}$-Fourier coefficients of $f$ by

$$
\begin{equation*}
f^{\psi_{\ell, w_{0}}}(h)=\int_{\left[N_{\ell}\right]} f(v h) \psi_{\ell, w_{0}}^{-1}(v) \mathrm{d} v \tag{2.2}
\end{equation*}
$$

where $\left[N_{\ell}\right]$ denotes the quotient $N_{\ell}(F) \backslash N_{\ell}(\mathbb{A})$. This is one of the Fourier coefficients of $f$ associated to the partition $\left[(2 \ell+1) 1^{4 n+2-2 \ell}\right]$. As $\ell$ varies, it produces a family of Bessel-Fourier coefficients of $f$ needed in this paper. It is clear that $f^{\psi_{\ell, w_{0}}}(h)$ is left $L_{\ell, w_{0}}(F)$-invariant, and is of moderate growth on the Siegel domain of $L_{\ell, w_{0}}(F) \backslash L_{\ell, w_{0}}(\mathbb{A})$.

As explained in $[14, \S 2]$ and $[17, \S 2.4]$, for $1 \leq \ell<2 n$, we may take

$$
w_{0}=y_{\beta}=e_{2 n}+\frac{\beta}{2} e_{-2 n}
$$

for some $\beta \in F^{\times}$as a precise choice of $w_{0}$. We have $\left\langle y_{\beta}, y_{\beta}\right\rangle=\beta$, and also denote $\psi_{\ell, \beta}=\psi_{\ell, y_{\beta}}$ for simplicity. Then in matrix form, we have

$$
\begin{aligned}
\psi_{\ell, \beta}\left(u_{\ell}(z, x, y)\right) & =\psi\left(z_{1,1}+\cdots+z_{\ell-1, \ell}+x_{\ell, 2 n-\ell}+\frac{\beta}{2} x_{\ell, 2 n+4-\ell}\right) \\
& =\psi_{Z_{\ell}}(z) \psi\left(x_{\ell, 2 n-\ell}+\frac{\beta}{2} x_{\ell, 2 n+4-\ell}\right) .
\end{aligned}
$$

It follows that the stabilizer of the character is $L_{\ell, \beta}:=L_{\ell, y_{\beta}}=\mathrm{SO}_{4 n+2-2 \ell, \beta}$, which is an even special orthogonal group associated to the symmetric matrix

$$
\widetilde{J}=\left(\begin{array}{ccc} 
& & w_{2 n-\ell-1} \\
& J_{V_{0, \beta}} &
\end{array}\right)
$$

where $J_{V_{0, \beta}}=\left(\begin{array}{ll}J_{V_{0}} & \\ & -\beta\end{array}\right)$. This group can be split, quasi-split or non-quasi-split over $F$, depending on the choice of $V_{0}$ and $\beta$ (Proposition 2.5 of [17]). We also denote by $V_{0, \beta}$ the 4 -dimensional quadratic space over $F$ associated to $J_{V_{0, \beta}}$. Define $\mathcal{D}_{\psi_{\ell, \beta}}(\Pi)$ to be the space of $L_{\ell, \beta}(\mathbb{A})$-span of the automorphic functions $\left.f^{\psi_{\ell, w_{0}}}\right|_{L_{\ell, \beta}(\mathbb{A})}$ with all $f \in V_{\Pi}$, where the group $L_{\ell, \beta}(\mathbb{A})$ acts by right translation.

Following [17], the twisted automorphic descent construction in this paper is to take $\Pi=\mathcal{E}_{\tau \otimes \sigma}$ in the above construction, here $\mathcal{E}_{\tau \otimes \sigma}$ is the residual representation we have introduced before. In this case, we have a family of automorphic $L_{\ell, \beta}(\mathbb{A})$-modules:

$$
\pi_{\ell, \beta}=\mathcal{D}_{\psi_{\ell, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right) .
$$

It has been seen in many previous works (see $[10,14,17])$ that the $L_{\ell, \beta}(\mathbb{A})$-modules $\pi_{\ell, \beta}$ satisfy the so-called tower property when the depth $\ell$ varies. That is, there exists an $\ell^{*}$ such that $\pi_{\ell^{*}, \beta} \neq 0$ for some choice of data, and $\pi_{\ell, \beta}=0$ for all $\ell^{*}<\ell<\widetilde{m}$. We call $\ell^{*}$ the first occurrence index (of $\sigma$ ) for the tower $\left\{\pi_{\ell, \beta}\right\}_{\ell}$. In particular, at the first occurrence index $\ell^{*}=\ell^{*}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$, the $L_{\ell^{*}, \beta}(\mathbb{A})$-module $\pi_{\ell^{*}, \beta}=\mathcal{D}_{\psi_{\ell^{*}, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ consists of cuspidal automorphic functions $f^{\psi_{\ell^{*}, \beta}(\cdot)}$ (see [10, 14, 17]). In this case we denote $\pi_{\beta}=\pi_{\ell^{*}, \beta}$ for simplicity, and call it the automorphic descent of $\tau$ to $L_{\ell^{*}, \beta}(\mathbb{A})$, twisted by $\sigma$ or $\sigma$-twisted automorphic descent of $\tau$. To be compatible with the notation before, we denote $G_{2 n-\ell+1, \beta}=L_{\ell, \beta}$, and call $G_{2 n-\ell^{*}+1, \beta}(\mathbb{A})$ the target group of this descent construction.

In this paper, we will basically restrict ourselves to the pair $(\tau, \sigma)$ that satisfies Assumption 1.1 in $\S 1$. In this situation, the first occurrence index is $\ell^{*}=n$ (see $\S 4-\S 5)$, and the target group is $G_{n+1, \beta}(\mathbb{A})=\mathrm{SO}_{2 n+2, \beta}(\mathbb{A})$, as stated in Theorem 1.2.

## 3. Local aspects of the descent

In this section, we study the local analogue of the automorphic descent discussed in $\S 2.3$, which is certain twisted Jacquet module.
3.1. The twisted Jacquet modules. We define the twisted Jacquet modules in both cases we are considering. Let $F$ be a $p$-adic field of characteristic 0 , and fix a non-trivial additive character $\psi: F \longrightarrow \mathbb{C}^{\times}$. Let $H=\mathrm{SO}(V)$ be a special orthogonal group over $F$ with $\operatorname{dim}(V)=4 n+3$, and suppose that the Witt index $\widetilde{m}=2 n$ or $2 n+1$. Let $1 \leq \ell \leq \widetilde{m}$ and take an anisotropic vector $w_{0} \in V^{(\ell)}$. We define the character $\psi_{\ell, w_{0}}$ on $N_{\ell}(F)$ similar to (2.1) in the global setting. Note that if $\ell=\widetilde{m}$, we take $w_{0} \in W=V^{(\widetilde{m})}$, the anisotropic kernel of $V$ (see §2.1).

For an irreducible admissible representation $\Pi$ of $H(F)$, one defines the Jacquet module of Bessel type (of depth $\ell$ ) to be

$$
\begin{equation*}
J_{\psi_{\ell, w_{0}}}(\Pi):=\Pi / \operatorname{Span}\left\{\pi(u) \xi-\psi_{\ell, w_{0}}(u) \xi \mid u \in N_{\ell}(F), \xi \in \Pi\right\} . \tag{3.1}
\end{equation*}
$$

Embed $\operatorname{SO}\left(V^{(\ell)}\right)$ into $H$ via the Levi subgroup $M_{\ell}$, and set $L_{\ell, w_{0}}=\operatorname{Stab}_{\psi_{\ell, w_{0}}}\left(\mathrm{SO}\left(V^{(\ell)}\right)\right)$ as before. By definition, $J_{\psi_{\ell, w_{0}}}(\Pi)$ is an $L_{\ell, w_{0}}(F)$-module. As before, when $\ell<\widetilde{m}$, we may take $w_{0}=y_{\beta}=e_{2 n}+\frac{\beta}{2} e_{-2 n} \in V^{(\ell)}$ with $\beta \in F^{\times}$. Then we set $J_{\psi_{\ell, y_{\beta}}}(\Pi)=J_{\psi_{\ell, \beta}}(\Pi)$, and $L_{\ell, y_{\beta}}=L_{\ell, \beta}$. With a suitable choice of basis, $L_{\ell, \beta}(F)$ is determined by the symmetric matrix

$$
\widetilde{J}= \begin{cases}\left(\begin{array}{ll} 
& w_{2 n-\ell-1} \\
& J_{W, \beta}
\end{array}\right), & \text { if } \widetilde{m}=2 n \\
w_{2 n-\ell-1} & \\
\left(\begin{array}{ll} 
& w_{2 n-\ell} \\
w_{2 n-\ell} &
\end{array}\right), & \text { if } \widetilde{m}=2 n+1\end{cases}
$$

where $J_{\beta}=\left(\begin{array}{ll}1 & \\ & -\beta\end{array}\right)$. Recall that we have $V_{0}=W$ if $\widetilde{m}=2 n$ (see §2.1).
3.2. Some local unramified calculations of Jacquet modules. We keep some notation which are used in [10, Chapter 5]. For our purpose, here we just calculate the twisted Jacquet module (3.1) in some cases where all the data are unramified. In particular, in these cases the group $H=\mathrm{SO}_{4 n+3}(F)$ is $F$-split and hence we have $\widetilde{m}=2 n+1$. The results will be used in $\S 4$ and $\S 6$ to study the global properties of automorphic descents.

Case I: trivial central character. Let $\tau$ be an irreducible, generic, admissible representation of $\mathrm{GL}_{2 n}(F)$, which is of orthogonal type. We assume moreover that $\omega_{\tau}=1$. To consider the unramified cases, we write $\tau$ as a fully induced representation from the Borel subgroup:

$$
\begin{equation*}
\tau=\mu_{1} \times \cdots \times \mu_{n} \times \mu_{n}^{-1} \times \cdots \times \mu_{1}^{-1} \tag{3.2}
\end{equation*}
$$

where $\mu_{i}$ 's are unramified characters of $F^{\times}$. Let $\sigma=\operatorname{Ind}_{B_{\mathrm{SO}_{3}}(F)}^{\mathrm{SO}_{3}(F)} \xi$, here $\xi$ is also an unramified character of $F^{\times}$. Let $\pi_{\tau \otimes \sigma}$ be the unramified constituent of the induced
representation $\operatorname{Ind}_{P(F)}^{\mathrm{SO}_{4 n+3}(F)}\left(\tau|\operatorname{det}(\cdot)|^{1 / 2} \otimes \sigma\right)$. We want to study the unramified constituents of the twisted Jacquet module $J_{\psi_{\ell, \beta}}\left(\pi_{\tau \otimes \sigma}\right)$.
Proposition 3.1. With the data chosen as above, the following hold:
(1) Suppose that $\beta \in F^{\times}-\left(F^{\times}\right)^{2}$. Then the twisted Jacquet module $J_{\psi_{\ell, \beta}}\left(\pi_{\tau \otimes \sigma}\right)=0$ for all $n+1 \leq \ell \leq 2 n+1$. And when $\ell=n$, any unramified constituent of $J_{\psi_{n, \beta}}\left(\pi_{\tau \otimes \sigma}\right)$ is a subquotient of $\operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n} \otimes 1$.
(2) Suppose that $\beta \in\left(F^{\times}\right)^{2}$. Then the twisted Jacquet module $J_{\psi_{\ell, \beta}}\left(\pi_{\tau \otimes \sigma}\right)=0$ for all $n+2 \leq \ell \leq 2 n+1$. When $\ell=n+1$, any unramified constituent of $J_{\psi_{n+1, \beta}}\left(\pi_{\tau \otimes \sigma}\right)$ is a subquotient of $\operatorname{Ind}_{B_{\mathrm{SO}_{2 n}(F)} \mathrm{SO}_{2_{2}(F)}} \mu_{1} \otimes \cdots \otimes \mu_{n}$, and when $\ell=n$, any unramified constituent of $J_{\psi_{n, \beta}}\left(\pi_{\tau \otimes \sigma}\right)^{2 n}$ is a subquotient of

$$
\begin{aligned}
& \bigoplus_{t=1}^{n} \operatorname{Ind}_{\substack{P_{\mathrm{SO}_{2 n+2}, 1,2,1, \cdots, 1}^{\mathrm{SO}_{2 n+2}(F)} \\
\text { or }}}^{\mu_{1} \otimes \cdots \otimes \mu_{t-1} \otimes \mu_{t}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \mu_{t+1} \otimes \cdots \otimes \mu_{n}} \\
& \operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2}(F)} \mathrm{SO}_{2 n+2}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n} \otimes \lambda,
\end{aligned}
$$

where $\lambda$ is an unramified character of $F^{\times}$.
Proof. We will apply [10, Theorem 5.1] to calculate $J_{\psi_{\ell, \beta}}\left(\pi_{\tau \otimes \sigma}\right)$, and we also follow the same notation there. By conjugation of some Weyl element, it suffices to consider the unramified constituent of the induced representation $\operatorname{Ind}_{Q_{2 n}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau^{\prime} \otimes \sigma$ instead of $\pi_{\tau \otimes \sigma}$, here

$$
\tau^{\prime}=\operatorname{Ind}_{P_{2}, \cdots, 2(F)}^{\mathrm{GL} L_{2 n}(F)} \mu_{1}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \cdots \otimes \mu_{n}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) .
$$

Note that the derivative (see [3] and $[10, \S 5]) \tau^{\prime(\ell)}$ of $\tau^{\prime}$ vanishes for $\ell \geq n+1$. Now applying [10, Theorem 5.1 (i)] with $j=2 n<\widetilde{m}=2 n+1$, one can see that the corresponding twisted Jacquet module vanishes for all $n+2 \leq \ell \leq 2 n+1$.
When $\ell=n+1$, by the formula in [10, Theorem 5.1 (1)] we have

$$
\begin{aligned}
& J_{\psi_{n+1, \beta}}\left(\operatorname{Ind}_{Q_{2 n}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau^{\prime} \otimes \sigma\right) \\
\equiv & \delta_{\beta} \cdot\left(\operatorname{ind}_{Q_{n,+}^{\prime}(F)}^{\mathrm{SO}_{2 n, \beta}(F)}|\operatorname{det}(\cdot)|^{\frac{1-n}{2}} \tau^{\prime(n)} \oplus \operatorname{ind}_{Q_{n,-}^{\prime}(F)}^{\mathrm{SO}_{2 n}(F)}|\operatorname{det}(\cdot)|^{\frac{1-n}{2}} \tau^{\prime(n)}\right),
\end{aligned}
$$

here $\delta_{\beta}=1$ if $\beta \in\left(F^{\times}\right)^{2}$, and is zero otherwise, and $Q_{n, \pm}^{\prime}$ are defined as in [10, Remark 5.1]. Note that $|\operatorname{det}(\cdot)|^{\frac{1-n}{2}} \tau^{\prime(n)}=\mu_{1} \times \cdots \times \mu_{n}$, we obtain all the statements for $n+1 \leq \ell \leq 2 n+1$ in part (1) and (2) of the proposition.

Finally we take $\ell=n$. Also by [10, Theorem 5.1 (1)], we have

$$
\begin{aligned}
J_{\psi_{n}, \beta}\left(\operatorname{Ind}_{Q_{2 n}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau^{\prime} \otimes \sigma\right) \equiv & \left(\operatorname{ind}_{Q_{n}^{\prime}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)}|\cdot|^{\frac{1-n}{2}} \tau^{\prime(n)} \otimes J_{\psi_{0, \beta}^{\prime}}(\sigma)\right) \oplus \\
& \delta_{\beta} \cdot\left(\operatorname{ind}_{Q_{n,+}^{\prime}(F)}^{\mathrm{SO}_{2 n+2, \beta}^{\prime}(F)}|\operatorname{det}(\cdot)|^{\frac{2-n}{2}} \tau^{\prime(n-1)} \otimes J_{\mathrm{Wh},+}(\sigma)\right. \\
& \left.\oplus \operatorname{ind}_{Q_{n,-}^{\prime}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)}|\operatorname{det}(\cdot)|^{\frac{2-n}{2}} \tau^{\prime(n-1)} \otimes J_{\mathrm{Wh},-}(\sigma)\right),
\end{aligned}
$$

where $J_{\mathrm{Wh}, \pm}(\sigma)$ are Jacquet modules with respect to certain Whittaker characters (see [10, Proposition 5.5]). Here we have used the fact that $\tau_{(n)}^{\prime}=0$ (see, for example, [10, page 99]), and $Q_{n}^{\prime}$ is defined in [10, (5.16)]. Note also that here $Q_{n}^{\prime}$ contains $B_{\mathrm{SO}_{2 n+2, \beta}}$. Moreover, we have $J_{\mathrm{Wh}, \pm}(\sigma) \simeq \mathbb{C}$ since $\sigma$ is generic. Since $\delta_{\beta}=0$ if $\beta \notin\left(F^{\times}\right)^{2}$, we can conclude (1) from the above formula. And if $\beta \in\left(F^{\times}\right)^{2}$, we take $(n-1)$-th derivative of $\tau^{\prime}$ (as in $[3, \S 4]$ ), and then the last expression stated in the proposition follows as desired. The unramified character $\lambda$ in Part (2) of the proposition comes from the Jacquet module $J_{\psi_{0, \beta}^{\prime}}(\sigma)$, which is exactly the restriction of $\sigma$ to the $F$-split torus $\mathrm{SO}_{2}(F)$ (where all unramified characters will occur).

Case II: non-trivial central character. Now let $\lambda_{0}$ be the unique non-trivial unramified quadratic character of $F^{\times}$, and let

$$
\begin{equation*}
\tau=\mu_{1} \times \cdots \times \mu_{n-1} \times 1 \times \lambda_{0} \times \mu_{n-1}^{-1} \times \cdots \times \mu_{1}^{-1} \tag{3.3}
\end{equation*}
$$

where $\mu_{i}$ 's are unramified characters of $F^{\times}$(recall that $\tau$ is of orthogonal type). Let $\sigma=\operatorname{Ind}_{B_{\mathrm{SO}_{3}}(F)}^{\mathrm{SO}_{3}(F)} \xi$, where $\xi$ is also an unramified character of $F^{\times}$. As before, we denote $\pi_{\tau \otimes \sigma}$ to be the unramified constituent of $\operatorname{Ind}_{P(F)}^{\mathrm{SO}_{4 n+3}(F)}\left(\tau|\operatorname{det}(\cdot)|^{1 / 2} \otimes \sigma\right)$.
Proposition 3.2. With the data chosen as above, we have $J_{\psi_{\ell, \beta}}\left(\pi_{\tau \otimes \sigma}\right)=0$ for all $n+2 \leq \ell \leq 2 n+1$. Moreover, define that $\delta_{\beta}=1$ if $\beta \in\left(F^{\times}\right)^{2}$ and $\delta_{\beta}=0$ otherwise. Then we have:
(1) When $\ell=n+1$, any unramified constituent of $J_{\psi_{n+1, \beta}}\left(\pi_{\tau \otimes \sigma}\right)$ is a subquotient of

$$
\left(1-\delta_{\beta}\right) \cdot \operatorname{Ind}_{B_{\mathrm{SO}_{2 n, \beta}}(F)}^{\mathrm{SO}_{2 n, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes 1
$$

(2) When $\ell=n$, any unramified constituent of $J_{\psi_{n, \beta}}\left(\pi_{\tau \otimes \sigma}\right)$ is a subquotient of

$$
\begin{aligned}
& \bigoplus_{t=1}^{n-1} \delta_{\beta} \cdot \operatorname{Ind}_{\substack{P_{\mathrm{SO}_{2 n+2, \beta}^{1, \ldots, 1, \ldots}}^{1, \ldots, 1}(F)}}^{\mathrm{SO}_{2 n+2,(F)}(F)} \mu_{1} \otimes \cdots \otimes \mu_{t-1} \otimes \mu_{t}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \mu_{t+1} \otimes \cdots \otimes \mu_{n-1} \otimes \lambda_{0} \\
& \oplus \operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes \xi \otimes 1 \\
& \oplus \operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes \lambda_{0}|\cdot|^{\frac{1}{2}} \otimes 1 \\
& \oplus \delta_{\beta} \cdot\left(\operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)}}^{\mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes \xi \otimes \lambda_{0}}\right. \\
& \left.\oplus \operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes|\cdot|^{\frac{1}{2}} \otimes \lambda_{0}\right) \\
& \oplus\left(1-\delta_{\beta}\right) \cdot \operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes|\cdot|^{\frac{1}{2}} \otimes 1 .
\end{aligned}
$$

Proof. By conjugation of some Weyl element, it suffices to consider the unramified constituent of the induced representation $\operatorname{Ind}_{Q_{2 n-2}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau_{1}^{\prime} \otimes \sigma_{1}$, here

$$
\tau_{1}^{\prime}=\operatorname{Ind}_{P_{2}, \ldots, 2,1,1}^{\mathrm{GL}_{2 n}(F)}(F) \mu_{1}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \cdots \otimes \mu_{n-1}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right),
$$

and $\sigma_{1}=\operatorname{Ind}_{Q_{2}^{\mathrm{SO}_{7}(F)}}^{\mathrm{SO}_{7}(F)} \widetilde{\tau}_{1} \otimes \mathbf{1}_{\mathrm{SO}_{3}}$, with $\widetilde{\tau}_{1}=\lambda_{0}|\cdot|^{1 / 2} \times \xi$ being a representation of $\mathrm{GL}_{2}(F)$. Note that $\sigma_{1}$ is non-generic and $\tau^{\prime(\ell)}=0$ for $\ell \geq n$. Applying [10, Theorem 5.1 (1)] with $j=2 n-2<\widetilde{m}=2 n+1$, we see that if $n+2 \leq \ell \leq 2 n+1$, this twisted Jacquet module is always zero.

Now we consider the case $\ell=n+1$. Applying [10, Theorem 5.1 (1)] with $j=$ $2 n-2<\widetilde{m}=2 n+1$, we have

$$
J_{\psi_{n+1, \beta}}\left(\operatorname{Ind}_{Q_{2 n-2}(F)}^{\mathrm{SO}_{4 n+}(F)} \tau_{1}^{\prime} \otimes \sigma_{1}\right) \equiv \operatorname{ind}_{Q_{n-3}^{\prime}(F)}^{\mathrm{SO}_{2 n, \beta}(F)}|\operatorname{det}(\cdot)|^{-\frac{n-2}{2}} \tau^{\prime(n-1)} \otimes J_{\psi_{2, \beta}^{\prime}}\left(\sigma_{1}\right)
$$

To calculate the Jacquet module $J_{\psi_{2, \beta}^{\prime}}\left(\sigma_{1}\right)$, applying [10, Theorem 5.1 (1)] again with $j=2$ and $\ell=2$, we have

$$
J_{\psi_{2, \beta}^{\prime}}\left(\sigma_{1}\right) \equiv \operatorname{ind}_{Q_{0}^{\prime}(F)}^{\mathrm{SO}_{2, \beta}(F)}|\cdot|^{-\frac{1}{2}} \widetilde{\tau}_{1}^{(2)} \otimes J_{\psi_{0, \beta}^{\prime}}\left(\mathbf{1}_{\mathrm{SO}_{3}}\right) .
$$

Hence by taking derivatives $\tau_{1}^{\prime(n-1)}$ and $\widetilde{\tau}_{1}^{(2)}$, we can see that any unramified constituent of $J_{\psi_{n+1, \beta}}\left(\operatorname{Ind}_{Q_{2 n-2}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau_{1}^{\prime} \otimes \sigma_{1}\right)$ is a subquotient of

$$
\begin{equation*}
\operatorname{Ind}_{B_{\mathrm{So}_{2 n, \beta}}(F)}^{\mathrm{SO}_{2 n, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes 1 \tag{3.4}
\end{equation*}
$$

On the other hand, we may also write $\sigma_{1}=\operatorname{Ind}_{Q_{2}}^{\mathrm{SO}_{7}(F)}(F) \widetilde{\tau}_{2} \otimes \sigma_{\lambda_{0}}$, with $\widetilde{\tau}_{2}=|\cdot|^{1 / 2} \times \xi$ and $\sigma_{\lambda_{0}}$ is the unique irreducible quotient in $\operatorname{Ind}_{B_{\mathrm{SO}_{3}}(F)}^{\mathrm{SO}_{3}(F)} \lambda_{0}|\cdot|^{1 / 2}$. Recall that $\lambda_{0}$ is a quadratic character, then $\sigma_{\lambda_{0}}$ can be viewed as a character of $\mathrm{PGL}_{2}(F)$ by composing it with the determinant, modulo squares. If $\beta \notin\left(F^{\times}\right)^{2}$, similarly we can see that any unramified constituent of $J_{\psi_{n+1, \beta}}\left(\operatorname{Ind}_{Q_{2 n-2}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau_{1}^{\prime} \otimes \sigma_{1}\right)$ also lies in (3.4). If $\beta \in\left(F^{\times}\right)^{2}$, applying [10, Theorem 5.1 (2)] with $j=1$ and $\ell=0$, we can see that

$$
J_{\psi_{0, \beta}^{\prime}}\left(\sigma_{\lambda_{0}}\right) \equiv \lambda_{0},
$$

and hence any unramified constituent of $J_{\psi_{n+1, \beta}}\left(\operatorname{Ind}_{Q_{2 n-2}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau_{1}^{\prime} \otimes \sigma_{1}\right)$ is a subquotient of

$$
\begin{equation*}
\operatorname{Ind}_{B_{\mathrm{SO}_{2 n, \beta}(F)}}^{\mathrm{SO}_{2 n, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes \lambda_{0} \tag{3.5}
\end{equation*}
$$

It follows that when $\beta \in\left(F^{\times}\right)^{2}$, any unramified constituent of $J_{\psi_{n+2, \beta}}\left(\pi_{\tau \otimes \sigma}\right)$ is a subquotient of both (3.4) and (3.5). If it is non-zero, then the two sets $\left\{\mu_{1}^{ \pm}, \mu_{2}^{ \pm}, \cdots, \mu_{n-1}^{ \pm}, 1\right\}$ and $\left\{\mu_{1}^{ \pm}, \mu_{2}^{ \pm}, \cdots, \mu_{n-1}^{ \pm}, \lambda_{0}\right\}$ will be equal, which is impossible. This shows that any irreducible constituent must be 0 , and this finishes the proof of Part (1) of the proposition.

Finally we take $\ell=n$. Applying [10, Theorem 5.1 (1)] with $j=2 n-2<\widetilde{m}=2 n+1$, we have

$$
\begin{align*}
J_{\psi_{n, \beta}}\left(\mathrm{Ind}_{Q_{2 n-1}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau_{1}^{\prime} \otimes \sigma_{1}\right) \equiv & \operatorname{ind}_{Q_{n}^{\prime}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)}|\operatorname{det}(\cdot)|^{\frac{3-n}{2}} \tau_{1}^{\prime(n-2)} \otimes J_{\psi_{2, \beta}^{\prime}}\left(\sigma_{1}\right) \\
& \oplus \operatorname{ind}_{Q_{n-1}^{\prime}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)}|\operatorname{det}(\cdot)|^{\frac{2-n}{2}} \tau_{1}^{(n-1)} \otimes J_{\psi_{1, \beta}^{\prime}}\left(\sigma_{1}\right) \tag{3.6}
\end{align*}
$$

Now, arguing as in the case of $\ell=n+1$, we can see that if an unramified constituent of $J_{\psi_{n, \beta}}\left(\operatorname{Ind}_{Q_{2 n-1}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau_{1}^{\prime} \otimes \sigma_{1}\right)$ comes from the first summand of (3.6), then it is a subquotient of

$$
\begin{aligned}
& \bigoplus_{t=1}^{n-1} \operatorname{Ind}_{\substack{P_{\mathrm{SO}_{2 n+2, \beta}^{1,2,2, \cdots, 1}}^{\mathrm{SO}_{2 n+2,(F)}(F)}}}^{\mu_{1} \otimes \cdots \otimes \mu_{t-1} \otimes \mu_{t}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \mu_{t+1} \otimes \cdots \otimes \mu_{n-1} \otimes 1} \\
& \bigoplus_{t=1}^{n-1} \delta_{\beta} \cdot \operatorname{Ind}_{\substack{1, \ldots, 1,2,1, \ldots, 1 \\
\mathrm{SO}_{2 n+2, \beta}}}^{\mathrm{SO}_{2 n+2,1}(F)} \mu_{1} \otimes \cdots \otimes \mu_{t-1} \otimes \mu_{t}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \mu_{t+1} \otimes \cdots \otimes \mu_{n-1} \otimes \lambda_{0} .
\end{aligned}
$$

To compute the Jacquet module $J_{\psi_{1, \beta}^{\prime}}\left(\sigma_{1}\right)$ in the second summand of (3.6), we apply [10, Theorem 5.1 (1)] with $j=2$ and $\ell=1$, and get

$$
J_{\psi_{1, \beta}^{\prime}}\left(\sigma_{1}\right) \equiv \operatorname{ind}_{Q_{1}^{\prime}(F)}^{\mathrm{SO}_{4, \beta}(F)} \widetilde{\tau}_{1}^{(1)} \otimes J_{\psi_{0, \beta}^{\prime}}\left(\mathbf{1}_{\mathrm{SO}_{3}}\right) .
$$

Moreover, one may also write $\sigma_{1}=\operatorname{Ind}_{Q_{2}^{\mathrm{So}_{7}}(F)}^{\mathrm{SO}_{7}(F)} \widetilde{\tau}_{2} \otimes \sigma_{\lambda_{0}}$ and get

$$
J_{\psi_{1, \beta}^{\prime}}\left(\sigma_{1}\right) \equiv \operatorname{ind}_{Q_{1}^{\prime}(F)}^{\mathrm{SO}_{4, \beta}(F)} \widetilde{\tau}_{2}^{(1)} \otimes J_{\psi_{0, \beta}^{\prime}}\left(\sigma_{\lambda_{0}}\right) .
$$

Recall that we have $J_{\psi_{0, \beta}^{\prime}}\left(\sigma_{\lambda_{0}}\right) \equiv \lambda_{0}$ if $\beta \in\left(F^{\times}\right)^{2}$. Then we obtain that, if an unramified constituent of $J_{\psi_{n, \beta}}\left(\operatorname{Ind}_{Q_{2 n-1}(F)}^{\mathrm{SO}_{4 n+3}(F)} \tau_{1}^{\prime} \otimes \sigma_{1}\right)$ comes from the second summand of (3.6), then it is a subquotient of

$$
\begin{aligned}
& \operatorname{Ind}_{B_{\mathrm{so}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes \xi \otimes 1 \\
& \oplus \operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes \lambda_{0}|\cdot|^{\frac{1}{2}} \otimes 1 \\
& \oplus \delta_{\beta} \cdot\left(\operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes \xi \otimes \lambda_{0}\right. \\
& \left.\oplus \operatorname{Ind}_{B_{\mathrm{SO}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes|\cdot|^{\frac{1}{2}} \otimes \lambda_{0}\right) \\
& \oplus\left(1-\delta_{\beta}\right) \cdot \operatorname{Ind}_{B_{\mathrm{So}_{2 n+2, \beta}}(F)}^{\mathrm{SO}_{2 n+2, \beta}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes|\cdot|^{\frac{1}{2}} \otimes 1,
\end{aligned}
$$

as desired.
We consider moreover a special case that $\ell=\widetilde{m}=2 n+1$ and $w_{0} \in W$, which will be used in the proof of Lemma 4.1 later. The result is the following:
Proposition 3.3. Let $\tau$ and $\sigma$ be the same as in any case of Propositions 3.1-3.2, and let $w_{0} \in W$. Then we have $J_{\psi_{\tilde{m}, w_{0}}}\left(\pi_{\tau \otimes \sigma}\right)=0$ if $n>1$. If $n=1$, the same result holds while $\omega_{\tau}=1$.

Proof. As before, conjugating by some Weyl element, it suffices to consider the unramified constituent of $J_{\psi_{\tilde{m}}, w_{0}}\left(\operatorname{Ind}_{P(F)}^{H(F)}\left(\tau^{\prime} \otimes \sigma\right)\right)$, where

$$
\tau^{\prime}=\operatorname{Ind}_{P_{2}, \ldots, 2}^{\mathrm{GL}_{2}(F)} \mu_{1}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \cdots \otimes \mu_{n}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right),
$$

or

$$
\tau^{\prime}=\operatorname{Ind}_{P_{2}, \cdots, 2,1,1}^{\mathrm{GL}}(F) \mathrm{GL}(F), \mu_{1}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \cdots \otimes \mu_{n-1}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \lambda_{0}|\cdot|^{1 / 2} \otimes|\cdot|^{1 / 2}
$$

By [10, Theorem 5.1 (3)], we have

$$
J_{\psi_{\tilde{m}, w_{0}}}\left(\operatorname{Ind}_{P(F)}^{H(F)}\left(\tau^{\prime} \otimes \sigma\right)\right)=d_{\tau^{\prime}} \cdot J_{\psi_{\tilde{m}-2 n}}(\sigma),
$$

where $d_{\tau^{\prime}}$ is the dimension of the space of $\psi$-Whittaker functionals on $\tau^{\prime}$. By the construction of $\tau^{\prime}$, we can see that $d_{\tau^{\prime}}=0$ under the assumptions of the proposition, and this finishes the proof.
3.3. An additional case. In the end of this section, we consider an additional case, which is concerned with the Jacquet modules for a group of smaller size. It will be used in the proof of Proposition 4.3 later. We consider the induced representation

$$
\operatorname{Ind}_{R_{2 n-1}}^{\mathrm{SO}_{4 n+1}(F)} \tau_{1}|\operatorname{det}(\cdot)|^{1 / 2} \otimes \sigma
$$

of the $F$-split group $\mathrm{SO}_{4 n+1}(F)$. Here $R_{2 n-1} \subset \mathrm{SO}_{4 n+1}$ is the maximal parabolic subgroup whose Levi subgroup is isomorphic to $\mathrm{GL}_{2 n-1} \times \mathrm{SO}_{3}, \sigma=\operatorname{Ind}_{B_{\mathrm{SO}_{3}}(F)}^{\mathrm{SO}_{3}(F)} \xi$ with $\xi$ being an unramified character of $F^{\times}$, and

$$
\begin{equation*}
\tau_{1}=\mu_{1} \times \cdots \times \mu_{n-1} \times \lambda \times \mu_{n-1}^{-1} \times \cdots \times \mu_{1}^{-1} \tag{3.7}
\end{equation*}
$$

with $\mu_{i}^{\prime}$ 's and $\lambda$ being unramified characters of $F^{\times}$and in addition $\lambda$ being quadratic. For $1 \leq \ell \leq 2 n$, let $N_{\ell}^{\sharp} \subset \mathrm{SO}_{4 n+1}$ and $\psi_{\ell, \beta}^{\sharp}: N_{\ell}^{\sharp}(F) \longrightarrow \mathbb{C}^{\times}$be similar to $N_{\ell} \subset H$ and $\psi_{\ell, \beta}: N_{\ell}(F) \longrightarrow \mathbb{C}^{\times}$in previous parts of this section. Let $\pi_{\tau_{1} \otimes \sigma}$ be the unramified constituent of $\operatorname{Ind}_{R_{2 n-1}}^{\mathrm{SO}_{4 n+1}(F)} \tau_{1}|\cdot|^{1 / 2} \otimes \sigma$, and we are going to consider the twisted Jacquet module $J_{\psi_{\ell, \beta}^{\sharp}}\left(\pi_{\tau_{1} \otimes \sigma}\right)$.
Proposition 3.4. With the data chosen as above, the following hold:
(1) Suppose that $\beta \in F^{\times}-\left(F^{\times}\right)^{2}$. Then any twisted Jacquet module $J_{\psi_{\ell, \beta}^{\sharp}}\left(\pi_{\tau_{1} \otimes \sigma}\right)=$ 0 for all $n \leq \ell \leq 2 n$.
(2) Suppose that $\beta \in\left(F^{\times}\right)^{2}$. Then any twisted Jacquet module $J_{\psi_{,, \beta}^{\sharp}}\left(\pi_{\tau_{1} \otimes \sigma}\right)=0$ for all $n+1 \leq \ell \leq 2 n$. When $\ell=n$, any unramified constituent of $J_{\psi_{n+1, \beta}^{\sharp}}\left(\pi_{\tau_{1} \otimes \sigma}\right)$ is a subquotient of $\operatorname{Ind}_{B_{\mathrm{SO}_{2 n}}(F)}^{\mathrm{SO}_{2 n}(F)} \mu_{1} \otimes \cdots \otimes \mu_{n-1} \otimes \lambda$.
Proof. The calculation is similar to those in previous cases. By conjugation of some Weyl element, it suffices to consider the unramified constituent of the induced representation $\operatorname{Ind}_{R_{2 n-2}(F)}^{\mathrm{SO}_{4 n+1}(F)} \tau_{1}^{\prime} \otimes \sigma^{\prime}$ instead of $\pi_{\tau \otimes \sigma}$, here

$$
\tau_{1}^{\prime}=\operatorname{Ind}_{P_{2}, \ldots, 2(F)}^{\mathrm{GL}_{2 n-2}(F)} \mu_{1}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right) \otimes \cdots \otimes \mu_{n-1}\left(\operatorname{det}_{\mathrm{GL}_{2}}\right)
$$

and $\sigma^{\prime}=\operatorname{Ind}_{P_{\mathrm{SO}_{5}}(F)}^{\mathrm{SO}_{5}(F)} \xi \otimes \sigma_{\lambda}$. As before, we have deonted by $\sigma_{\lambda}$ the unique irreducible quotient of $\operatorname{Ind}_{B_{S} \mathrm{SO}_{3}(F)}^{\mathrm{SO}} \lambda|\cdot|^{1 / 2}$, which can be viewed as a character of $\mathrm{PGL}_{2}(F)$ by composing it with the determinant, modulo squares. Note that $\sigma^{\prime}$ is non-generic and the derivative $\tau_{1}^{\prime(\ell)}$ of $\tau_{1}^{\prime}$ vanishes for $\ell \geq n$. Now applying [10, Theorem 5.1 (i)] with $j=2 n-2$, we can see that the corresponding twisted Jacquet module vanishes for all $n+1 \leq \ell \leq 2 n$.

When $\ell=n$, by the formula in [10, Theorem 5.1 (i)] we have

$$
J_{\psi_{n, \beta}^{\sharp}}\left(\operatorname{Ind}_{R_{2 n-2}(F)}^{\mathrm{SO}_{4 n+1}(F)} \tau_{1}^{\prime} \otimes \sigma^{\prime}\right) \equiv \operatorname{ind}_{R_{n-1}^{\prime}(F)}^{\mathrm{SO}_{2 n, \beta}(F)}|\cdot|^{\frac{2-n}{2}} \tau_{1}^{\prime(n-1)} \otimes J_{\psi_{1, \beta}^{\sharp \prime}}\left(\sigma^{\prime}\right) .
$$

Now we consider $J_{\psi_{1, \beta}^{\sharp \prime}}\left(\sigma^{\prime}\right)$. Applying [10, Theorem 5.1 (i)] again with $\ell=1$ and $j=1$, we get

$$
J_{\psi_{1, \beta}^{\sharp},}\left(\sigma^{\prime}\right) \equiv J_{\psi_{0, \beta}^{\sharp \prime}}\left(\sigma_{\lambda}\right),
$$

which is zero unless $\beta \in\left(F^{\times}\right)^{2}$, in which case we have $J_{\psi_{0, \beta}^{\sharp \prime}}\left(\sigma_{\lambda}\right) \equiv \lambda$. Then the desired results will follow.

## 4. The cuspidality of the descent

In the section, we show the cuspidality of the descent representation. We come back to the global settings and start with the following lemma, which is a direct consequence of the local calculations in the previous section (Propositions 3.1 and 3.3). Throughout this section, we let $\tau$ and $\sigma$ be as in $\S 2.2$.

Lemma 4.1. The Bessel-Fourier coefficients $f^{\psi_{\ell, w_{0}}}$ vanish for any anisotropic vector $w_{0} \in V^{(\ell)}$ and $f \in \mathcal{E}_{\tau \otimes \sigma}$ while $n+2 \leq \ell \leq \widetilde{m}$ (here we require $n \geq 2$ if $\widetilde{m}=2 n$ ).
Proof. Write the residual representation as $\mathcal{E}_{\tau \otimes \sigma}=\otimes_{v}^{\prime} \Pi_{v}$. Note that $H\left(F_{v}\right)$ is $F_{v}$-split at almost all places $v$. We fix a finite place $v$ such that $H\left(F_{v}\right)=\mathrm{SO}_{4 n+3}\left(F_{v}\right)$ is $F_{v^{-}}$ split, $\tau_{v}, \sigma_{v}, \Pi_{v}, \psi_{v}$ are all unramified, and $\omega_{\tau_{v}}$ is trivial. By a suitable conjugation we may assume that $w_{0}=y_{\beta}$ for some $\beta \in F^{\times}$if $\ell \leq 2 n$ (see [14, §2] or [17, Lemma 2.4]), and consider the corresponding twisted Jacquet module $J_{\psi_{\ell, \beta}}\left(\Pi_{v}\right)$. Write

$$
\begin{equation*}
\tau_{v}=\mu_{1, v} \times \cdots \times \mu_{n, v} \times \mu_{n, v}^{-1} \times \cdots \times \mu_{1, v}^{-1} \tag{4.1}
\end{equation*}
$$

where $\mu_{i, v}$ 's are unramified characters of $F_{v} \times$. By Propositions 3.1 Part (2) and Proposition 3.3 (for the case $\ell=2 n+1$ ), the Jacquet module $J_{\psi_{\ell, w_{0}}}\left(\Pi_{v}\right)$ vanishes for any $n+2 \leq \ell \leq 2 n+1$, and hence the Bessel-Fourier coefficient $f^{\psi_{\ell, w_{0}}}$ vanishes for any $n+2 \leq \ell \leq \widetilde{m}$ (we require $n \geq 2$ if $\widetilde{m}=2 n$ ). This completes the proof of the lemma.

To prove the cuspidality of the descent, we also need the vanishing property for the depth $\ell=n+1$.

Proposition 4.2. Suppose that $(\tau, \sigma)$ satisfies Assumption 1.1. Then the BesselFourier coefficients $f^{\psi_{n+1, w_{0}}}$ vanish for any anisotropic vector $w_{0} \in V^{(\ell)}$ and $f \in \mathcal{E}_{\tau \otimes \sigma}$.

Proof. For simplicity, we take $w_{0}=y_{\beta}\left(\beta \in F^{\times}\right)$in the proof. This excludes only one case that $n=1$ and $V_{0}$ is anisotropic, where similar arguments can be applied. Assume that the Bessel-Fourier coefficient $f^{\psi_{n+1, \beta}} \neq 0$ for some choice of data. Let $\mathcal{D}_{\psi_{n+1, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ be the $\mathrm{SO}_{2 n, \beta}(\mathbb{A})$-span of the coefficients $\left.f^{\psi_{n+1, \beta}}\right|_{\mathrm{SO}_{2 n, \beta}(\mathbb{A})}$. Note that $\mathrm{SO}_{2 n, \beta}(\mathbb{A})$ is relevant to $\mathrm{SO}\left(V_{0}\right)(\mathbb{A})$. Then by a formula for constant terms in [10, Theorem 7.2] and a similar argument to that in the proof of [10, Theorem 7.6] (see also the remarks in $[10, \S 7.4]$ and the proof of [17, Proposition 6.3]), the automorphic module $\mathcal{D}_{\psi_{n+1, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is cuspidal and has a direct sum decomposition of irreducible cuspidal automorphic representations.

Let $\pi$ be any irreducible summand of $\mathcal{D}_{\psi_{n+1, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$. We claim that $\pi$ has the generic global Arthur parameter $\phi_{\tau}$, and lies in the global Vogan packet $\widetilde{\Pi}_{\phi_{\tau}}\left[\mathrm{SO}_{2 n}^{*}\right]$.

We prove the claim case by case. Frist we assume that $\omega_{\tau}=1$. If $\beta \in\left(F^{\times}\right)^{2}$, then for almost all places $v$ of $F$, we have $H\left(F_{v}\right)$ is $F_{v}$-split, $\tau_{v}, \sigma_{v}, \Pi_{v}, \psi_{v}$ are all unramified, $\omega_{\tau_{v}}=1$, and $\beta \in\left(F_{v}^{\times}\right)^{2}$. Fix any such place $v$, and write

$$
\tau_{v}=\mu_{1, v} \times \cdots \times \mu_{n, v} \times \mu_{n, v}^{-1} \times \cdots \times \mu_{1, v}^{-1},
$$

where $\mu_{i, v}$ 's are unramified characters of $F_{v}^{\times}$. By Proposition 3.1 Part (2), the unramified constituent of the Jacquet module $J_{\psi_{n+1, \beta}}\left(\Pi_{v}\right)$ is a subquotient of

$$
\operatorname{Ind}_{B_{\mathrm{SO}_{2 n}\left(F_{v}\right)}^{\mathrm{S}} \mathrm{SO}_{2 n}\left(F_{v}\right)}^{\mu_{1, v}} \otimes \cdots \otimes \mu_{n, v}
$$

which shows that the Satake parameter of $\pi_{v}$ matches the Satake parameter of $\tau_{v}$, for almost all places. This shows that the global Arthur parameter $\phi_{\pi}=\phi_{\tau}$. If $\beta \notin\left(F^{\times}\right)^{2}$, then there exists a finite place $v$ such that $H\left(F_{v}\right)$ is $F_{v}$-split, $\tau_{v}, \sigma_{v}, \Pi_{v}, \psi_{v}$ are all unramified, $\omega_{\tau_{v}}=1$, and $\beta \notin\left(F_{v}^{\times}\right)^{2}$. Then by Proposition 3.1 Part (1), one sees that $\mathcal{D}_{\psi_{n+1, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)=0$, which is not the case we are considering.

Next we assume that $\omega_{\tau} \neq 1$. If $\beta \in\left(F^{\times}\right)^{2}$, then there exists a finite place $v$ such that $H\left(F_{v}\right)$ is $F_{v}$-split, $\tau_{v}, \sigma_{v}, \Pi_{v}, \psi_{v}$ are all unramified, $\omega_{\tau_{v}} \neq 1$, and $\beta \in\left(F_{v}^{\times}\right)^{2}$. Then by Proposition 3.2 Part (1), one sees that $\mathcal{D}_{\psi_{n+1, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)=0$, which is also not the case we are considering. If $\beta \notin\left(F^{\times}\right)^{2}$, since we just consider the case that $\mathcal{D}_{\psi_{n+1, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right) \neq 0$, then by Proposition 3.1 Part (2) and Proposition 3.2 Part (1), for the finite places $v$ such that $H\left(F_{v}\right)$ is $F_{v}$-split, $\tau_{v}, \sigma_{v}, \Pi_{v}, \psi_{v}$ are all unramified, we have either $\omega_{\tau_{v}}=1$ and $\beta \in\left(F_{v}^{\times}\right)^{2}$ or $\omega_{\tau_{v}} \neq 1$ and $\beta \notin\left(F_{v}^{\times}\right)^{2}$. Now we consider the parameter of $\pi$. For the places such that $H\left(F_{v}\right)$ is $F_{v}$-split, $\tau_{v}, \sigma_{v}, \Pi_{v}, \psi_{v}$ are all unramified, $\omega_{\tau_{v}}=1$, and $\beta \in\left(F_{v}^{\times}\right)^{2}$, the argument for the first case ( $\omega_{\tau}=1$ and $\left.\beta \in\left(F^{\times}\right)^{2}\right)$ already shows that the Satake parameters of $\tau_{v}$ and $\pi_{v}$ match each other. And for the places such that $H\left(F_{v}\right)$ is $F_{v}$-split, $\tau_{v}, \sigma_{v}, \Pi_{v}, \psi_{v}$ are all unramified, $\omega_{\tau_{v}} \neq 1$, and $\beta \notin\left(F_{v}^{\times}\right)^{2}$, we write

$$
\begin{equation*}
\tau_{v}=\mu_{1, v} \times \cdots \times \mu_{n-1, v} \times 1 \times \lambda_{0, v} \times \mu_{n-1, v}^{-1} \times \cdots \times \mu_{1, v}^{-1}, \tag{4.2}
\end{equation*}
$$

where $\lambda_{0, v}$ is an unramified quadratic character of $F_{v}^{\times}$. Then by Proposition 3.2 Part (1), the unramified constituent of the Jacquet module $J_{\psi_{n+1, \beta}}\left(\Pi_{v}\right)$ is a subquotient of

$$
\operatorname{Ind}_{B_{\mathrm{SO}_{2 n}}\left(F_{v}\right)}^{\mathrm{SO}_{2 n, \beta}\left(F_{v}\right)} \mu_{1, v} \otimes \cdots \otimes \mu_{n-1, v} \otimes 1
$$

which also shows that the Satake parameters of $\tau_{v}$ and $\pi_{v}$ match each other. Therefore, the Satake parameter of $\pi_{v}$ matches the Satake parameter of $\tau_{v}$ for almost all places, and hence $\phi_{\pi}=\phi_{\tau}$ by strong multiplicity one theorem for general linear groups. Moreover, this also shows that here the $\beta \in F^{\times}$can only be chosen such that $\phi_{\tau}$ is $\mathrm{SO}_{2 n, \beta}$-relavant (see $\S 1$ ).

We continue the proof of the proposition. By construction, there exists an automorphic form $\varphi_{\pi} \in \pi$ (under the automorphic descent realization $\mathcal{D}_{\psi_{n+1, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ ) such that the inner product

$$
\begin{equation*}
\left\langle\varphi_{\pi}, \operatorname{Res}_{s=1 / 2} E^{\psi_{n+1, \beta}}\left(s, \cdot, \phi_{\tau \otimes \sigma}\right)\right\rangle \neq 0 \tag{4.3}
\end{equation*}
$$

for some choice of data. By [17, Corollary 4.4], the pair $(\pi, \sigma)$ has a non-zero Bessel period with $\pi \in \widetilde{\Pi}_{\phi_{\tau}}\left(\mathrm{SO}_{2 n, \beta}\right)$. But this contradicts to Assumption 1.1. Hence the proposition is proved.

As a corollary, we have the cuspidality of the descent $\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$.
Proposition 4.3. Suppose that $(\tau, \sigma)$ satisfies Assumption 1.1. Then the twisted automorphic descent $\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is a cuspidal automorphic $G_{n+1, \beta}(\mathbb{A})$-module.

Proof. The proposition can be proved by considering all the constant terms of the Bessel-Fourier coefficient $f^{\psi_{n, \beta}}$ with $f \in \mathcal{E}_{\tau \otimes \sigma}$. The proof is similar to that of [10, Theorem 7.6], see also [14, Proposition 2.6] and [17, Proposition 6.3]. We briefly introduce it as follows.

Let $\widetilde{m}_{n, \beta}$ be the Witt index of $y_{\beta}^{\perp} \cap V^{(n)}$. Using [10, Theorem 7.3], and also the remarks in $[10, \S 7.4]$, the constant terms $c_{p}\left(f^{\psi_{n, \beta}}\right)\left(1 \leq p \leq \widetilde{m}_{n, \beta}\right)$, along maximal parabolic subgroup of $G_{n+1, \beta}$ with Levi subgroup isomorphic to $\mathrm{GL}_{p} \times G_{n+1-p, \beta}$, can be expressed as a summation whose summands are expressed as integrals of following terms

$$
f^{\psi_{n+p, \beta}},\left(f^{U_{p-i}}\right)^{\psi_{n+i, \beta}}, 0 \leq i \leq p-1,
$$

where $f^{U_{p-i}}$ is the constant term of $f$ along the maximal parabolic subgroup $Q_{p-i} \subset H$ with Levi subgroup isomorphic to $\mathrm{GL}_{p-i} \times \operatorname{SO}\left(V^{(p-i)}\right)$. Here $\left(f^{U_{p-i}}\right)^{\psi_{n+i, \beta}}$ denotes the $\psi_{n+i, \beta^{-}}$-Bessel-Fourier coefficient of $\left.f^{U_{p-i}}\right|_{\operatorname{SO}\left(V^{(p-i)}\right)(\mathbb{A})}$. By Lemma 4.1 and Proposition $4.2, f^{\psi_{n+p, \beta}}$ vanishes since $p \geq 1$. By the cuspidal support of $\mathcal{E}_{\tau \otimes \sigma}$, the constant term $f^{U_{p-i}}$ vanishes unless the parabolic $Q_{p-i}$ contains the cuspidal support $\tau_{1} \otimes \cdots \otimes \tau_{r} \otimes \sigma$. It is easy to see that $f^{U_{p-i}}$ belongs to the representation

$$
\left(\tau_{i_{1}} \boxplus \cdots \boxplus \tau_{i_{k}}\right) \otimes \mathcal{E}_{\left(\tau_{j_{1}} \boxplus \cdots \boxplus \tau_{j_{r-k}}\right) \otimes \sigma},
$$

where $\left\{i_{1}, \ldots, i_{k}\right\} \cup\left\{j_{1}, \ldots, j_{r-k}\right\}=\{1,2, \ldots, r\}$, and $\mathcal{E}_{\left(\tau_{j_{1}} \boxplus \cdots \boxplus \tau_{j_{r-k}}\right) \otimes \sigma}$ is the residual representation of $\mathrm{SO}\left(V^{(p-i)}\right)(\mathbb{A})$ constructed in the same way as $\mathcal{E}_{\tau \otimes \sigma}$. Note that $\left.f^{U_{p-i}}\right|_{\operatorname{SO}_{\left(V^{(p-i)}\right)(\mathbb{A})}} \in \mathcal{E}_{\left(\tau_{j_{1}} \boxplus \cdots \boxplus \tau_{j_{r-k}}\right) \otimes \sigma}$. Using a similar argument to that in Lemma 4.1 (note that here $n+i$ is large enough by Assumption 1.1, Propositions 3.1 and 3.4), by Propositions 3.1 and 3.4 again, all $\psi_{n+i, \beta}$-Bessel-Fourier coefficients of $\mathcal{E}_{\left(\tau_{j_{1}} \boxplus \cdots \boxplus \tau_{j_{r-k}}\right) \otimes \sigma}$ vanish, hence $\left(f^{U_{p-i}}\right)^{\psi_{n+i, \beta}}$ also vanishes for any $0 \leq i \leq p-1$. Therefore, all the constant terms of $f^{\psi_{n, \beta}}$ along various unipotent subgroups of $G_{n+1, \beta}$ vanish, which
means that the Bessel-Fourier coefficient $f^{\psi_{n, \beta}}$ is cuspidal, and the twisted automorphic descent $\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is a cuspidal automorphic $G_{n+1, \beta}(\mathbb{A})$-module.

This completes the proof of the proposition.
In following proposition, we show that in certain cases, to obtain the cuspidality of the descent, we do not need to assume Assumption 1.1.
Proposition 4.4. If we take $w_{0}=y_{\beta}$ with $\beta \notin\left(F^{\times}\right)^{2}$ when $\omega_{\tau}=1$, or take $w_{0}=y_{\beta}$ with $\beta \in\left(F^{\times}\right)^{2}$ when $\omega_{\tau} \neq 1$, then the Bessel-Fourier coefficient $f^{\psi_{\ell, \beta}}$ vanishes for any $f \in \mathcal{E}_{\tau \otimes \sigma}$ and any $n+1 \leq \ell \leq \widetilde{m}$, and the descent $\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is cuspidal.
Proof. We have already known from Lemma 4.1 that $f_{\ell, \beta}^{\psi_{\ell}}$ vanishes for any $n+2 \leq$ $\ell \leq \widetilde{m}$. Hence, for the first statement, we only need to consider the case of $\ell=n+1$. As we have seen in the proof of Proposition 4.2, if $\beta \notin\left(F^{\times}\right)^{2}$ and $\omega_{\tau}=1$, there exists a finite place $v$ of $F$ such that $H\left(F_{v}\right)$ is $F_{v}$-split, $\tau_{v}, \sigma_{v}, \Pi_{v}$ and $\psi_{v}$ are are all unramified, $\beta \notin\left(F_{v}^{\times}\right)^{2}$ and $\omega_{\tau_{v}}=1$. And if $\beta \in\left(F^{\times}\right)^{2}$ and $\omega_{\tau} \neq 1$, there exists a finite place $v$ of $F$ such that $H\left(F_{v}\right)$ is $F_{v}$-split, $\tau_{v}, \sigma_{v}, \Pi_{v}$ and $\psi_{v}$ are all unramified, $\beta \in\left(F_{v}^{\times}\right)^{2}$ and $\omega_{\tau_{v}} \neq 1$. Then by Proposition 3.1 Part (1) and Proposition 3.2 Part (1), the global Fourier coefficient $f^{\psi_{n+1, \beta}}$ vanishes, as desired.

The cuspidality of the descent follows similarly along the same lines of the proof of Proposition 4.3.

## 5. The non-vanishing of the descent construction

In this section, we show that the descent $\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is non-vanishing.
5.1. Generalized and degenerate Whittaker-Fourier coefficients. First, we recall the generalized and degenerate Whittaker-Fourier coefficients attached to nilpotent orbits, following the formulation in [11]. Let G be a reductive group defined over a number field $F$, and $\mathfrak{g}$ be the Lie algebra of $\mathrm{G}(F)$. Given any semi-simple element $s \in \mathfrak{g}$, under the adjoint action, $\mathfrak{g}$ is decomposed into a direct sum of eigenspaces $\mathfrak{g}_{i}^{s}$ corresponding to eigenvalues $i$. The element $s$ is called rational semi-simple if all its eigenvalues are in $\mathbb{Q}$. Given a nilpotent element $u$, a Whittaker pair is a pair $(s, u)$ with $s \in \mathfrak{g}$ being a rational semi-simple element, and $u \in \mathfrak{g}_{-2}^{s}$. The element $s$ in a Whittaker pair $(s, u)$ is called a neutral element for $u$ if there is a nilpotent element $v \in \mathfrak{g}$ such that $(v, s, u)$ is an $\mathfrak{s l}_{2}$-triple. A Whittaker pair $(s, u)$ with $s$ being a neutral element for $u$ is called a neutral pair.

Given any Whittaker pair $(s, u)$, define an anti-symmetric form $\omega_{u}$ on $\mathfrak{g}$ by

$$
\omega_{u}(X, Y):=\kappa(u,[X, Y]) .
$$

Here $\kappa$ is the Killing form on $\mathfrak{g} \times \mathfrak{g}$. For any rational number $r \in \mathbb{Q}$, let $\mathfrak{g}_{\geq r}^{s}=\oplus_{r^{\prime} \geq r} \mathfrak{g}_{r^{\prime}}^{s}$. Let $\mathfrak{u}_{s}=\mathfrak{g}_{\geq 1}^{s}$ and let $\mathfrak{n}_{s, u}$ be the radical of $\omega_{u} \mid \mathfrak{u}_{s}$. Then it is clear that $\left[\mathfrak{u}_{s}, \mathfrak{u}_{s}\right] \subset \mathfrak{g}_{\geq 2}^{s} \subset$ $\mathfrak{n}_{s, u}$. For any $X \in \mathfrak{g}$, let $\mathfrak{g}_{X}$ be the centralizer of $X$ in $\mathfrak{g}$. By [11, Lemma 3.2.6], $\mathfrak{n}_{s, u}=\mathfrak{g}_{>2}^{s}+\mathfrak{g}_{1}^{s} \cap \mathfrak{g}_{u}$. Note that if the Whittaker pair $(s, u)$ comes from an $\mathfrak{s l}_{2}$-triple $(v, s, u)$, then $\mathfrak{n}_{s, u}=\mathfrak{g}_{\geq 2}^{s}$. Let $U_{s}=\exp \left(\mathfrak{u}_{s}\right)$ and $N_{s, u}=\exp \left(\mathfrak{n}_{s, u}\right)$ be the corresponding unipotent subgroups of G. Define a character of $N_{s, u}$ by

$$
\psi_{u}(n)=\psi(\kappa(u, \log (n)))
$$

here $\psi: F \backslash \mathbb{A} \rightarrow \mathbb{C}^{\times}$is a fixed non-trivial additive character, and we extend the killing form $\kappa$ to $\mathfrak{g}(\mathbb{A}) \times \mathfrak{g}(\mathbb{A})$. Moreover, let $N_{s, u}^{\prime}=N_{s, u} \cap \operatorname{ker}\left(\psi_{u}\right)$. Then $U_{s} / N_{s, u}^{\prime}$ is a Heisenberg group with center $N_{s, u} / N_{s, u}^{\prime}$, here $U_{s}=\exp \left(\mathfrak{u}_{s}\right)$.

Let $\pi$ be an irreducible automorphic representation of $\mathrm{G}(\mathbb{A})$. For any $\phi \in \pi$, the degenerate Whittaker-Fourier coefficient of $\phi$ attached to $(s, u)$ is defined to be

$$
\begin{equation*}
\mathcal{F}_{s, u}(\phi)(g):=\int_{\left[N_{s, u}\right]} \phi(n g) \psi_{u}^{-1}(n) \mathrm{d} n \tag{5.1}
\end{equation*}
$$

If $s$ is a neutral element for $u$, then $\mathcal{F}_{s, u}(\phi)$ is also called a generalized WhittakerFourier coefficient of $\phi$. Let $\mathcal{F}_{s, u}(\pi)=\left\{\mathcal{F}_{s, u}(\phi) \mid \phi \in \pi\right\}$. The wave-front set $\mathfrak{n}(\pi)$ of $\pi$ is defined to the set of nilpotent orbits $\mathcal{O}$ such that $\mathcal{F}_{s, u}(\pi)$ is non-zero, for some neutral pair $(s, u)$ with $u \in \mathcal{O}$. Note that if $\mathcal{F}_{s, u}(\pi)$ is non-zero for some neutral pair $(s, u)$ with $u \in \mathcal{O}$, then it is non-zero for any such neutral pair $(s, u)$, since the nonvanishing property of such generalized Whittaker-Fourier coefficients does not depend on the choices of representatives of $\mathcal{O}$. Let $\mathfrak{n}^{m}(\pi)$ be the set of maximal elements in $\mathfrak{n}(\pi)$ under the natural order of nilpotent orbits. We recall a theorem from [11] in the following.
Theorem 5.1 (Theorem C, [11]). Let $\pi$ be an irreducible automorphic representation of $\mathrm{G}(\mathbb{A})$. Given a Whittaker pair $\left(s^{\prime}, u\right)$ and a neutral pair $(s, u)$, if $\mathcal{F}_{s^{\prime}, u}(\pi)$ is nonzero, then $\mathcal{F}_{s, u}(\pi)$ is non-zero.
When G is a quasi-split classical group, it is known that the nilpotent orbits are parametrized by pairs $(\underline{p}, \underline{q})$, where $\underline{p}$ is a partition and $\underline{q}$ is a set of non-degenerate quadratic forms (see $[2 \overline{6}, \bar{\S} \mathrm{I} .6]$ ). When $\mathrm{G}=\mathrm{Sp}_{2 n}, p$ is symplectic partition, namely, odd parts occur with even multiplicities. When $\mathrm{G}^{-}=\mathrm{SO}_{2 n}^{\alpha}, \mathrm{SO}_{2 n+1}, \underline{p}$ is orthogonal partition, namely, even parts occur with even multiplicities. In these cases, let $\mathfrak{p}^{m}(\pi)$ be the set of partitions corresponding to nilpotent orbits in $\mathfrak{n}^{m}(\pi)$. A well-known folklore conjecture is that $\mathfrak{p}^{m}(\pi)$ is a singleton. In this section, for any symplectic or orthogonal partition $p$, by a generalized Whittaker-Fourier coefficient of $\pi$ attached to $\underline{p}$, we mean a generalized Whittaker-Fourier coefficient $\mathcal{F}_{s, u}(\phi)$ attached to a nilpotent ${ }_{\text {orbit }} \mathcal{O}$ parametrized by a pair $(\underline{p}, \underline{q})$ for some $\underline{q}$, with $\phi \in \pi, u \in \mathcal{O}$ and ( $s, u$ ) being a neutral pair. For convenience, sometimes we also write a generalized WhittakerFourier coefficient attached to $\underline{p}$ as $\mathcal{F}^{\psi_{\underline{p}}}(\phi)$, without specifying the $F$-rational nilpotent orbit $\mathcal{O}$ and neutral pairs.

For $\mathrm{G}=\mathrm{SO}_{2 n+1}$, an orthogonal partition $p$ is called special if it has an even number of odd parts between two consecutive even parts and an odd number of odd parts greater than the largest even part (see [6, §6.3]). By the main results of [13], any $p \in \mathfrak{p}^{m}(\pi)$ is special. This will play an important role in the following.
5.2. Non-vanishing of the descent. Now we come back to the global situation where the groups and representations are the same as in §2. First we prove the following proposition.

Proposition 5.2. $\mathcal{E}_{\tau \otimes \sigma}$ has a non-zero generalized Whittaker-Fourier coefficient attached to the partition $\left[(2 n)^{2} 1^{3}\right]$.

Proof. Let $\alpha_{i}=e_{i}-e_{i+1}(1 \leq i \leq 2 n-1)$ be a subset of simple roots for $\mathrm{SO}_{4 n+3}^{V_{0}}$. For $1 \leq i \leq 2 n$, let $x_{\alpha_{i}}$ be the one-dimensional root subgroup in $\mathfrak{g}$ corresponding to $\alpha_{i}$. By $[26, \S$ I. 6$]$, there is only one nilpotent orbit $\mathcal{O}$ corresponding to the partition $\left[(2 n)^{2} 1^{3}\right]$. A representative of the nilpotent orbit $\mathcal{O}$ can be taken to be $u=\sum_{i=1}^{2 n-1} x_{-\alpha_{i}}(1)$. Let $s$ be the following semi-simple element

$$
s=\operatorname{diag}(2 n-1,2 n-3, \ldots, 1-2 n, 0,0,0,2 n-1,2 n-3, \ldots, 1-2 n) .
$$

Then it is clear that $(s, u)$ is a neutral pair.
We want to show that $\mathcal{F}_{s, u}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is non-zero. To this end, we take another semisimple element

$$
s^{\prime}=\operatorname{diag}(4 n, 4 n-2, \ldots, 2,0,0,0,-2, \ldots,-4 n)
$$

It is clear that $\left(s^{\prime}, u\right)$ is a Whittaker pair. We consider $\mathcal{F}_{s^{\prime}, u}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$. Recall that $Q_{2 n}$ is the parabolic subgroup of $\mathrm{SO}_{4 n+3}^{V_{0}}$ with Levi subgroup isomorphic to $\mathrm{GL}_{2 n} \times \mathrm{SO}_{3}\left(V_{0}\right)$ and unipotent radical subgroup $U_{2 n}$. Then, by definition, for any $\phi \in \mathcal{E}_{\tau \otimes \sigma}, \mathcal{F}_{s^{\prime}, u}(\phi)$ is the constant term integral over $U_{2 n}(F) \backslash U_{2 n}(\mathbb{A})$ combined with a non-degenerate Whittaker-Fourier coefficient of $\tau$. Since $\mathcal{E}_{\tau \otimes \sigma}$ is constructed from data $\tau \otimes \sigma$ on the Levi subgroup $\mathrm{GL}_{2 n}(\mathbb{A}) \times \mathrm{SO}_{3}\left(V_{0}\right)(\mathbb{A})$ with $\tau$ generic, the constant term integral over $U_{2 n}(F) \backslash U_{2 n}(\mathbb{A})$ is non-zero and non-degenerate Whittaker-Fourier coefficients of $\tau$ are also non-zero. Hence, $\mathcal{F}_{s^{\prime}, u}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is non-zero. Then, by Theorem 5.1, $\mathcal{F}_{s, u}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is also non-zero. This completes the proof of the proposition.

Next we prove the following.
Proposition 5.3. $\mathcal{E}_{\tau \otimes \sigma}$ has a non-zero generalized Whittaker-Fourier coefficient attached to the partition $\left[(2 n+1)(2 n-1) 1^{3}\right]$.

Proof. By Proposition 5.2, we know that $\mathcal{E}_{\tau \otimes \sigma}$ has a non-zero generalized WhittakerFourier coefficient attached to the partition $\left[(2 n)^{2} 1^{3}\right]$. It is clear that as an orthogonal partition, $\left[(2 n)^{2} 1^{3}\right]$ is not special, and the smallest special partition which is greater than it is $\left[(2 n+1)(2 n-1) 1^{3}\right]$, which is called the special expansion of the partition $\left[(2 n)^{2} 1^{3}\right]$. By [13, Theorem 11.2], we must have that $\mathcal{E}_{\tau \otimes \sigma}$ has a non-zero generalized Whittaker-Fourier coefficient attached to the partition $\left[(2 n+1)(2 n-1) 1^{3}\right]$.

Now we are ready to prove Part (a) of Theorem 1.2. In the following, given $\beta \in F^{\times}$, we do not distinguish $\beta$ with its square class or the quadratic form corresponding to it.

Theorem 5.4. There exists $\beta \in F^{\times}$, such that $\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is non-zero.
Proof. By Proposition 5.3, we know that $\mathcal{E}_{\tau \otimes \sigma}$ has a non-zero generalized WhittakerFourier coefficient attached to the partition $\left[(2 n+1)(2 n-1) 1^{3}\right]$. By [26, §I.6], nilpotent orbits corresponding to the partition $\left[(2 n+1)(2 n-1) 1^{3}\right]$ are parametrized by certain quadratic forms $\left\{\beta_{2 n+1}, \beta_{2 n-1}, q_{V_{0}}\right\}$, corresponding to the parts $(2 n+1),(2 n-1)$ and $1^{3}$, where $\beta_{2 n+1}$ and $\beta_{2 n-1}$ are square classes, and $q_{V_{0}}$ is the quadratic form in 3 variables on $V_{0}$ (see §2.1). This parametrization can be refined according to [13, Proposition 8.1], that is, $\mathcal{E}_{\tau \otimes \sigma}$ actually has a non-zero generalized Whittaker-Fourier
coefficient attached to the nilpotent $\mathcal{O}$, corresponding to the partition $[(2 n+1)(2 n-$ $\left.1) 1^{3}\right]$ and parametrized by quadratic forms $\left\{\beta,-\beta, q_{V_{0}}\right\}$ for some $\beta \in F^{\times}$(an explicit representative of this nilpotent orbit will be explicated in the next two paragraphs). Note that the normalization of the bilinear form for the irreducible representation of $\mathfrak{s l}_{2}(\mathbb{C})$ of dimension $i$ in [13] differs from the one in [26] by the factor $(-1)^{[(i-1) / 2]}$ (See $[13, \S 7])$. In the following, we show that such a $\beta$ will be suffice for the theorem. As in the proof of Proposition 5.2, let $\alpha_{i}=e_{i}-e_{i+1}(1 \leq i \leq 2 n-1)$ be a subset of simple roots for $\mathrm{SO}_{4 n+3}^{V_{0}}$.

For the nilpotent orbit $\mathcal{O}$ above which is parametrized by quadratic forms $\left\{\beta,-\beta, q_{V_{0}}\right\}$, one can take a representative $u=u_{1}+u_{2}$, where

$$
u_{1}=\sum_{i=1}^{n-1} x_{-\alpha_{i}}(1)+x_{e_{2 n}-e_{n}}(1)+x_{-e_{2 n}-e_{n}}(\beta / 2),
$$

$u_{2}$ is the embedding of any representative of a certain nilpotent orbit in the Levi part of the stabilizer of $u_{1}$ (which is $\mathrm{SO}_{2 n+2, \beta}$ ) into $\mathrm{SO}_{4 n+3}^{V_{0}}$. This nilpotent orbit in $\mathrm{SO}_{2 n+2, \beta}$ corresponds to the partition $\left[(2 n-1) 1^{3}\right]$ and is parametrized by quadratic forms $\left\{-\beta, q_{V_{0}}\right\}$. Let $s_{1}$ be the following semisimple element of the Lie algebra of $\mathrm{SO}_{4 n+3}^{V_{0}}$ :

$$
\operatorname{diag}(2 n, 2 n-2, \ldots, 2,0, \ldots, 0,-2, \ldots, 2-2 n,-2 n)
$$

Then it is clear that $\left(s_{1}, u_{1}\right)$ is a neutral pair.
We make $u_{2}$ explicit as follows. First, we give a representative of the nilpotent orbit in $\mathrm{SO}_{2 n+2, \beta}$ corresponding to the partition $\left[(2 n-1) 1^{3}\right]$ and parametrized by the quadratic forms $\left\{-\beta, q_{V_{0}}\right\}$. Let $s_{2}$ be the following semisimple element of the Lie algebra of $\mathrm{SO}_{2 n+2, \beta}$ :

$$
\operatorname{diag}(2 n-2,2 n-4, \ldots, 2,0,0,0,0,-2, \ldots, 4-2 n, 2-2 n)
$$

Let $N_{s_{2}}=\exp \left(\mathfrak{g}_{>2}^{s_{2}}\right)$, which is the unipotent radical of the parabolic subgroup of $\mathrm{SO}_{2 n+2, \beta}$ with Levi subgroup isomorphic to $\mathrm{GL}_{1}^{n-1} \times \mathrm{SO}_{4, \beta}$, here $\mathrm{SO}_{4, \beta}=\mathrm{SO}\left(V_{0, \beta}\right)$ (see §2.3). Write elements of $N_{s_{2}}$ as $n=\left(\begin{array}{ccc}z & z x & y \\ 0 & I_{4} & x^{\prime} \\ 0 & 0 & z^{*}\end{array}\right)$, where $z$ is an upper triangular matrix in $\mathrm{GL}_{n-1}, x \in \operatorname{Mat}_{(n-1) \times 4}$, and $x^{\prime}$ is defined in $\S 2.3$. Let

$$
u_{2}=\sum_{i=1}^{n-2} x_{-\alpha_{i}}(1)+x_{e_{n}-e_{n-1}}(a)+x_{e_{n+1}-e_{n-1}}(b)+x_{-e_{n+1}-e_{n-1}}(c)+x_{-e_{n}-e_{n-1}}(d),
$$

such that $(a, b, c, d) \in\left(F^{\times}\right)^{4}$ is an anisotropic vector with respect the quadratic form of $\mathrm{SO}_{4, \beta}$. Then $\left(s_{2}, u_{2}\right)$ is a neutral pair and $u_{2}$ is a representative of the nilpotent orbit in $\mathrm{SO}_{2 n+2, \beta}$ corresponding to the partition $\left[(2 n-1) 1^{3}\right]$ and parametrized by quadratic forms $\left\{-\beta, q_{V_{0}}\right\}$, and $N_{s_{2}}=N_{s_{2}, u_{2}}=U_{s_{2}}$ (see $\S 5.1$, note that now $\left.\mathfrak{g}_{1}^{s_{2}}=\emptyset\right)$. Then, we embed $s_{2}$ into the Lie algebra of $\mathrm{SO}_{4 n+3}^{V_{0}}$ as follows:

$$
\operatorname{diag}(0, \ldots, 0,2 n-2,2 n-4, \ldots, 2,0,0,0,0,0,-2, \ldots, 4-2 n, 2-2 n, 0, \ldots, 0)
$$

which is still denoted by $s_{2}$. We embed elements of $N_{s_{2}, u_{2}}$ into $\mathrm{SO}_{4 n+3}^{V_{0}}$ as follows:

$$
n=\left(\begin{array}{ccc}
z & z x & y \\
0 & I_{4} & x^{\prime} \\
0 & 0 & z^{*}
\end{array}\right) \mapsto \operatorname{diag}\left(I_{n},\left(\begin{array}{ccc}
z & z \bar{x} & y \\
0 & I_{5} & \bar{x}^{\prime} \\
0 & 0 & z^{*}
\end{array}\right), I_{n}\right)
$$

where $\bar{x}=\left\{x_{4}, x^{(4)},-\frac{2 x_{4}}{\beta}\right\}$ when we write $x=\left\{x^{(4)}, 2 x_{4}\right\}$ with $2 x_{4}$ being the last column of $x$. Still denote the image subgroup by $N_{s_{2}, u_{2}}$. Similarly, we can embed $u_{2}$ into the Lie algebra of $\mathrm{SO}_{4 n+3}^{V_{0}}$, and still denote the image by $u_{2}$.

Let $s=s_{1}+s_{2}$. Then it is clear that $(s, u)$ is a neutral pair. From the above discussion, there is a $\varphi \in \mathcal{E}_{\tau \otimes \sigma}$ such that the generalized Whittaker-Fourier coefficient $\mathcal{F}_{s, u}(\varphi) \neq 0$, for some choice of $u_{2}$. We fix such a choice.

Recall that

$$
\begin{equation*}
\mathcal{F}_{s, u}(\varphi)(g):=\int_{\left[N_{s, u}\right]} \varphi(n g) \psi_{u}^{-1}(n) \mathrm{d} n \tag{5.2}
\end{equation*}
$$

Note that the elements of $N_{s, u}$ have the form:

$$
n(x, y, z, w, \widetilde{n}):=\left(\begin{array}{ccccc}
I_{n} & 0 & 0 & 0 & 0  \tag{5.3}\\
w^{\prime} & I_{n-1} & 0 & 0 & 0 \\
0 & 0 & I_{5} & 0 & 0 \\
0 & 0 & 0 & I_{n-1} & 0 \\
0 & 0 & 0 & w & I_{n}
\end{array}\right)\left(\begin{array}{ccc}
z & z x & y \\
0 & \widetilde{n} & \widetilde{n} x^{\prime} \\
0 & 0 & z^{*}
\end{array}\right),
$$

where $z$ is an upper triangular matrix in $\mathrm{GL}_{n}, \operatorname{diag}\left(I_{n}, \widetilde{n}, I_{n}\right)$ is in $N_{s_{2}, u_{2}}, x \in \operatorname{Mat}_{n \times(2 n+3)}$, and $w \in \operatorname{Mat}_{n \times(n-1)}$ with some entries being zero specified in the next paragraph. Note that the subgroup of $N_{s, u}$ consisting of elements of the form $n\left(0,0, I_{n}, w, I_{2 n+3}\right)$ as above is abelian.

To proceed, we define some unipotent subgroups. For $k=2,3, \ldots, n-1$, let $R_{k}$ be the unipotent subgroup consists of elements of the form $\left(\begin{array}{ccc}I_{n} & r & 0 \\ 0 & I_{2 n+3} & r^{\prime} \\ 0 & 0 & I_{n}\end{array}\right)$, such that $r_{i, j}$ are all zero except possibly when $i=k$ and $1 \leq j \leq k-1$. Similarly, for $k=2,3, \ldots, n-1$, let $C_{k}$ be the unipotent subgroup consists of elements of the form $\left(\begin{array}{ccc}I_{n} & 0 & 0 \\ c^{\prime} & I_{2 n+3} & 0 \\ 0 & c & I_{n}\end{array}\right)$, such that $c_{i, j}$ are all zero except possibly when $j=k+1$ and $1 \leq i \leq k-1$. One can see that $\prod_{k=2}^{n-1} R_{k} \cap N_{s, u}=\left\{I_{4 n+3}\right\}$ and $\prod_{k=2}^{n-1} C_{k}$ is exactly the subgroup of $N_{s, u}$ consisting of elements of the form $n\left(0,0, I_{n}, w, I_{2 n+3}\right)$ as in (5.3). Note that both $R_{k}$ and $C_{k}$ are abelian, for $2 \leq k \leq n-1$. Let $N_{s, u}^{\prime}$ be the subgroup of $N_{s, u}$ consisting of all the elements of the form $n(x, y, z, 0, \widetilde{n})$.

Now we apply [12, Lemma 6.4] (it is clear that all the assumptions there hold) to the quadruple

$$
\left(N_{s, u}^{\prime}, \psi_{u},\left\{R_{k}\right\}_{k=2}^{n-1},\left\{C_{k}\right\}_{k=2}^{n-1}\right),
$$

which is equivalent to applying [10, Corollary 7.1] (it is also clear that all the assumptions there hold) repeatedly to the following sequence of quadruples

$$
\begin{aligned}
& \left(\prod_{k=3}^{n-1} C_{k} N_{s, u}^{\prime}, \psi_{u}, R_{2}, C_{2}\right) \\
& \left(\prod_{k=4}^{n-1} C_{k} N_{s, u}^{\prime} R_{2}, \psi_{u}, R_{3}, C_{3}\right) \\
& \vdots \\
& \left(N_{s, u}^{\prime} \prod_{k=2}^{n-2} R_{k}, \psi_{u}, R_{n-1}, C_{n-1}\right)
\end{aligned}
$$

Then we obtain that the following integral

$$
\begin{equation*}
\int_{\left[N_{s, u}^{\prime} \prod_{k=2}^{n-1} R_{k}\right]} \varphi(n g) \psi_{u}^{-1}(n) \mathrm{d} n \neq 0 \tag{5.4}
\end{equation*}
$$

where elements in $N_{s, u}^{\prime} \prod_{k=2}^{n-1} R_{k}$ have the form $n(x, y, z, \widetilde{n}):=\left(\begin{array}{ccc}z & z x & y \\ 0 & \widetilde{n} & \widetilde{n} x^{\prime} \\ 0 & 0 & z^{*}\end{array}\right)$, here $z$ is an upper triangular matrix in $\mathrm{GL}_{n}, \operatorname{diag}\left(I_{n}, \widetilde{n}, I_{n}\right)$ is in $N_{s_{2}, u_{2}}$, and $x \in \operatorname{Mat}_{n \times(2 n+3)}$ with only $x_{n, j}=0$, for $1 \leq j \leq n-1$.

Then one finds that, as an inner integral of (5.4), the integral

$$
\begin{equation*}
\int_{\left[N_{0}\right]} \varphi(n g) \psi_{u_{1}}^{-1}(n) \mathrm{d} n \tag{5.5}
\end{equation*}
$$

is non-vanishing, where $N_{0}$ consists of all elements in $N_{s, u}^{\prime} \prod_{k=2}^{n-1} R_{k}$ having the form $n\left(x, y, z, I_{2 n+3}\right)$. Note that here $x \in \operatorname{Mat}_{n \times(2 n+3)}$ with only $x_{n, j}=0$, for $1 \leq j \leq n-1$.

Let $X$ be the unipotent subgroup consisting of elements of the form

$$
n=\left(\begin{array}{ccc}
I_{n} & x & 0 \\
0 & I_{2 n+3} & x^{\prime} \\
0 & 0 & I_{n}
\end{array}\right)
$$

such that $x_{i, j}$ are all zero except possibly when $i=n$ and $1 \leq j \leq n-1$. Then $X$ is an abelian subgroup, preserving $N_{0}$ and the character $\psi_{u_{1}}$. Taking Fourier expansion of the integral (5.5) along $[X]$, there exists a non-zero Fourier coefficient. Assume that one such non-zero Fourier coefficient is given by a Lie algebra element $u_{1}^{\prime}=\left(\begin{array}{ccc}0_{n} & 0 & 0 \\ p^{\prime} & 0_{2 n+3} & 0 \\ 0 & p & 0_{n}\end{array}\right)$, where $p_{i, j}^{\prime}$ are all zero except possibly when $j=n$ and $1 \leq i \leq n-1$. Then we can rewrite this Fourier coefficient as

$$
\begin{equation*}
\int_{\left[N_{s_{1}, u_{1}+u_{1}^{\prime}}\right]} \varphi(n g) \psi_{u_{1}+u_{1}^{\prime}}^{-1}(n) \mathrm{d} n \tag{5.6}
\end{equation*}
$$

We claim that $u_{1}$ and $u_{1}+u_{1}^{\prime}$ are in the same nilpotent orbit, that is, one can find a element $g \in \mathrm{SO}_{4 n+3}^{V_{0}}$ such that $u_{1}=g\left(u_{1}+u_{1}^{\prime}\right) g^{-1}$. Indeed, write $u_{1}=\left(\begin{array}{ccc}x & 0 & 0 \\ y^{\prime} & 0_{2 n+3} & 0 \\ 0 & y & x^{*}\end{array}\right)$ and $u_{1}+u_{1}^{\prime}=\left(\begin{array}{ccc}w & 0 & 0 \\ z^{\prime} & 0_{2 n+3} & 0 \\ 0 & z & w^{*}\end{array}\right)$, then $x=w \in \operatorname{Mat}_{n \times n}$ and all columns of $y^{\prime}$ and $z^{\prime}$ are zero except the last columns $y_{n}^{\prime}$ and $z_{n}^{\prime}$. From the form of $u_{1}^{\prime}$ above, the last column $p_{n}^{\prime}$ of $p^{\prime}$ is isotropic. Hence, regarding our choice of basis, one can see that as two vectors in an orthogonal space with action of $\mathrm{SO}_{2 n+3}^{V_{0}}, y_{n}^{\prime}$ and $z_{n}^{\prime}$ have the same length, which equals $\beta \in F^{\times}$. So, one can find $h \in \mathrm{SO}_{2 n+3}^{V_{0}}$ such that $y_{n}^{\prime}=z_{n}^{\prime} h^{-1}$. Let $g=\left(\begin{array}{ccc}I_{n} & 0 & 0 \\ 0 & h & 0 \\ 0 & 0 & I_{n}\end{array}\right)$, then we have $u_{1}=g\left(u_{1}+u_{1}^{\prime}\right) g^{-1}$. Therefore, $u_{1}+u_{1}^{\prime}$ is also a representative of the nilpotent orbit corresponding to the partition $\left[(2 n+1) 1^{2 n+2}\right]$ and parametrized by quadratic forms $\{\beta, q\}$, where $q$ is a quadratic form in $(2 n+2)$ variables such that $\beta \oplus q$ is isomorphic to $q_{V_{0}}$ composing with $n$ hyperplanes. It follows that $\left(s_{1}, u_{1}+u_{1}^{\prime}\right)$ is a neutral pair. Therefore, we obtain that the generalized Whittaker-Fourier coefficient $\mathcal{F}_{s_{1}, u_{1}}$ is non-zero, that is, $\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ is non-zero.

This completes the proof of the theorem.
Remark 5.5. It is clear that the argument above can be easily modified and applied to the case that $\sigma$ is a cuspidal representation of $\operatorname{SO}\left(V_{0}\right)(\mathbb{A})$ with $\operatorname{dim}_{F}\left(V_{0}\right)=2 r+1$, $r \in \mathbb{Z}_{>0}$, and the residual representation $\mathcal{E}_{\tau \otimes \sigma}$ for $\mathrm{SO}_{4 n+2 r+1}^{V_{0}}(\mathbb{A})$.

## 6. On the reciprocal branching problem

In this section, we consider the reciprocal branching problem and prove Parts (b) and (c) of Theorem 1.2.

For simplicity, write $\pi_{\beta}=\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$. By Theorem 5.4, there exists $\beta \in F^{\times}$such that $\pi_{\beta} \neq 0$. Moreover, if the representation $\sigma$ satisfies Assumption 1.1, or the $\beta \in F^{\times}$ in Theorem 5.4 and $\omega_{\tau}$ satisfy the condition of Proposition 4.4, then $\pi_{\beta}$ is cuspidal by Propositions 4.3, 4.4. By the uniqueness of local Bessel models (see [1, 7, 16, 24]), one has a multiplicity free direct sum decomposition:

$$
\pi_{\beta}=\bigoplus_{i} \pi_{\beta}^{(i)}
$$

where $\pi_{\beta}^{(i)}$,s are non-zero mutual-inequivalent irreducible cuspidal automorphic representations of the group $G_{n+1, \beta}(\mathbb{A})=\mathrm{SO}_{2 n+2, \beta}(\mathbb{A})$.

Before proceeding, let us recall the definition of Bessel period in a situation related to our construction. As in $\S 1$, let $G_{n} \times H_{m}$ be a relevant pure inner form of $G_{n}^{*} \times H_{m}^{*}$ over $F$ with $n>m$. Note that in both $G_{n}$ and $H_{m}$, we can define unipotent subgroups $N_{\kappa}^{(n)}$ and $N_{\kappa}^{(m)}$ analogous to $N_{\ell}$ in $\S 2.3$, and also characters $\psi_{\kappa, \alpha}^{(n)}$ and $\psi_{\kappa, \alpha}^{(m)}\left(\alpha \in F^{\times}\right)$ analogous to $\psi_{\ell, \alpha}$ in $\S 2.3$. Let $\pi$ be an irreducible cuspidal automorphic representation of $G_{n}(\mathbb{A})$, and take $\varphi_{\pi} \in \pi$. Since $G_{n}$ and $H_{m}$ are relevant, there exists an $\alpha \in F^{\times}$
such that the Bessel-Fourier coefficient $\varphi_{\pi}^{\psi_{n-m-1, \alpha}^{(n)}}(\cdot)$ is an automorphic function on $H_{m}(\mathbb{A})$. Here the Bessel-Fourier coefficient has an analogous definition as in (2.2). Then for an irreducible cuspidal automorphic representation $\sigma$ of $H_{m}(\mathbb{A})$ and $\varphi_{\sigma} \in \sigma$, one defines the Bessel period $\mathcal{P}\left(\varphi_{\pi}, \varphi_{\sigma}\right)$ by

$$
\begin{equation*}
\mathcal{P}\left(\varphi_{\pi}, \varphi_{\sigma}\right)=\int_{\left[H_{m}(\mathbb{A})\right]} \varphi_{\sigma}(h) \varphi_{\pi}^{\psi_{n-m-1, \alpha}^{(n)}}(h) \mathrm{d} h . \tag{6.1}
\end{equation*}
$$

The integral (6.1) converges absolutely by the cuspidality of $\sigma$. For a fixed automorphic realization of $\pi$, we say the pair of cuspidal representations $(\pi, \sigma)$ has a non-zero Bessel period if $\mathcal{P}\left(\varphi_{\pi}, \varphi_{\sigma}\right) \neq 0$ for some choice of data.

Now let $\pi=\pi_{\beta}^{(i)}$ be any irreducible summand of $\pi_{\beta}$. By construction, there exists an automorphic form $\varphi_{\pi} \in \pi$ such that the inner product

$$
\begin{equation*}
\left\langle\varphi_{\pi}, \operatorname{Res}_{s=1 / 2} E^{\psi_{n, \beta}}\left(s, \cdot, \phi_{\tau \otimes \sigma}\right)\right\rangle \neq 0 \tag{6.2}
\end{equation*}
$$

for some choice of data. By Corollary 4.4 of [17], the pair $(\pi, \sigma)$ has a non-zero Bessel period. This finishes the proof of Part (b) of Theorem 1.2. We note here that by construction, the groups $G_{n+1, \beta}$ and $H_{1}^{V_{0}}$ are relevant. In particular, we have

Proposition 6.1. The automorphic descent $\pi_{\beta}=\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ has a non-zero Fourier coefficient attached to the nilpotent orbit corresponding to the partition $\left[(2 n-1) 1^{3}\right]$ and parameterized by quadratic forms $\left\{-\beta, q_{V_{0}}\right\}$.

To get a connection with the reciprocal branching problem we have introduced in §1, we need to study the Arthur parameter $\phi_{\pi}$ of each irreducible summand $\pi$ of $\pi_{\beta}$. In particular, we hope that $\phi_{\pi}$ is generic. Combining with the local results we have obtained in $\S 3$, we have the following proposition, which is Part (c) of Theorem 1.2.

Proposition 6.2. Assume that $\omega_{\tau}=1$, and the $\beta \in F^{\times}$in Theorem 5.4 is not a square. Then each irreducible summand $\pi$ of the descent $\pi_{\beta}$ belongs to a global Arthur packet corresponding to a generic global Arthur parameter $\phi_{\pi}$. The parameter $\phi_{\pi}$ has the central character $\eta_{V_{0, \beta}}$, and satisfies the property that $L\left(\frac{1}{2}, \phi_{\pi} \times \phi_{\tau_{0}}\right) \neq 0$ and $(\pi, \sigma)$ has a non-zero Bessel period.

Proof. By Part (b) of Theorem 1.2, under the assumption of the proposition, $\pi_{\beta}$ is cuspidal, so is $\pi$. Write $\pi=\otimes_{v}^{\prime} \pi_{v}$, and consider all the finite places $v$ (infinitely many) such that both $\mathcal{E}_{\tau \otimes \sigma, v}$ and $\psi_{v}$ are unramified and $\beta \in F_{v}^{\times}-\left(F_{v}^{\times}\right)^{2}$. Note that $\tau_{v}$ is a self-dual irreducible generic unitary unramified representation, which has the following form (see [25])

$$
\tau_{v}=\chi_{1}|\cdot|^{s_{1}} \times \cdots \times \chi_{n}|\cdot|^{s_{n}} \times \chi_{n}^{-1}|\cdot|^{-s_{n}} \times \cdots \times \chi_{1}^{-1}|\cdot|^{-s_{1}}
$$

where $\chi_{i}$ is a unitary unramified character of $F_{v}^{\times}$and $0 \leq s_{i}<\frac{1}{2}$, for each $1 \leq i \leq$ $n$. By Proposition 3.1, Part (1), $\pi_{v}$ is the fully-induced irreducible generic unitary unramified representation

$$
\pi_{v}=\chi_{1}|\cdot|^{s_{1}} \times \cdots \times \chi_{n}|\cdot|^{s_{n}} \rtimes 1
$$

By the endoscopic classification theory of Arthur [2], if $\pi$ has a non-generic global Arthur parameter, then $\pi_{v}$ is non-generic for almost all finite places. Therefore, $\pi$ must have a generic global Arthur parameter $\phi_{\pi}$. This proves the first statement.

The central character of the parameter $\phi_{\pi}$ is determined by the form of the group $G_{n+1, \beta}$, and hence is $\eta_{V_{0, \beta}}$. From the discussion right before Proposition 6.1, the pair $(\pi, \sigma)$ has a non-zero Bessel period, and hence by Theorem 5.7 of [17], one has that $L\left(\frac{1}{2}, \phi_{\pi} \times \phi_{\tau_{0}}\right) \neq 0$.

To end this section, we state a theorem on the reciprocal branching problem, which completes the proof of Theorem 1.2.

Theorem 6.3. Let $\tau=\tau_{1} \boxplus \cdots \boxplus \tau_{r}$ be an irreducible isobaric sum automorphic representation of $\mathrm{GL}_{2 n}(\mathbb{A})$ with trivial central character, such that each $\tau_{i}$ is an irreducible unitary cuspidal representation of $\mathrm{GL}_{n_{i}}(\mathbb{A})$ of orthogonal type, and $\tau_{i} \not \equiv \tau_{j}$ if $i \neq j$. Let $V_{0}$ be a quadratic space of dimension 3 over $F$, and $\sigma$ be an irreducible cuspidal automorphic representation of $\operatorname{SO}\left(V_{0}\right)(\mathbb{A})$ which lies in the global Vogan packet $\widetilde{\Pi}_{\phi_{\tau_{0}}}\left[H_{1}^{*}\right]$ (here $H_{1}^{*}=\mathrm{SO}_{3}^{*}, F$-split) for some irreducible cuspidal automorphic representation $\tau_{0}$ of $\mathrm{GL}_{2}(\mathbb{A})$ of symplectic type. Assume that
(i) $L\left(\frac{1}{2}, \tau \times \tau_{0}\right) \neq 0$,
(ii) the representation $\sigma$ satisfies Assumption 1.1.

Then there exists a $\beta \in F^{\times}$, such that the twisted descent $\pi_{\beta}=\mathcal{D}_{\psi_{n, \beta}}\left(\mathcal{E}_{\tau \otimes \sigma}\right)$ has all of its irreducible summands $\pi_{\beta}^{(i)}$, as cuspidal automorphic representations of $G_{n+1, \beta}(\mathbb{A})$, enjoying the property that each $\left(\pi_{\beta}^{(i)}, \sigma\right)$ has a non-trivial Bessel period. Moreover, if the $\beta \in F^{\times}$taken in Theorem 5.4 is not a square, then each $\pi_{\beta}^{(i)}$ has a generic global Arthur parameter $\phi^{(i)}$, and gives an answer to the reciprocal branching problem with respect to $\sigma \in \widetilde{\Pi}_{\phi_{\tau_{0}}}\left[H_{1}^{*}\right]$.
Remark 6.4. A more precise description of those parameters $\phi^{(i)}$ can be deduced from the refined local theory of the global zeta integrals in [15], we will not discuss them here.

## References

[1] A. Aizenbud, D. Gourevitch, S. Rallis, and G. Schiffmann, Multiplicity one theorems, Ann. of Math. (2) 172 (2010), no. 2, 1407-1434.
[2] J. Arthur, The Endoscopic Classification of Representations: Orthogonal and Symplectic Groups, American Mathematical Society Colloquium Publications, 2013.
[3] I. N. Bernstein and A. V. Zelevinsky, Induced representations of reductive p-adic groups I, Ann. scient. Éc. Norm. Sup., $4^{e}$ série, t. 10 (1977), 441-472.
[4] J. Cogdell, H. Kim, I. Piatetski-Shapiro and F. Shahidi, On lifting from the classical groups, Publ. Math. IHES. 99 (2004), 163-233.
[5] J. Cogdell, I. Piatetski-Shapiro and F. Shahidi, Functoriality for the quasisplit classical groups. On certain $L$-functions, 117-140, Clay Math. Proc., 13, Amer. Math. Soc., Providence, RI, 2011.
[6] D. Collingwood and W. McGovern, Nilpotent orbits in semisimple Lie algebras. Van Nostrand Reinhold Mathematics Series. Van Nostrand Reinhold Co., New York, 1993. xiv+186 pp.
[7] W.-T. Gan, B. Gross, and D. Prasad, Symplectic local root numbers, central critical Lvalues, and restriction problems in the representation theory of classical groups. Astérisque vol. 346 (2012), 1-109.
[8] B. Gross and D. Prasad, On irreducible representations of $\mathrm{SO}_{2 n+1} \times \mathrm{SO}_{2 m}$, Canad. J. Math. 46 (1994), no. 5, 930-950.
[9] D. Ginzburg, I. Piatetski-Shapiro and S. Rallis, L-functions for the orthogonal group, Memoirs of the AMS no. 611 (1997).
[10] D. Ginzburg, S. Rallis and D. Soudry, The descent map from automorphic representations of $\mathrm{GL}(n)$ to classical groups, World Scientific Press (2011).
[11] R. Gomez, D. Gourevitch and S. Sahi, Generalized and degenerate Whittaker models. Compos. Math. 153 (2017), no. 2, 223-256.
[12] D. Jiang and B. Liu, Fourier coefficients for automorphic forms on quasisplit classical groups. Advances in the Theory of Automorphic Forms and Their $L$-functions. Contemporary Mathematics, Volume 664 (2016), 187-208, AMS.
[13] D. Jiang, B. Liu, and G. Savin, Raising nilpotent orbits in wave-front sets. Representation Theory 20 (2016), 419-450.
[14] D. Jiang, B. Liu, B. Xu and L. Zhang, The Jacquet-Langlands correspondence via twisted descent, Int. Math. Res. Not., 2016, no. 18, 5455-5492.
[15] D. Jiang, D. Soudry and L. Zhang, The unramified computation of Rankin-Selberg integrals for quasisplit classical groups: Bessel model case. Preprint 2018.
[16] D. Jiang, B. Sun, and C. Zhu, Uniqueness of Bessel models: the archimedean case, Geom. Funct. Anal. Vol. 20 (2010) 690-709.
[17] D. Jiang and L. Zhang, Arthur parameters and cuspidal automorphic modules, arXiv:1508.03205 [math.NT].
[18] C. Mœglin, Image des opérateurs d'entrelacements normalisés et pôles des séries d'Eisenstein, Adv. Math. 228 (2011), no. 2, 187-299.
[19] C. Mœglin and J.-L. Waldspurger, Spectral Decomposition and Eisenstein Seires, Cambridge Tracts in Mathematics 113, Cambridge University Press (1995).
[20] C. Mœglin and J.-L. Waldspurger, La conjecture locale de Gross-Prasad pour les groupes spéciaux orthogonaux: le cas général, Astérisque vol. 347 (2012), 167-216.
[21] F. Shahidi, A proof of Langlands' conjecture on Plancherel measures: complementary series for p-adic groups, Ann. of Math. (2) 132 (1990), 273-330.
[22] F. Shahidi, Eisenstein Series and Automorphic L-functions. Colloquium Publications, Vol. 58 (2010), AMS.
[23] J. Shalika and S. Tanaka, On an explicit construction of a certain class of automorphic forms, American Journal of Math., 91 (1069), 1049-1076.
[24] B. Sun and C. Zhu, Multiplicity one theorems: the Archimedean case, Ann. of Math. (2) 175 (2012), no. 1, 23-44.
[25] M. Tadić, Classification of unitary representations in irreducible representations of general linear group (non-Archimedean case). Ann. Sci. École Norm. Sup. (4) 19 (1986), no. 3, 335-382.
[26] J.-L. Waldspurger, Intégrales orbitales nilpotentes et endoscopie pour les groupes classiques non ramifiés. Astérisque 269, 2001.
[27] J.-L. Waldspurger, La conjecture locale de Gross-Prasad pour les représentations tempérées des groupes spciaux orthogonaux, Astérisque vol. 347 (2012), 103-165.

School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA
E-mail address: dhjiang@math.umn.edu
Department of Mathematics, Purdue University, 150 N. University St, West Lafayette, IN, 47907, USA

E-mail address: liu2053@purdue.edu
School of Mathematics, Sichuan University, No. 29 Wangjiang Road, Chengdu 610064, P. R. China

E-mail address: binxu@scu.edu.cn


[^0]:    2010 Mathematics Subject Classification. Primary 11F70, 22E55; Secondary 11F30.
    Key words and phrases. Twisted Automorphic Descent, Global Gan-Gross-Prasad Conjecture, Branching Problem, Orthogonal Groups.

    The first named author is partially supported by NSF grants DMS-1600685 and DMS-1901802. The second named author is partially supported by NSF grants DMS-1702218, DMS-1848058, and by start-up funds from the Department of Mathematics at Purdue University. The third named author is partially supported by NSFC grant No. 11501382 and by the Fundamental Research Funds for the Central Universities.

