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Abstract. In this paper, we prove certain multiplicity one theorems and define GL-twisted

gamma factors for irreducible generic cuspidal representations of quasi-split classical groups Gr =

Sp2r,U2r, U2r+1,SO2r+1 over finite fields of odd characteristic, using Rankin-Selberg method. As
applications, we prove converse theorems for these groups, namely, GLn-twisted gamma factors,

n = 1, 2, . . . , r, will uniquely determine irreducible generic cuspidal representations of Gr(Fq).

1. Introduction

Local gamma factors play essential roles in the theories of automorphic forms and represen-
tations of p-adic groups, especially in the local Langlands correspondence conjecture, Langlands
functoriality conjecture, and local converse theorems. Local gamma factors can usually be defined
using Langlands-Shahidi method or Rankin-Selberg method, at least for generic representations.
In this paper, we prove multiplicity one theorems of certain Fourier-Jacobi models (analogs for
Bessel models were proved in [GGP12b]) over finite fields and define the finite fields analogue of
local gamma factors for irreducible generic cuspidal representations of quasi-split classical groups
Gr = Sp2r,U2r,U2r+1,SO2r+1, using the Rankin-Selberg method. We also obtain explicit formulas
for these gamma factors in terms of corresponding Bessel functions. These gamma factors provide
important invariants for generic cuspidal representations and are expected to play important roles
in the representation theory of these groups over finite fields. There are interesting questions that
how these invariants are related to the Deligne-Lusztig theory on virtual characters ([DL76, L84]),
and to the finite fields analogue of the Gan-Gross-Prasad conjecture ([GGP12b]).

Over p-adic fields, the uniqueness of Bessel and Fourier-Jacobi models for classical groups were
proved in [AGRS10] and [Su12] respectively. But over finite fields, the general statement of unique-
ness of Bessel and Fourier-Jacobi models is not true for all irreducible representations of Gr(Fq), see
[GGP12b, §4,5] for example. This suggests that we cannot have a uniform proof using distribution
theory as in the p-adic fields case. To conquer these difficulties, we link the finite fields case with the
p-adic fields case. To do so, we need to restrict our representations of Gr(Fq) to irreducible cuspidal
representations and use the theory of depth zero representations of Gr over p-adic fields. The Bessel
model case has been carried out in [GGP12b]. The main difficulty in the Fourier-Jacobi model case
is to connect the Weil representations over finite fields and p-adic fields. To make this connection,
we use the generalized lattice models for Weil representations.

Over finite fields, the Bessel and Fourier-Jacobi models are special cases of Generalized Gelfand-
Graev models considered by Kawanaka, see [K85, K86]. There are many results on the computation
of such multiplicities in more general settings, for example see [L92, Gec99, GeH08]. See also
[LZ18, LZ19] for certain uniqueness results of Fourier-Jacobi models for Sp4, U4, and the split
exceptional group of type G2 over finite fields.

As applications of the gamma factors defined above, we prove the converse theorems for these
groups, namely, GLn-twisted gamma factors, n = 1, 2, . . . , r, will uniquely determine irreducible
generic cuspidal representations of Gr(Fq). Therefore, these GLn-twisted gamma factors form com-
plete sets of invariants for irreducible generic cuspidal representations of Gr(Fq).
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Over finite fields, gamma factors and converse theorems have been defined and considered for
general linear groups and the split exceptional group of type G2. Roditty [Ro10] defined gamma
factors for cuspidal representations of GLn×GLm over finite fields. Nien in [Ni14] proved the converse
theorem for cuspidal representations of GLn(Fq), using special properties of Bessel functions and the
twisted gamma factors defined by Roditty. The authors defined the GLn-twisted gamma factors for
n = 1, 2 and proved the converse theorem for generic cuspidal representations of the split exceptional
group G2(Fq) in [LZ18]. Gamma factors over finite fields were defined in a more general context in
[BK00].

Similar to local fields cases, it is expected that GLn-twisted gamma factors for irreducible generic
cuspidal representations of Gr(Fq) can also be defined using Langlands-Shahidi method. In future
work, the authors plan to define GLn-twisted gamma factors using Langlands-Shahidi method and
verify the consistency with those defined in this paper using Rankin-Selberg method.

In [NZ18], Nien and Zhang verified that the GL1-twisted gamma factors will uniquely determine
irreducible cuspidal representations of GLN (Fq), forN ≤ 5, and irreducible generic representations of

GLN (Fq), for N < q−1
2
√
q+1 in the appendix by Zhiwei Yun. Note that on the dual groups side we have

embeddings G∨r (C) ↪→ GLN (C). Hence, by Langlands philosophy of functoriality, it is expected that
irreducible generic cuspidal representations of Gr(Fq) would also be uniquely determined by GL1-
twisted gamma factors when q is large. In future work, the authors plan to check this expectation
directly by analyzing GL1-twisted gamma factors for irreducible generic cuspidal representations of
Gr(Fq). The authors also plan to consider related functorial lifting and descent problems using the
GL-twisted gamma factors defined in this paper.

This paper does not include the case of SO2n, which is a work in progress of a student of the first
named author. The converse theorem for SO2n is expected to be more subtle.

Following is the structure of this paper. For Gr = Sp2r, we prove a multiplicity one theorem in
Section 2, define the GL-twisted gamma factors in Section 3, and prove the converse theorem in
Section 4. Cases of Gr = U2r,U2r+1,SO2r+1 will be considered in Sections 5, 6, 7, respectively.

Acknowledgements. The authors would like to thank James Cogdell, Clifton Cunningham, Dihua
Jiang and Freydoon Shahidi for their interest, constant support and encouragement.

2. A multiplicity one theorem for Sp2r

Let F be a p-adic field with odd residue characteristic. Let o be the ring of integers of F , p be the
maximal ideal of o, and $ ∈ p be a fixed generator. Let k = o/p be the residue field. Let Πo : o→ k
be the natural projection. Let ψ be a fixed unramified additive character of F , and let ψ be the
character of k defined by

ψ(Πo(t)) = ψ(t$−1), t ∈ o.

2.1. The group S̃p2r(F ) and the Weil representation. Let r be a positive integer and (W, 〈 , 〉)
be a symplectic space over F of rank 2r. Let H(W ) be the Heisenberg group of W . As a set,
H(W ) = W ⊕ F and its product is given by

(w1, t1)(w2, t2) = (w1 + w2, t1 + t2 +
1

2
〈w1, w2〉), w ∈W, t ∈ F.

By the Stone-Von-Neumann theorem, there is a unique irreducible representation (ρψ,S) of H(W )
with central character ψ. Let Sp(W ) be the isometry group of (W, 〈 , 〉), i.e.,

Sp(W ) = {g ∈ GL(W ) : 〈w1g, w2g〉 = 〈w1, w2〉,∀w1, w2 ∈W} ,
where elements in W are viewed as row vectors and Sp(W ) acts on the right. The group Sp(W )
acts on H(W ) by

(w, t)g = (wg, t), w ∈W, t ∈ F, g ∈ Sp(w).

For each g ∈ Sp(W ), we can define a representation ρgψ of H(W ) by

ρgψ(w, t) = ρψ((w, t)g).

Since Sp(W ) acts trivially on the center of H(W ), the central character of ρgψ is still ψ. Thus

by the uniqueness in the Stone-Von-Neumann theorem, we have ρgψ
∼= ρψ. Fix an isomorphism
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M [g] : ρgψ → ρψ. Then (M [g],S) is a projective representation of Sp(W ). It is known that it

can be defined as a real representation on a double cover S̃p(W ) of Sp(W ). The corresponding

representation is denoted by ωψ and is called the Weil representation of S̃p(W ). It is well-known

that, up to equivalence, there is a unique symplectic structure on W , and thus Sp(W ) (resp. S̃p(W ))

is usually written as Sp2r(F ) (resp. S̃p2r(F )).

2.2. Generalized lattice model of the Weil representation. Let (W, 〈 , 〉) be a symplectic
vector space over F of dimension 2r with symplectic form 〈 , 〉. Let ei, i = ±1, . . . ,±r, be a basis of
W with

〈ei, ej〉 = 0, 〈e−i, e−j〉 = 0, 〈ei, e−j〉 = δi,j ,∀i, j > 0.

Let B ⊂W be the lattice

B = pe1 + pe2 + . . . per + oe−r + oe−(r−1) + . . . oe−1,

and let

B∗ = {v ∈W : 〈v, b〉 ∈ o,∀b ∈ B} .
Then one can check that

B∗ = oe1 + oe2 + . . . oer +$−1oe−r + · · ·+$−1oe−2 +$−1oe−1.

Let b∗ = B∗/B, which is a lattice over k of rank 2r. Let ΠB∗ : B∗ → b∗ be the natural projection.
We can define a symplectic form 〈 , 〉b∗ : b∗ × b∗ → k by

〈ΠB∗(w),ΠB∗(w
′)〉b∗ := Πo(〈w,w′〉$).

Let H(W ) (resp. H(b∗)) be the Heisenberg group of W (resp. b∗) with the given symplectic
structure. Let H(B∗) := B∗ × p−1, which is a subgroup of the Heisenberg group H(W ). We then
have a homomorphism

ΠH(B∗) : H(B∗)→ H(b∗)

by

(b, t) 7→ (ΠB∗(b),Πo(t$)).

Let KB = {g ∈ Sp(W ) : gB = B} and

K ′B = {g ∈ KB : (g − 1)B∗ ⊂ B} .

One can check that

KB =

{(
A B
C D

)
∈ Sp2r(F ), A,D ∈ Matr(o), B ∈ Matr(p), C ∈ Matr(p

−1)

}
.

Then K ′B is a normal subgroup of KB and KB/K
′
B is isomorphic to Sp(b∗).

Let ρψ be the representation of H(b∗) corresponding to the character ψ, and ωψ the Weil rep-

resentation of Sp(b∗). Let S be the space of ρψ, and hence of ωψ. The representation ρψ (resp.

ωψ) can be inflated to a representation of H(B∗)(resp. KB), which is still denoted by ρψ (resp.

ωψ) by abuse of notation. Let S (B) be the space of locally constant, compactly supported maps
f : W → S such that

f(b+ w) = ψ(
1

2
〈w, b〉)ρψ(b).(f(w)),∀w ∈W, b ∈ B∗.

The Weil representation ωψ of S̃p(W ) can be realized on S (B), which is called the generalized

lattice model, see [Wp90] and a survey in [Pan02]. Note that S̃p(W )→ Sp(W ) splits over KB and
thus ωψ|KB

makes sense.

Proposition 2.1. As a representation of KB, one has (ωψ|KB
)K
′
B ∼= ωψ.

This is a special case of [Pan02, Proposition 5.3].
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2.3. Genuine induced representations of S̃p2r(F ). For a ∈ F×, let ψa be the character of F
defined by ψa(x) = ψ(ax). Let γ(ψ) be the Weil index of x 7→ ψ(x2), and let

γψ(a) =
γ(ψa)

γ(ψ)
, a ∈ F×,

see [Rao93, Appendix]. It is known that γψ(a)γψ(b) = γψ(ab)(a, b)F , where (a, b)F is the Hilbert
symbol. Moreover, under the assumption that the residue characteristic is odd, it is known that
γψ(u) = 1 if u ∈ o×.

We fix the order of basis of W by e1, . . . , er, e−r, . . . , e−1, and then fix an embedding Sp(W ) =
Sp2r(F ) ↪→ GL2r(F ). Define Jr ∈ GLr(F ) inductively by

Jr =

(
1

Jr−1

)
, J1 = 1.

Then

Sp2r(F ) =

{
g ∈ GL2r(F ) : tg

(
Jr

−Jr

)
g =

(
Jr

−Jr

)}
.

The upper triangular subgroup of Sp2r(F ) is a Borel subgroup. Let P = MN be a fixed standard
parabolic subgroup with Levi subgroup

M ∼= GLn1
(F )× · · · ×GLns(F )× Sp2m(F ),

where n1 + · · ·+ns+m = r. Let G̃Lni(F ) be the double cover defined by the Hilbert symbol ( , )F ,

i.e., G̃Lni(F ) = GLni(F )× {±1} with product

(a1, ε1)(a2, ε2) = (a1a2, ε1ε2(det(a1),det(a2))F ),

for a1, a2 ∈ GLni(F ) and ε1, ε2 ∈ {±1}. Let M̃ be the preimage of M in S̃p2r(F ) under the quotient

map S̃p2r(F )→ Sp2r(F ). Then the map G̃Ln1
(F )× . . . G̃Lns(F )× S̃p2m(F )→M defined by

((a1, ε1), . . . , (as, εs), (b, ε)) 7→ (diag(a1, . . . , as, b, a
∗
s, . . . , a

∗
1), ε

∏
i

εi)

with ai ∈ GLni(F ), εi, ε ∈ {±1} , b ∈ Sp2m(F ) is a projection with kernel µs2, where µ2 = {±1}.
It is known that the double cover S̃p2r(F ) → Sp2r(F ) splits over N . Let P̃ = M̃N . Let τ i

be an irreducible cuspidal representation of GLni(F ) and let σ̃ be a genuine irreducible cuspidal

representation of S̃p2m(F ). Let τ̃ i = τ i⊗ (γψ ◦det), which is a representation of G̃Lni(F ). Consider

the representation τ̃ := τ̃1⊗· · ·⊗τ̃s⊗σ̃, which is a representation of G̃Ln1
(F )×. . . G̃Lns(F )×S̃p2m(F )

and descends to a representation M̃ . We then can consider the induced representation

Ĩ(τ̃) := Ind
S̃p2r(F )

M̃N
(τ̃ ⊗ 1N ).

Let τ i0 be a cuspidal representation of GLni(k) and σ0 be a cuspidal representation of Sp2m(k).
Under the projection map GLni(o) ∼= GLni(o)/(Ini + Mni(p)) ∼= GLni(k), τ i0 can be inflated to
a representation of GLni(o). By abuse of notation, we still denote this representation by τ i0. Let
B1 ⊂ B be the sub-lattice of rank 2m which is corresponding the embedding Sp2m(F ) ⊂ Sp2r(F )
and let KB1

, K ′B1
be the corresponding open compact subgroups defined by the lattice B1. Then

one has the isomorphism KB1/K
′
B1

∼= Sp2m(k). One then inflates σ0 to a representation of KB1 and
still denote it by σ0.

Consider an irreducible supercuspidal representation of GLni(F )

τ i := ind
GLni (F )

F×GLni (o)(τ
i
0)⊗ | det |ti ,

for some ti ∈ C, where F× is identified with the center of GLni(F ) and τ i0 is viewed as a representation

of F×GLni(o) such that its action on F× is trivial. Note that ind
GLni (F )

F×GLni (o)(τ
i
0) is an irreducible

depth zero supercuspidal representation of GLni(F ). Let τ̃ i = τ i⊗ (γψ ◦ det). Similarly, let σ̃ be an

irreducible depth zero supercuspidal genuine representation of S̃p2n(F ) which contains σ0 as a type.

Such a representation is constructed in [HM09] and can be taken as the form ind
S̃p2m(F )

K̃B1

(σ0 ⊗ sgn),

where K̃B1
= KB1

×µ2 and sgn is the unique nontrivial character of µ2. Let τ̃ = τ̃1⊗ . . . τ̃s⊗ σ̃ and
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form the induced representation Ĩ(τ̃) as above. Note that, for generic choice of τ̃ , the representation

Ĩ(τ̃) is irreducible.
On the other hand, let P (k) = M(k)N(k) be the Siegel parabolic subgroup of Sp2r(k). We can

form the induced representation I(τ0) = Ind
Sp2r(k)
P (k) (τ0⊗1N(k)), where τ0 = τ1

0 ⊗· · ·⊗ τs0 ⊗σ0. Under

the projection map KB → KB/K
′
B
∼= Sp2r(k), we can view I(τ0) as a representation of KB. Note

that in general, I(τ0) is not irreducible.

Proposition 2.2. As KB-modules, there is a surjective map

(Ĩ(τ̃)|KB
)K
′
B → I(τ0)→ 0.

Proof. Recall that τ̃ i = ind
GLni (F )

GLni (o) (τ i0) ⊗ | det |ti ⊗ (γψ ◦ det) and σ̃ = ind
S̃p2m(F )

K̃B1

(σ0 ⊗ sgn). An

element f ∈ Ĩ(τ̃) is a function f : S̃p2r(F )→ τ̃ , which can be viewed as a function

f : S̃p2r(F )×GLn1(F )× · · · ×GLns(F )× S̃p2m(F )→ τ0

satisfying the invariance property

f(m(a1, . . . , as, b)ng, x1, . . . , xs, y) =
∏
i

(γψ(det(ai))|det(ai)|ti)f(g, x1a1, . . . , xsas, yb),

for ai, xi ∈ GLni(F ), b, y ∈ S̃p2m(F ), n ∈ N, g ∈ S̃p2r(F ), where

m(a1, . . . , as, b) = diag(a1, . . . , as, b, a
∗
s, . . . , a

∗
1) ∈ M̃,

and

f(g, x1a1, . . . , xsas, yb) = τ0((a1, . . . , as, b))(f(g, x1, . . . , xs, y)),

for g ∈ S̃p2r(F ), xi ∈ GLr(F ), ai ∈ GLni(o), y ∈ S̃p2m(F ), b ∈ KB1 .

For f ∈ (Ĩ(τ̃)|KB
)K
′
B , define φf : KB → τ0 by φf (k1) = f(k1, 1, . . . , 1, 1), k1 ∈ KB. Then φf

is also K ′B-invariant and thus defines a map Sp2r(k) = KB/K
′
B → τ0, which is still denoted by

φf by abuse of notation. One can check that φf ∈ I(τ0). The assignment f 7→ φf gives a map

(Ĩ(τ̃)|KB
)K
′
B → I(τ0). It is clear that the map respects the KB-action. To show that it is surjective,

for φ ∈ I(τ0), we need to define a function f ∈ (Ĩ(τ̃)|KB
)K
′
B such that f(k1, 1, . . . , 1, 1) = φ(k1). We

consider the function f which satisfies the following properties:

(1) If f(k1, x1, . . . , xs, b) 6= 0, then k1 ∈ KB, and xi ∈ GLni(o), b ∈ K̃B1
;

(2) f(k1, x1, . . . , xs, (y, ε)) = sgn(ε)φ(m(x1, . . . , xs, y)k1), for k1 ∈ KB, xi ∈ GLni(o), (y, ε) ∈
K̃B1

.

One can check that f ∈ (Ĩ(τ̃)|KB
)K
′
B is well-defined and φ = φf . �

2.4. A multiplicity one result.

Proposition 2.3. Let k be a finite field of odd characteristic. Let P (k) = M(k)N(k) be a para-
bolic subgroup of Sp2r(k). Let π0 be an irreducible cuspidal representation of Sp2r(k) and τ0 be an
irreducible cuspidal of M(k). Then we have

dim HomSp2r(k)(π0, I(τ0)⊗ ωψ) ≤ 1.

Proof. Let F be a p-adic field with residue field k. Let P = MN be the corresponding Levi subgroup

of Sp2r(F ). Let τ̃ be an irreducible depth zero supercuspidal representation of M̃ as constructed

in Section 2.3 from τ0. Consider the induced representation Ĩ(τ̃), which is irreducible for a generic
choice of τ̃ . Through the projection map, KB → KB/K

′
B
∼= Sp2r(k), we can inflate π0 to a

representation of KB, which is still denoted by π0. Let π = ind
Sp2r(F )
KB

(π0). It is known that π is an

irreducible supercuspidal representation of Sp2r(F ). We have dim HomSp2r(F )(π, Ĩ(τ̃)⊗ ωψ) ≤ 1 by
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the main theorem of [Su12]. By Frobenius reciprocity law, we have

HomSp2r(F )(π, Ĩ(τ̃)⊗ ωψ) = HomKB
(π0, Ĩ(τ̃)|KB

⊗ ωψ|KB
)

⊃ HomKB
(π0, I(τ0)⊗ ωψ|KB

)

= HomKB
(π0 ⊗ I(τ0)∨, ωψ|KB

)

⊃ HomSp2r(k)(π0 ⊗ I(τ0)∨, (ωψ|KB
)K
′
B)

= HomSp2r(k)(π0 ⊗ I(τ0)∨, ωψ)

= HomSp2r(k)(π0, I(τ0)⊗ ωψ),

where the second containment is implied by Proposition 2.2. Hence, dim HomSp2r(k)(π0, I(τ0)⊗ωψ) ≤
1. This completes the proof of the proposition. �

2.5. Fourier-Jacobi models. Let n be a positive integer with n ≤ r − 1. Let P (k) = M(k)N(k)
be the parabolic subgroup of Sp2r(k) with Levi subgroup

M(k) =
{

diag(a1, . . . , ar−n, g, a
−1
r−n, . . . , a

−1
1 ), ai ∈ k×, g ∈ Sp2n(k)

} ∼= GL1(k)r−n × Sp2n(k)

and unipotent subgroup N(k). We view Sp2n(k) as a subgroup of Sp2r(k) via the embedding
Sp2n(k) ↪→M(k) ↪→ Sp2r(k). Let

H(k) = Sp2n(k) nN(k) ⊂ P (k).

Let

Hn =


1 w z

I2n w∗

1

 ∈ Sp2n+2(k), w ∈ kn, z ∈ k

 .

The group Hn can be viewed as the Heisenberg group of dimension 2n+1, i.e., Hn ∼= H(k2n), where

k2n is endowed with the symplectic form defined by

(
Jn

−Jn

)
. Then there is a Weil representation

ωψ of the semi-direct product Sp2n(k) nHn. Note that Sp2n(k) nHn can be viewed as a subgroup

of H(k) via the natural embedding. We now consider the representation νψ of H(k) defined by

νψ(uhg) = ψN (u)ωψ(hg),

where h ∈ Hn, g ∈ Sp2n(k),

u =

z v1 v2

I2n+2 v∗1
z∗

 ∈ N(k),

and ψN (u) = ψ(
∑r−n−1
i=1 ui,i+1). Note that Sp2n(k) is a quotient of H(k) and thus a representation

σ of Sp2n(k) can be viewed as a representation of H(k). Let σ be a representation of Sp2n(k), then
the tensor product σ ⊗ νψ is also a representation of H(k).

Let Pn(k) = Mn(k)Nn(k) be the Siegel parabolic subgroup of Sp2n(k) with Levi Mn(k) ∼= GLn(k).
Let P ′(k) = M ′(k)N ′(k) be the parabolic subgroup of Sp2r(k) with Levi subgroup

M ′(k) =


a g

a∗

 , a ∈ GLr−n(k), g ∈ Sp2n(k)

 .

Proposition 2.4. Let τ0 be an irreducible representation of GLn(k) and let I(τ0) be the induced

representation Ind
Sp2n(k)
Mn(k)Nn(k)(τ0). Let τ ′0 be an irreducible cuspidal representation of GLr−n(k) and

let I(τ ′0, τ0) be the induced representation

Ind
Sp2r(k)
M ′(k)N ′(k)(τ

′
0 ⊗ I(τ0)).

Let π0 be an irreducible cuspidal representation of Sp2r(k), then we have

(1) HomSp2r(k)(π0, I(τ ′0, τ0) ⊗ ωr
ψ

) = HomH(k)(π0, I(τ0) ⊗ νψ), where ωr
ψ

denotes the Weil rep-

resentation on Sp2r(k);
(2) dim HomH(k)(π0, I(τ0)⊗ νψ) ≤ 1.
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Proof. The proof of (1) is the same as that of [GGP12a, Theorem 16.1].
Note that there exists a parabolic subgroup Q(k) = L(k)V (k) of Sp2r(k) with Levi L(k) and a

cuspidal representation σ0 of L(k) such that I(τ ′0, τ0) is a subrepresentation of Ind
Sp2r(k)
Q(k) (σ0⊗1V (k)).

The assertion of (2) then follows from (1) and Proposition 2.3. �

For finite unitary groups, a slightly different version of Proposition 2.4 (1) was proved [LW19,
Proposition 3.3], where τ ′0 is not necessarily cuspidal, while π0 is required to be unipotent. For
unipotent representations of finite unitary groups, an explicit branching law was given in [LW19].

3. Gamma factors for Sp2r(k)×GLn(k)

3.1. Generic representations and Bessel functions. In this subsection, we introduce the notion
of Bessel functions for generic representations of Sp2r(k). In [PS83], Bessel functions was used to
study representations of GL2(k) over a finite field k as an analogy of representations of GL2 over
p-adic fields. See [Co14] for a nice survey. Many constructions were extended to GLn in [Ro10].

Let U = Ur(k) be the upper triangular unipotent subgroup of Sp2r(k). Let ψU be the generic
character of U defined by

ψU (u) = ψ

(
r∑
i=1

ui,i+1

)
, u = (ui,j) ∈ U.

Let π be an irreducible ψU -generic representation of Sp2r(k). Recall that π is ψU -generic means that
HomU (π, ψU ) 6= 0. A nonzero element in HomU (π, ψU ) is called a Whittaker functional of π0. It is
well-known that Whittaker functional is unique up to scalers. Let l = lπ ∈ HomU (π, ψU ) be a nonzero
Whittaker functional. For v ∈ π, let Wv(g) = l(π(g)v), g ∈ Sp2r(k). Let W(π, ψU ) = {Wv, v ∈ π},
which is called be the ψU -Whittaker model of π.

Let π(U,ψU ) be the subspace of π generated by π(u)v − ψU (u)v, u ∈ U, v ∈ π and let πU,ψU =

π/π(U,ψU ) be the twisted Jacquet module. Since π is irreducible ψU -generic, we have dimπU,ψU = 1.

Let v ∈ π and v /∈ π(U,ψU ) and consider the average

v0 =
1

|U |
∑
u∈U

ψ
−1

U (u)π(u)v.

Then v0 6= 0 by Jacquet-Langlands Lemma, see [BZ76, Lemma 2.33]. Thus l(v0) 6= 0. Such a
vector v0 satisfies π(u)v0 = ψU (u)v0 for all u ∈ U , and is called a Whittaker vector of π. Let
Bπ,ψ(g) = 1

l(v0) l(π(g)v0). Then Bπ,ψ ∈ W(π, ψU ).

Proposition 3.1. We have

Bπ,ψ(1) = 1

and

Bπ,ψ(u1gu2) = ψU (u1u2)Bπ,ψ(g),∀u1, u2 ∈ U, g ∈ Sp2r(k).

We call Bπ,ψ the (normalized) Bessel function of π associated with ψU .

3.2. Some notation. Let n ≤ r be two positive integers and we view Sp2n(k) as a subgroup of
Sp2r(k) via the embedding

g 7→ diag(Ir−n, g, Ir−n), g ∈ Sp2n(k).

An element of Sp2n(k) will be viewed as an element of Sp2r(k) under the above embedding. Let
Pr(k) = Mr(k)Nr(k) be the Siegel parabolic subgroup of Sp2r(k) with Levi subgroup

Mr(k) = {mr(a) := diag(a, a∗), a ∈ GLr(k)} ,
and unipotent subgroup Nr(k). Here a∗ = Jr

ta−1Jr. Similarly, we have the notations Pn(k) =
Mn(k)Nn(k), the Siegel parabolic subgroup of Sp2n(k), and mn(a) for a ∈ GLn(k). Under the
embedding Sp2n(k) ↪→ Sp2r(k), we have

mn(a) = mr

(
Ir−n

a

)
, a ∈ GLn(k).
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Let Qrn = LrnV
r
n be the parabolic subgroup of Sp2r with Levi subgroup

Lrn = {mr(diag(a, an+1, . . . , ar)), a ∈ GLn, ai ∈ GL1, n+ 1 ≤ i ≤ r} .

Note that w−1
r−n,nMnwr−n,n ⊂ Lrn, w−1

r−n,nPnwr−n,n ⊂ Qrn. In fact, we have

w−1
n−r,nmn(a)wn−r,n = mr

(
a

Ir−n

)
∈ Lrn.

For a ∈ GLn(F ), we write

tn(a) = mr

(
a

Ir−n

)
∈ Lrn.

Let Br(k) = Ar(k)Ur(k) be the upper triangular Borel subgroup of Sp2r(k) with maximal torus

Ar(k) =
{

diag(a1, a2, . . . , ar, a
−1
r , . . . , a−1

1 ), ai ∈ k×, 1 ≤ i ≤ r
}
,

and maximal unipotent Ur. In the following, once r is understood, we will omit r from the notation
for simplicity. Thus, we will write B = AU as the upper triangular Borel subgroup of Sp2r with
maximal torus A and maximal unipotent U .

For an integer i with 1 ≤ i ≤ r, let αi be the simple root defined by

αi(diag(a1, a2, . . . , ar, a
−1
r , . . . , a−1

1 )) = ai/ai+1, 1 ≤ i ≤ r − 1,

and

αr(diag(a1, a2, . . . , ar, a
−1
r , . . . , a−1

1 )) = a2
r.

Let ∆r = {αi, 1 ≤ i ≤ r} be the set of simple roots. For a root β of Sp2r, let Uβ ⊂ U be the root
space of β and xβ : k → Uβ be a fixed isomorphism.

Recall that H(k2n) is the Heisenberg group of k2n where k2n is endowed with the symplectic form

defined by

(
Jn

−Jr

)
. We can embed H(k2n) into Sp2n+2 by

[(x, y), z] 7→


1 x y z

In Jn
ty

In −Jntx
1

 , (x, y ∈ kn, z ∈ k).

The image of H(k2n) in Sp2n+2(k) is denoted by Hn. Denote Xn = {[(x, 0), 0] : x ∈ kn} and Yn =
{[(0, y), 0], y ∈ kn}. For 1 ≤ n < r, we will identify Xn, Yn with a subgroup of Sp2r(k) under the
above identification and the embedding Sp2n+2 ↪→ Sp2r. There is a Weil representation ωψ of the

semi-direct product Sp2n(k) nHn on the space S(kn).

3.3. Weyl elements supporting Bessel functions. Let W (Sp2r) be the Weyl group of Sp2r. For
each αi ∈ ∆(Sp2r), let wαi be the simple reflection determined by the root αi. The group W (Sp2r)
is generated by wαi , 1 ≤ i ≤ r. Let B(Sp2r) be the set of Weyl elements w ∈W (Sp2r) such that for
any αi ∈ ∆(Sp2r), wαi is either negative or simple.

Lemma 3.2. Let π be an irreducible generic representation of Sp2r with the Bessel function Bπ,ψ.

For w ∈W (Sp2r) but w /∈ B(Sp2r), we have

Bπ,ψ(g) = 0,∀g ∈ BwB.

Proof. By Proposition 3.1, it suffices to show that Bπ,ψ(tw) = 0 for all t ∈ A. Since w /∈ B(Sp2r),

there exists a simple root αi such that wαi is positive but not simple. Let x ∈ k and let xαi(x)
be an element in the root space of αi. We have twxαi(x) = xwαi(x

′)tw for some x′ ∈ k. Since
ψU (xαi(x)) = ψ(x) and ψU (xwαi(x

′)) = 1. By Proposition 3.1, we have

ψ(x)Bπ,ψ(tw) = Bπ,ψ(tw),∀x ∈ k.

Thus we get Bπ,ψ(tw) = 0. �



GAMMA FACTORS AND CONVERSE THEOREMS FOR CLASSICAL GROUPS OVER FINITE FIELDS 9

We say that Weyl elements w ∈ B(Sp2r) support the Bessel function Bπ,ψ.

Given w ∈ B(Sp2r), set

θw = {β ∈ ∆(Sp2r) : wβ > 0} .
The assignment w 7→ θw defines a bijection from B(Sp2r) to P(∆(Sp2r)), the power set of ∆(Sp2r),
i.e., the set of all subsets of ∆(Sp2r). For a subset θ ⊂ ∆(Sp2r), let wθ be the corresponding element
in B(Sp2r). For example, we have w∆(Sp2r) = 1 and w∅ = w`, where w` is the longest Weyl element.

Denote

wr−n,n =


Ir−n

In
In

Ir−n

 ∈ Sp2r(k), wn =

(
In

−In

)
∈ Sp2n(k) ↪→ Sp2r(k).

Let

(3.1) w̃n = w−1
r−n,nwnwr−n,n =

 In
I2(r−n)

−In

 .

Lemma 3.3. We have θw̃n = ∆(Sp2r)− {αn}.

Proof. This follows from a simple calculation. �

For 1 ≤ n ≤ r and a ∈ GLn(k), recall that tn(a) = mr

(
a

Ir−n

)
as in §3.2. We then embed

W (GLn), the Weyl group of GLn(k), into W (Sp2r) via the embedding a 7→ tn(a).
Let B0(Sp2r) = {1}. For 1 ≤ n ≤ r, let Bn(Sp2r) be the subset of B(Sp2r) such that each element

w ∈ Bn(Sp2r) has a representative of the form tn(w′)w̃n where w′ is a representative of some Weyl
element of GLn. Let Pn = {θ ⊂ ∆(Sp2r)|wθ ∈ Bn(Sp2r)}. By [Zh18, Lemma 4.5], we can check that

(3.2) Pn = {θ ⊂ ∆(Sp2r) : {αn+1, αn+2, . . . , αr} ⊆ θ ⊆ ∆(Sp2r)− {αn}} .

Let P0 = {∆(Sp2r)}. Then we have

r∐
n=0

Pn = P(∆(Sp2r)),

which implies that

(3.3)
r∐

n=0

Bn(Sp2r) = B(Sp2r).

Corollary 3.4. If w ∈ W (GLr) ⊂ W (Sp2r), w 6= 1, we have mr(w) /∈ B(Sp2r). In particular, if
a ∈ GLr(k) which is not in the upper triangular subgroup of GLr(k), we have Bπ,ψ(mr(a)) = 0.

Proof. In fact, for w ∈W (GLr) and w 6= 1, if mr(w) = tn(w′)w̃n for some n with 1 ≤ n ≤ r and w′ ∈
W (GLn), we would have w̃n ∈ W (GLr), which is impossible. Thus we get w /∈

∐r
n=0 Bn(Sp2r) =

B(Sp2r). The second assertion follows from Lemma 3.2. �

Lemma 3.5. For t ∈ A, the maximal torus of Sp2r(k), if Bπ,ψ(t) 6= 0, then t is in {±I2r}, the

center of Sp2r(k).

Proof. Given any x ∈ k and any β ∈ ∆(Sp2r), we consider the element xβ(x) ∈ U . We have
txβ(x) = xβ(β(t)x)t. Thus by Proposition 3.1, we have

ψ(x)Bπ,ψ(t) = ψ(β(t)x)Bπ,ψ(t).

Thus if Bπ,ψ(t) 6= 0, we have ψ(x) = ψ(β(t)x), for all x ∈ k and all β ∈ ∆(Sp2r). Since ψ is nontrivial

and x is arbitrary, we get β(t) = 1 for all β ∈ ∆(Sp2r). Now it is easy to see that t ∈ {±I2r}. �
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3.4. Induced representation on Sp2n(k). Let τ be an irreducible generic representation of GLn(k)

and let I(τ) = Ind
Sp2n(k)
Mn(k)Nn(k)τ . An element ξ ∈ I(τ) is a function ξ : Sp2n(k)→ τ such that

ξ(mn(a)ug) = τ(a)(ξ(g)),∀a ∈ GLn(k), u ∈ Nn(k), g ∈ Sp2n(k).

Let Zn(k) be the upper triangular unipotent subgroup of GLn(k) and let ψ
−1

Zn be the character of
Zn(k) defined by

ψ
−1

Zn(z) = ψ
−1

(
n−1∑
i=1

zi,i+1

)
, z = (zi,j) ∈ Zn(k).

Let Λ = Λτ ∈ HomZn(τ, ψ
−1

Zn) be a fixed nonzero Whittaker functional of τ . For ξ ∈ I(τ), let
fξ : Sp2n(k)×GLn(k)→ C be the function defined by

fξ(g, a) = Λ(τ(a)ξ(g)).

Let I(τ, ψ
−1

Zn) be the space of functions fξ, ξ ∈ I(τ). Note that for f ∈ I(τ, ψ
−1

Zn), z ∈ Zn(k), we have

f(zg) = ψ
−1

Zn(z)f(g).

Let τ∗ denote the representation of GLn(k) defined by τ∗(a) = τ(a∗), where a∗ = Jn
ta−1Jn ∈

GLn(k). Note that τ∗ is isomorphic to the contragredient representation of τ .

There is a (standard) intertwining operator M(τ, ψ
−1

) : I(τ, ψ
−1

Zn)→ I(τ∗, ψ
−1

Zn) defined by

M(τ, ψ
−1

)f(g, a) =
∑

u∈Nn(k)

f(w−1
n ug, dna

∗),

where dn = diag(−1, 1, . . . , (−1)n) ∈ GLn(k).

3.5. Zeta “integrals”. Let π be an irreducible ψU -generic representation of Sp2r(k), and τ be an

irreducible generic cuspidal representation of GLn(k). For W ∈ W(π, ψU ), f ∈ I(τ, ψ
−1

Zn), φ ∈ S(kn),
we consider the following

Ψ(W,φ, f)

(3.4)

=

{ ∑
g∈Un\Sp2n

∑
u∈Rr,n

∑
x∈XnW (w−1

r−n,n(uxg)wr−n,n)(ω
ψ
−1(g)φ)(x)f(g, In), 1 ≤ n < r,∑

g∈Ur\Sp2r
W (g)(ω

ψ
−1(g)φ)(er)f(g, Ir)dg, n = r.

Here

Rr,n =

mr

Ir−n−1 y
1

In

 ∈ Sp2r(k)

 ,

and er = (0, . . . , 0, 1) ∈ kr. Over local fields, these integrals have a rich history and were defined in
[GePS87] when n = r, [GiRS97] when n = 1 and [GiRS98] in the general case. See [Ka15] for a nice
survey. Over finite fields, these integrals are just finite sums.

3.6. Non-vanishing of zeta integrals. The purpose of this subsection is to show that we can
choose datum W,φ, f such that the zeta integral Ψ(W,φ, f) is non-vanishing.

We first construct some section of the induced representation of Sp2r(k). Let τ be an irreducible
cuspidal generic representation of GLn(k). For a vector v ∈ τ , we consider the element ξv ∈ I(τ)
defined by supp(ξv) = Mn(k)Nn(k) and

ξv(mn(a)u) = τ(a)v,∀a ∈ GLn(k), u ∈ Nn(k).

Let fv = fξv be the corresponding C-valued function in I(τ, ψ
−1

), i.e., fv(g, a) = Λ(τ(a)ξv(g)).

Recall that Λ is the fixed nonzero element in HomZn(τ, ψ
−1

Zn). Let f̃v = M(τ, ψ
−1

)fv. Let Wv(a) =
Λ(τ(a)v) and W ∗v (a) = Λ(τ(dna

∗)v).

Lemma 3.6. f̃v has the following properties.

(1) If f̃v(g, In) 6= 0 for g ∈ Sp2n(k), then g ∈ Pn(k)wnPn(k) = Pn(k)wnNn(k).
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(2) If x ∈ Nn(k), we have f̃v(wnx) = W ∗v (1).

(3) For a ∈ GLn(k), x ∈ Nn(k), we have f̃v(mn(a)wnx, In) = W ∗v (a).

Proof. (1) We have

f̃v(g, In) =
∑

u∈Nn(k)

fv(w
−1
n ug, dn)

=
∑

u∈Nn(k)

fv(dnw
−1
n ug, In).

Note that if fv(dnw
−1
n ug, In) 6= 0 for some u ∈ Nn(k), we must have dnw

−1
n ug ∈ Pn. Thus

g ∈ uwnPn ⊂ Pn(k)wnPn(k).
(2) For x ∈ Nn(k), we have

f̃v(wnx, In) =
∑

u∈Nn(k)

fv(dnw
−1
n uwnx, In).

Note that w−1
n uwnx ∈ Pn(k) if and only if u = I2n. Thus we get

f̃v(wnx, In) = fv(dnx, In) = W ∗v (1).

(3) This directly follows from a similar calculation as (2). �

Proposition 3.7. Let π be an irreducible ψU -generic cuspidal representation of Sp2r(k) and τ be
an irreducible generic representation of GLn(k) with 1 ≤ n ≤ r. Let Bπ,ψ ∈ W(π, ψU ) be the

Bessel function, δ0 ∈ S(kn) be the characteristic function of 0 = (0, . . . , 0) ∈ kn, δr1 ∈ S(kr) be the

characteristic function of er = (0, . . . , 0, 1) ∈ kr and fv ∈ I(τ, ψ
−1

) be the function constructed as
above for v ∈ τ . We have

Ψ(Bπ,ψ, δ0, fv) = Wv(1), 1 ≤ n < r,

and

Ψ(Bπ,ψ, δ
r
1, fv) = Wv(1), n = r.

In particular, there exist choices of v ∈ τ such that

Ψ(Bπ,ψ, δ0, fv) 6= 0,Ψ(Bπ,ψ, δ
r
1, fv) 6= 0.

Proof. We first consider the case 1 ≤ n < r. We compute the integral Ψ(Bπ,ψ, δ0, fv) for general v.
By definition, we have

Ψ(Bπ,ψ, δ0, fv) =
∑

g∈Un\Sp2n

∑
u∈Rr,n

∑
x∈Xn

Bπ,ψ(w−1
r−n,n(uxg)wr−n,n)ω

ψ
−1(g)δ0(x)fv(g, In).

From the definition of fv, we have fv(g, In) 6= 0 if and only if g ∈Mn(k)Nn(k). If g ∈Mn(k)Nn(k),
we write g = mn(a)u′ for a ∈ GLn(k), u′ ∈ Nn(k). We have fv(mn(a)u′, In) = Wv(a). Thus we get

Ψ(Bπ,ψ, δ0, fv) =
∑

a∈Zn\GLn(k)

∑
u∈Rr,n

∑
x∈Xn

Bπ,ψ(w−1
r−n,n(uxmn(a))wr−n,n)ω

ψ
−1(mn(a))δ0(x)Wv(a).

By the Weil representation formula, see [GH17, p.219] for example, we have

ω
ψ
−1(mn(a))δ0(x) = ε(det(a))δ0(xa),

where the right side is nonzero if and only if x = 0. Here ε is the unique nontrivial quadratic
character of k×. Thus we get

Ψ(Bπ,ψ, δ0, fv) =
∑

a∈Zn\GLn(k)

∑
u∈Rr,n

Bπ,ψ(w−1
r−n,n(umn(a))wr−n,n)ε(det(a))Wv(a).

Write u ∈ Rr,n as

u = mr

Ir−n−1 y
1

In

 .
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A simple matrix calculation shows that

w−1
r−n,numn(a)wr−n,n = mr

 a
1

ya Ir−n−1

 .

By Corollary 3.4 and Lemma 3.5, if Bπ,ψ(w−1
r−n,numn(a)wr−n,n) 6= 0, then a ∈ Zn and y = 0. Thus

we get

(3.5) Ψ(Bπ,ψ, δ0, fv) = Wv(1).

We can choose v ∈ τ such that Wv(1) 6= 0. This proves the conclusion when 1 ≤ n < r.
We next consider the case n = r. By the definition of fv, we have

Ψ(Bπ,ψ, δ
r
1, fv) =

∑
g∈Zr\GLr(k)

Bπ,ψ(mr(a))ω
ψ
−1(mr(a))δr1(er)Wv(a).

By Corollary 3.4, if a is not in the upper triangular subgroup of GLr(k), we have Bπ,ψ(mr(a)) = 0.

For a diagonal element t in GLr(k), if t 6= ±Ir, we have Bπ,ψ(mr(t)) = 0 by Lemma 3.5. If t = −In,
we get

ω
ψ
−1(−In)δr1(er) = 0

by the definition of δr1. Thus we get

(3.6) Ψ(Bπ,ψ, δ
r
1, fv) = Wv(1).

It is clear that we can choose v such that Wv(1) 6= 0. �

3.7. The gamma factors.

Proposition 3.8. Let π be an irreducible ψU -generic representation of Sp2r(k) and τ be an ir-
reducible generic cuspidal representation of GLn(k) with 1 ≤ n ≤ r, then there exists a number
γ(π × τ, ψ) such that

Ψ(W,φ,M(τ, ψ
−1

)f) = γ(π × τ, ψ)Ψ(W,φ, f),

for all W ∈ W(π, ψU ), f ∈ I(τ, ψ
−1

Zn), φ ∈ S(kn).

Proof. If 1 ≤ n < r, we can check that (W,φ, f) 7→ Ψ(W,φ, f) and (W,φ, f) 7→ Ψ(W,φ,M(τ, ψ
−1

)f)
define two elements in the space HomH(k)(π ⊗ I(τ) ⊗ νψ,C), which has dimension at most one by

Proposition 2.4. Thus by the non-vanishing result of Ψ(W,φ, f), Proposition 3.7, there exists a
number γ(π × τ, ψ) such that

Ψ(W,φ,M(τ, ψ
−1

)f) = γ(π × τ, ψ)Ψ(W,φ, f),

for all W ∈ W(π, ψU ), f ∈ I(τ, ψ
−1

Zn), φ ∈ S(kn). When n = r, this follows from Proposition 2.3. �

Remark 3.9. Let π be an irreducible generic representation of Sp2r(k) and τ be an irreducible
generic representation of GLn(k) as usual. If n > r, following [GiRS98], we can still define local

zeta integrals Ψ(W,φ, f) for W ∈ W(π, ψU ), f ∈ I(τ, ψ
−1

Zn), φ ∈ S(kn) and hence gamma factors

γ(π × τ, ψ). However, in Theorem 4.1 next section, we will prove that the set{
γ(π × τ, ψ) : τ irreducible generic representation of GLn(k), 1 ≤ n ≤ r

}
will uniquely determine an irreducible generic cuspidal representation π. Therefore, in this paper,
we do not include the gamma factors γ(π × τ, ψ) when n > r.
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4. A converse theorem for Sp2r

In this section, we still let k be a finite field with odd characteristic. The purpose of this section
is to prove the following

Theorem 4.1. Let π and π′ be two irreducible ψU -generic cuspidal representations of Sp2r(k) with
the same central character. If

γ(π × τ, ψ) = γ(π′ × τ, ψ)

for all irreducible generic representations τ of GLn(k) and for all n with 1 ≤ n ≤ r, then π ∼= π′.

Notice that in the above theorem π and π′ are assumed to be generic with respect to the same
generic character. A p-adic version of Theorem 4.1 was proven in [Zh18].

4.1. An auxiliary lemma.

Lemma 4.2 ([Ni14, Lemma 3.1]). Let H be a function on GLn(k) such that

H(ug) = ψZn(u)H(g),∀u ∈ Zn, g ∈ GLn(k).

If ∑
g∈Zn\GLn(k)

H(g)Wτ (g) = 0,

for all Wτ ∈ W(τ, ψ
−1

Zn) and all irreducible generic representations τ of GLn(k), then H(g) ≡ 0.

4.2. Proof of Theorem 4.1. In the following, we fix two irreducible generic cuspidal representa-
tions π, π′ with the same central character ωπ = ωπ′ . Recall that Bπ,ψ and Bπ′,ψ are the Bessel

functions of π and π′, respectively, and B = AU is the upper triangular Borel subgroup with torus
A and maximal unipotent U .

Theorem 4.3. Let n be an integer with 1 ≤ n ≤ r. If γ(π × τ, ψ) = γ(π′ × τ, ψ) for all irreducible
generic representations τ of GLn(k), then

Bπ,ψ(tn(a)w̃n) = Bπ′,ψ(tn(a)w̃n),∀a ∈ GLn(k).

Recall that tn(a) = mr

(
a

Ir−n

)
as in §3.2, and w̃n is defined in (3.1).

Proof. We first assume that 1 ≤ n < r.

Recall from Proposition 3.7 that for fv ∈ I(τ, ψ
−1

) as in §3.6, and δ0 ∈ S(kn) the characteristic
function of 0 = (0, . . . , 0) ∈ kn, we have

Ψ(Bπ,ψ, δ0, fv) = Wv(1) = Ψ(Bπ′,ψ, δ0, fv).
By the assumption on the gamma factors and the functional equation, we can get that

Ψ(Bπ,ψ, δ0, f̃v) = Ψ(Bπ′,ψ, δ0, f̃v),(4.1)

where f̃v = M(τ, ψ
−1

)fv. On the other hand, we have

Ψ(Bπ,ψ, δ0, f̃v) =
∑

g∈Un\Sp2n

∑
u∈Rr,n

∑
x∈Xn

Bπ,ψ(w−1
r−n,n(uxg)wr−n,n)ω

ψ
−1(g)δ0(x)f̃v(g, In).

By Lemma 3.6, if g /∈ Pn(k)wnNn(k), we have f̃v(g, In) = 0. If g ∈ Pn(k)wnNn(k), we can write

g = u2mn(a)wnu1 with u1, u2 ∈ Nn(k) and a ∈ GLn(k). We have f̃v(g, In) = W ∗v (a). Thus

Ψ(Bπ,ψ, δ0, f̃v) =
∑

a∈Zn\GLn(k)

∑
u1∈Nn(k)

∑
u∈Rr,n

∑
x∈Xn

Bπ,ψ(w−1
r−n,n(uxmn(a)wnu1)wr−n,n)

· ω
ψ
−1(mn(a)wnu1)δ0(x)W ∗v (a).

It is easy to check that ω
ψ
−1(u1)δ0 = δ0 for u1 ∈ Nn(k), and we have

w−1
r−n,nu1wr−n,n =

In u′1
I2(r−n)

In

 ∈ Nr(k) ⊂ U.
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By Proposition 3.1, we get

Bπ,ψ(w−1
r−n,n(uxmn(a)wnu1)wr−n,n) = Bπ,ψ(w−1

r−n,n(uxmn(a)wn)wr−n,n).

Thus we get

Ψ(Bπ,ψ, δ0, f̃v) = |Nn(k)|
∑

a∈Zn\GLn(k)

∑
u∈Rr,n

∑
x∈Xn

Bπ,ψ(w−1
r−n,n(uxmn(a)wn)wr−n,n)

· ω
ψ
−1(mn(a)wn)δ0(x)W̃ ∗v (a).

Note that for u ∈ Rr,n, x ∈ Xn, the element ux is of the form

mr

Ir−n−1 y
1 x

In

 .

with y ∈ Mat(r−n−1)×n(k), x ∈ Mat1×n(k). For simplicity, we write

u(y, x) =

Ir−n−1 y
1 x

In

 .

By conjugation, we have

uxmn(a) = mn(a)u(ya, xa).

Note that tn(a) = w−1
r−n,nmn(a)wr−n,n, and w̃n = w−1

r−n,nwnwr−n,n. We have

w−1
r−n,n(uxmn(a)wn)wr−n,n = tn(a)w−1

r−n,nu(ya, xa)wnwr−n,n = tn(a)w̃nu
′(ya, xa),

where u′(ya, xa) = w−1
r−n,nw

−1
n u(ya, xa)wnwr−n,n. Plugging these calculations into the expression of

Ψ(Bπ,ψ, δ0, f̃v), we get

Ψ(Bπ,ψ, δ0, f̃v) = |Nn(k)|
∑

a∈Zn\GLn(k)

∑
y∈Mat(r−n−1)×n(k)

∑
x∈Mat1×n(k)

Bπ,ψ(tn(a)w̃nu
′(ya, xa))

· ω
ψ
−1(mn(a)wn)δ0(x)W ∗v (a).

Note that

ω
ψ
−1(mn(a)wn)δ0(x) = ε(det(a))ω

ψ
−1(wn)δ0(xa).

By changing variable, we can get

Ψ(Bπ,ψ, δ0, f̃v) = |Nn(k)|
∑

a∈Zn\GLn(k)

∑
y∈Mat(r−n−1)×n(k)

∑
x∈Mat1×n(k)

Bπ,ψ(tn(a)w̃nu
′(y, x))

· ε(det(a))ω
ψ
−1(wn)δ0(x)W ∗v (a).

We can check that

u′(y, x) =


In Jn

tx Jn
tyJr−n−1

Ir−n−1 y
1 x

1
Ir−n−1

In

 ∈ Sp2r(k).

In particular, we have u′(y, x) ∈ U . By Proposition 3.1, we have

Bπ,ψ(tn(a)w̃nu
′(y, x)) = Bπ,ψ(tn(a)w̃n).

Thus we get

Ψ(Bπ,ψ, δ0, f̃v) = Ck
∑

a∈Zn\GLn(k)

Bπ,ψ(tn(a)w̃n)

( ∑
x∈Xn

ω
ψ
−1(wn)δ0(x)

)
ε(det(a))W ∗v (a),(4.2)

where Ck = |Nn(k)| · |Mat(r−n−1)×n(k)| is a nonzero constant related to k (and also r, n).
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By the Weil representation formula, see [GH17, p.220] or [LZ19, p.76], we have

ω
ψ
−1(wn)δ0(x) =

1

γ(In, ψ
−1

)
,

where γ(In, ψ
−1

) =
∑
x∈kn ψ(xJn

tx), which is nonzero. Thus we get∑
x∈Xn

ω
ψ
−1δ0(x) =

|kn|
γ(In, ψ

−1
)
.

Let

C ′k = Ck
∑
x∈Xn

ω
ψ
−1(wn)δ0(x) 6= 0.

Thus (4.2) becomes

Ψ(Bπ,ψ, δ0, f̃v) = C ′k
∑

a∈Zn\GLn(k)

Bπ,ψ(tn(a)w̃n)ε(det(a))W ∗v (a).(4.3)

The above equation is also valid if we replace π by π′. By (4.1), we get∑
a∈Zn\GLn(k)

(
Bπ,ψ(tn(a)w̃n)− Bπ′,ψ(tn(a)w̃n)

)
ε(det(a))W ∗v (a) = 0.

Note that this is true for all v ∈ τ and all irreducible generic representations τ of GLn(k). By
Lemma 4.2, we have

Bπ,ψ(tn(a)w̃n) = Bπ′,ψ(tn(a)w̃n),∀a ∈ GLn(k).

This concludes the proof when 1 ≤ n < r.
We next consider the case when n = r. Recall that δr1 ∈ S(kr) is the characteristic function of

er = (0, . . . , 0, 1) ∈ kr. Let v ∈ τ and fv ∈ I(τ, ψ
−1

) still be the function considered in §3.6. By
(3.6), we have

Ψ(Bπ,ψ, δ
r
1, fv) = Wv(1).

In particular, we have

Ψ(Bπ,ψ, δ
r
1, fv) = Ψ(Bπ′,ψ, δ

r
1, fv).

By the functional equation and the assumption on gamma factors, we then get

Ψ(Bπ,ψ, δ
r
1, f̃v) = Ψ(Bπ′,ψ, δ

r
1, f̃v),

where f̃v = M(τ, ψ
−1

)fv. From the definition, we get

Ψ(Bπ,ψ, δ
r
1, f̃v) =

∑
g∈U\Sp2r(k)

Bπ,ψ(g)ω
ψ
−1(g)δr1(er)f̃v(g, Ir).

By Lemma 3.6, if g /∈ Pr(k)wrNr(k), we have f̃v(g, Ir) = 0. For g ∈ Pr(k)wrNr(k), we write

g = u1mr(a)wru2. We have f̃v(g, Ir) = W ∗v (a). Thus we have

Ψ(Bπ,ψ, δ
r
1, f̃v) =

∑
a∈Zr\GLr(k)

Bπ,ψ(mr(a)wru2)ω
ψ
−1(mr(a)wru2)δr1(er)W

∗
v (a).

By the Weil representation formula (see [GH17, p.220]),

ω
ψ
−1(u2)δr1 = ψ

−1

U (u2)δr1.

And by Proposition 3.1,

Bπ,ψ(mr(a)wru2) = ψU (u2)Bπ,ψ(mr(a)wr).

We thus get

Ψ(Bπ,ψ, δ
r
1, f̃v) = |Nr(k)|

∑
a∈Zr\GLr(k)

Bπ,ψ(mr(a)wr)ωψ−1(mr(a)wr)δ
r
1(er)W

∗
v (a).
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Write a = (aij) ∈ GLr(k). By the Weil representation formula (see [GH17, p.220] or [LZ19, p.76]),
we have

ω
ψ
−1(mr(a)wr)δ

r
1(er) = ε(det(a))ω

ψ
−1(wr)δ

r
1(era)

=
1

γ(Ir, ψ
−1

)
ε(det(a))

∑
x∈kr

ψ
−1

(2(era)Jr
tx)δr1(x)

=
1

γ(Ir, ψ
−1

)
ε(det(a))ψ

−1
(2ar1).

Hence,

(4.4) Ψ(Bπ,ψ, δ
r
1, f̃v) =

|Nr(k)|
γ(Ir, ψ

−1
)

∑
a∈Zr\GLr(k)

Bπ,ψ(mr(a)wr)ψ
−1

(2ar1)ε(det(a))W ∗v (a).

There is a similar equation for Ψ(Bπ′,ψ, δr1, f̃v). The condition

Ψ(Bπ,ψ, δr1, f̃v) = Ψ(Bπ′,ψ, δr1, f̃v)
thus implies that∑

a∈Zr\GLr(k)

(Bπ,ψ(mr(a)wr)− Bπ′,ψ(mr(a)wr))ψ
−1

(2ar1)ε(det(a))W ∗v (a) = 0.

Note that this is true for all v ∈ τ and all irreducible generic representations τ of GLr(k). Therefore,
by Lemma 4.2,

(Bπ,ψ(mr(a)wr)− Bπ′,ψ(mr(a)wr))ψ
−1

(2ar1) = 0,∀a ∈ GLr(k).

Since ψ
−1

(2ar1) 6= 0, we get

Bπ,ψ(mr(a)wr) = Bπ′,ψ(mr(a)wr).

This concludes the proof. �

Proof of Theorem 4.1. Denote B(g) = Bπ,ψ(g)−Bπ′,ψ(g). By assumption and Theorem 4.3, we have
that

(4.5) B(tn(a)w̃n) = 0,∀a ∈ GLn(k),∀1 ≤ n ≤ r.
For w ∈ Bn(Sp2r), we show that B(tw) = 0 for all t ∈ A. Let i ≥ n+1, we consider the unipotent

element xαi(x) in the root space of αi. By (3.2), we can check that

wxαi(x) = xαi(x)w.

Hence,

twxαi(x) = xαi(αi(t)x)tw.

Thus by Proposition 3.1, we have

ψ(x)B(tw) = ψ(αi(t)x)B(tw).

If αi(t) 6= 1 for some i > n, we get B(tw) = 0 since x is arbitrary in the above equation and ψ is
nontrivial. We next assume that αi(t) = 1 for all i > n. Then t has the form

t = zmr(diag(a1, . . . , an, 1, . . . , 1)) = ztn(diag(a1, . . . , an)),

for some z = ±I2r in the center of Sp2r(k). By (4.5), we get

B(tw) = ω(z)B(tn(diag(a1, . . . , an))tn(w′)w̃n) = 0.

Here ω = ωπ = ωπ′ is the central character of π and π′. Therefore, we have proved that B(tw) = 0
for all t ∈ A and all w ∈ Bn(Sp2r) with 1 ≤ n ≤ r.

If w = 1, we have B(t) = 0 for all t ∈ A by Lemma 3.5 and the assumption ωπ = ωπ′ . Then we
get B(tw) = 0 for all t ∈ A and all w ∈ B(Sp2r) by (3.3). By Lemma 3.2, we get B(g) = 0 for all
g ∈ Sp2r(k), i.e., Bπ,ψ(g) = Bπ′,ψ(g) for all g ∈ Sp2r(k). By the uniqueness of Whittaker model, we

get π ∼= π′. This completes the proof of Theorem 4.1. �
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4.3. Computation of the gamma factors. As a corollary of the proof of Theorem 4.3, we can
obtain an expression of the gamma factors γ(π×τ, ψ). Let τ be an irreducible generic representation
of GLn(k). Let B

τ,ψ
−1 be the (normalized) Bessel function of τ , which is the unique function in

W(τ, ψ
−1

Zn) such that

B
τ,ψ
−1(z1gz2) = ψ

−1

Zn(z1z2)B
τ,ψ
−1(g),∀z1, z2 ∈ Zn,

and

B
τ,ψ
−1(1) = 1.

The existence of B
τ,ψ
−1 can be proved similarly as in the Sp2r case, see §3.1.

Proposition 4.4. Let π be an irreducible ψU -generic cuspidal representation of Sp2r(k) and τ be
an irreducible generic representation of GLn(k).

(1) If 1 ≤ n < r, we have

γ(π × τ, ψ) =
q(2rn−n2+n)/2

γ(In, ψ
−1

)

∑
a∈Zn\GLn(k)

Bπ,ψ(tn(a)w̃n)ε(det(a))B
τ,ψ
−1(dna

∗).

(2) If n = r, we have

γ(π × τ, ψ) =
qr(r+1)/2

γ(Ir, ψ
−1

)

∑
a∈Zr\GLr(k)

Bπ,ψ(mr(a)wr)ψ
−1

(2ar1)ε(det(a))B
τ,ψ
−1(dra

∗).

Proof. (1) For v ∈ τ , let fv ∈ I(τ, ψ
−1

) be the section defined in §3.6. From the calculation in the
proof of Proposition 3.7 or (3.5), we get

Ψ(Bπ,ψ, δ0, fv) = Wv(1).

From the proof of Theorem 4.3, in particular from (4.3), we get

Ψ(Bπ,ψ, δ0, f̃v) = C ′k
∑

g∈Zn\GLn(k)

Bπ,ψ(tn(a)w̃n)ε(det(a))W ∗v (a),

where

C ′k = Ck
∑
x∈Xn

ω
ψ
−1(wn)δ0(x) = |Nn(k)| · |Mat(r−n−1)×n(k)| |kn|

γ(In, ψ
−1

)
.

Now we fix a Whittaker vector v ∈ τ , i.e., a vector v such that τ(z)v = ψ
−1

Zn(z)v for all z ∈ Zn. We

also assume that the Whittaker functional Λ ∈ HomZn(τ, ψ
−1

Zn) is chosen such thatWv(1) = Λ(v) = 1.
The Bessel function B

τ,ψ
−1 is the Whittaker function associated with v, i.e., B

τ,ψ
−1(a) = Λ(τ(a)v).

From the functional equation, we get

γ(π × τ, ψ) =
q(2rn−n2+n)/2

γ(In, ψ
−1

)

∑
g∈Zn\GLn(k)

Bπ,ψ(tn(a)w̃n)ε(det(a))W ∗v (a),

where W ∗v (a) = Λ(τ(dna
∗)v) = B

τ,ψ
−1(dna

∗). The assertion follows.

(2) The proof is similar as the above case. For v ∈ τ and fv ∈ I(τ, ψ
−1

) be as the above. Let
δr1 ∈ S(kr) be the characteristic function of er. By (3.6), We have

Ψ(Bπ,ψ, δ
r
1, fv) = Wv(1).

By (4.4), we have

Ψ(Bπ,ψ, δ
r
1, f̃v) =

|Nr(k)|
γ(Ir, ψ

−1
)

∑
a∈Zr\GLr(k)

Bπ,ψ(mr(a)wr)ψ
−1

(2ar1)ε(det(a))W ∗v (a).

Now we pick v ∈ τ to be the Whittaker vector and Λ ∈ HomZr (τ, ψ
−1

Zn) also be as above. Then we
have B

τ,ψ
−1(a) = Wv(a) = Λ(τ(a)v). The assertion then follows from the definition of γ(π × τ, ψ)

directly. �
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Remark 4.5. The formulas in Proposition 4.4 show that the gamma factor γ(π × τ, ψ) is certain
Mellin transform of Bessel functions. Similar formulas have been proved for GL2(k) in [PS83], see
also [Co14, §2], GLn(k) in [Ro10], and G2(k) in [LZ18]. It is desirable to express gamma factors as
certain Mellin transform of Bessel functions for more general groups, see [Co14, §6].

Remark 4.6. If r > 1, n = 1 and χ a character of GL1(k) = k×, then the formula in the above
proposition reads

(4.6) γ(π × χ, ψ) =
qr

γ(1, ψ
−1

)

∑
a∈k×

Bπ,ψ(t1(a)w̃1)ε(a)χ−1(a).

It was proved in [NZ18] that when q is large, an irreducible generic cuspidal representation π of
GLn(k) = GLn(Fq) can be uniquely determined by the gamma factors of its various GL1-twists. It
is an interesting question that if an irreducible generic cuspidal representation of Sp2r(Fq) can be
determined by the above GL1(k)-twists when q is large.

5. Gamma factors and a converse theorem for U2r

The technique used in the previous sections can also be used to define gamma factors for U2r(k)×
GLn(k2) for 1 ≤ n ≤ r and then give a proof of the local converse theorem for U2r(k), where k is
a finite field of odd characteristic, k2 is the quadratic extension of k, and U2r(k) is the quasi-split
unitary group of size 2r associated with the extension k2/k. Since the proof is quite similar, we just
give a sketch in this section and highlight the differences in the proof.

Let F be a p-adic field with odd residue characteristic, and let E be a fixed unramified quadratic
extension of F . Denote by x 7→ xι the unique nontrivial element in Gal(E/F ). Let oF (resp. oE)
be the ring of intergers of F (resp. E), pF (resp. pE) be the maximal ideal of oF (resp. oE). Let
ωE/F be the class field character of F× associated with the extension E/F . We assume E and
F are chosen such that k = oF /oF and k2 = oE/pE . We also denote by x 7→ xι the nontrivial
Galois element in Gal(k2/k). For x ∈ k2, let Trk2/k(x) = x + xι. Let ΠoF : oF → k be the natural

projection. Let ψ be a fixed unramified additive character of F and let ψ be the character of k
defined by ψ(ΠoF (t)) = ψ(t$−1

F ), where $F is a fixed generator of pF .

5.1. Weil representations. Let (V, 〈 , 〉) be a skew-Hermitian space of dimension 2r over E. We
fix an isomorphism V ∼= E2r and assume the skew-Hermitian form is given by

〈v1, v2〉 = v1

(
Jr

−Jr

)
t(vι2).

Let U2r(F ) be the isometry group of (V, 〈 , 〉). Similarly, we can define the group U2r(k) for the
extension k2/k.

Let V ′ ∼= E be the one dimensional Hermitian space with Hermitian structure defined by 〈v1, v2〉 =
v1v

ι
2, v1, v2 ∈ V ′. Let U1(F ) = U(V ′) be the isometry group of V ′. Then the tensor product

W = V ⊗E V ′ is a skew-Hermitian space and its underlying space over F is a symplectic space with
the symplectic structure

〈v1 ⊗ v′1, v2 ⊗ v′2〉′ = TrE/F (〈v1, v2〉v′1(v′2)ι).

In this way, U2r(F )×U1(F ) is a reductive dual pair in the group Sp(W ) ∼= Sp4r(F ). Thus we have

an embedding U2r(F ) × U(V ′) ↪→ Sp4r(F ). Let ωψ be the Weil representation of S̃p4r(F ). Let µ
be a character of E× such that its restriction to F× is ωE/F . Then it is known that the projection

S̃p4r(F )→ Sp2r(F ) splits over U2r(F )×U(V ′). More precisely, there is a group homomorphism sµ :

U2r(F ) × U(V ′) → S̃p4r(F ) which depends on µ, such that the composition U2r(F ) → S̃p4r(F ) →
Sp4r(F ) is the embedding, see [HKS96, §1]. Thus we get a Weil representation ωψ,µ of U2r(F )×U(V ′)
via the embedding sµ. Via the embedding U2r(F ) ↪→ U2r(F ) × U(V ′), we also view ωψ,µ as a
representation of U2r(F ).

Over the finite field k, the group U2r(k) can be embedded into Sp4r(k) naturally. Recall that we
have a Weil representation ωψ of Sp4r(k). Let ε be the unique non-trivial quadratic character of
k1

2 = {x ∈ k2 : xxι = 1}. We view ε as a character of U2r(k) via the determinant map. For the finite
unitary group U2r(k), the Weil representation ω′

ψ
associated with the character ψ is defined to be
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ω′
ψ

= ε⊗ ωψ, where ωψ is the pull-back of the Weil representation of Sp4r(k) to U2r(k), see [Ge77,

Theorem 3.3]. Note that the space of ωψ can be identified with S(kr2).

5.2. General lattice model of the Weil representation. Let ei, i = ±1, . . . ,±r be a basis of V
with

〈ei, ej〉 = 0 = 〈e−i, e−j〉, 〈ei, e−j〉 = δi,j ,∀i, j > 0.

Let L ⊂ V be the lattice

L = pEe1 + pEe2 + · · ·+ pEer + oEe−r + oEe−(r−1) + · · ·+ oEe−1.

Let L∗ = {v ∈ V : 〈v, b〉 ∈ oE ,∀b ∈ L}. Then we can check that

L∗ = oEe1 + · · ·+ oEer +$−1
E oEe−r + · · ·+$−1

E oEe−1,

i.e., $EL
∗ = L. Set

GL = {g ∈ U2r(F ) : g.L = L} ,
GL,0+ = {g ∈ GL : (g − 1).L∗ ⊂ L} .

Then we can check that GL/GL,0+
∼= U2r(k).

Recall that V ′ ∼= E is the one dimensional Hermitian space defined in the above section. Let
L′ = oE , viewed as a lattice in V ′. Then L′∗ = {v ∈ V ′ : 〈v, b〉 ∈ oE ,∀v ∈ L′} = L′. Similarly as GL
and GL,0+, we can define GL′ and GL′,0+. Then we have GL′/GL′,0+

∼= U1(k).
Let

B = L∗ ⊗ L′ ∩ L⊗ L′∗ = L⊗ L′,
which is a lattice in W , the underlying F space of V ⊗E V ′. As in Section 2.2, we can define the
group KB and K ′B. We have that KB/K

′
B
∼= Sp4r(k). Moreover, the Weil representation of ωψ of

S̃p4r(F ) and the Weil representation ωψ of Sp4r(k) have the relation

(ωψ|KB
)K
′
B ∼= ωψ,

see [Pan02, Proposition 5.3] or Proposition 2.1.

Lemma 5.1. There exists a character µ such that the natural homomorphism

ωψ,µ|GL → ω′
ψ

is surjective between representations of U2r(k).

Proof. Consider the dual pair U(V )×U(V ′) as above. Let µ be any character of E× such that µ|F×
is the class field theory character associated with the extension E/F . Such a µ determines a map
βµ : U(V )→ C× such that

sµ : U(V )→ Ũ(V )

g 7→ (g, βµ(g))

is a group homomorphism, where Ũ(V ) is the inverse image of U(V ) in S̃p4r(F ) via the inclusion
U(V ) → Sp4r(F ), see [HKS96, (1.14), (1.15), p.952]. Moreover, the Weil representation ωψ,µ of
U(V ) is exactly (ωψ)|Ũ(V ) ◦ sµ. By [Pan01, Theorem A], there exists a choice of µ such that βµ|GL
is a nontrivial quadratic character, say ε′. We fix such a character µ. As a representation of GL, we
have ωψ,µ|GL = (ωψ|KB )|GL ⊗ ε′ = ε′ ⊗ ωψ|GL . Note that for g ∈ GL,0+, we have det(g) = 1. Thus
ε′|GL,0 = 1. Thus ε′ defines a character of U2r(k) ∼= GL/GL,0+, which must be ε by the uniqueness of
quadratic characters on U2r(k). By [Pan02, Proposition 5.3] or Proposition 5.1, there is a surjective
map ωψ|KB → ωψ of Sp4r(k) representations. By restriction, we get a surjective map

ωψ,µ|GL ∼= ε′ ⊗ ωψ|GL → ω′
ψ
∼= ε⊗ ωψ

of U2r(k)-representations. �
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5.3. Uniqueness of Fourier-Jacobi model.

Proposition 5.2. Let k be a finite field of odd characteristic and k2 be the unique quadratic extension
of k (in a fixed algebraic closure). Let P = MN be a parabolic subgroup of U2r(k). Let π0 be an
irreducible cuspidal representation of U2r(k) and τ0 be an irreducible cuspidal representation of M .
Then we have

dim HomU2r(k)(π0, I(τ0)⊗ ω′
ψ

) ≤ 1,

where I(τ0) = Ind
U2r(k)
MN (τ0).

Proof. Applying Lemma 5.1, the proof is similar to that of Proposition 2.3 and can be reduced to
the uniqueness of Fourier-Jacobi models over p-adic fields for unitary groups proved by Sun [Su12].
Note that, we also have an analogue of Proposition 2.2. �

Similarly, as in the Sp2r case, the above result can also be extended to more general settings. See
§2.5 for the Sp2r case.

Assume that n ≤ r − 1. Let P = MN be the parabolic subgroup of U2r(k) with Levi subgroup

M =
{

diag(a1, . . . , ar−n, g, a
ι
r−n, . . . , a

ι
1), ai ∈ k×2 , g ∈ U2n(k)

} ∼= (k×2 )r−n ×U2n(k)

and unipotent subgroup N . Let

H = U2n(k) nN ⊂ P.
Let

Hn =


1 x z

I2n x∗

1

 , x ∈ kn2 , z ∈ k

 ⊂ U2n+2(k).

Note that Hn can be embedded into N . Note that, the group Hn is indeed the 4n+ 1 dimensional
Heisenberg group. There is a Weil representation ω′

ψ
of U2n(k) nHn. Note that U2n(k) nHn is a

subgroup of H, and any element h ∈ H is of the form h = uh0g with h0 ∈ Hn, g ∈ U2r(k) and

u =

z v1 v2

I2n+2 v∗1
z


where z is in the standard upper triangular subgroup of GLr−n−1(k2). Let νψ be the representation
of H defined by

νψ(uh0g) = ψ(u)ω′
ψ

(h0g),

where h0 ∈ Hn, g ∈ U2r(k) and

u =

z v1 v2

I2n+2 v∗1
z


as above, and

ψ(u) := ψ

(
Trk2/k

(
r−n−1∑
i=1

zi,i+1

))
.

The representation νψ is well-defined, see [GGP12a, §12]. Let σ be a representation of U2n(k). We

can view σ as a representation of H via the quotient map H → U2n(k). Thus we can form the
representation σ ⊗ νψ of H.

Proposition 5.3. Let τ0 be an irreducible representation of GLn(k2) and π0 be an irreducible cus-
pidal representation of U2r(k). Then we have

dim HomH(π0, I(τ0)⊗ νψ) ≤ 1.

The proof is similar to that of Proposition 2.4 Part (2) and we omit the details.
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5.4. The gamma factors. Over a p-adic field extension E/F , the local and global zeta integrals
for generic representations of U2r(F ) twisted by generic representations of GLn(E) for n ≤ r were
studied in [BAS09]. In this subsection, we consider their finite fields analogues (in fact, integrals
over finite fields are finite sums). These integrals are quite similar to those defined for Sp2r(k), see
§3.5.

Let τ be an irreducible generic representation of GLn(k2) and let I(τ) := Ind
U2n(k)
Pn

(τ). Recall that
Pn is the Siegel parabolic subgroup of U2n(k). Let Zn be the upper triangular unipotent subgroup

of GLn(k2) and let ψ
−1

Zn be the character of Zn defined by

ψ
−1

Zn(z) = ψ
−1

(
Trk2/k

(
n−1∑
i=1

zi,i+1

))
, z = (zij) ∈ Zn.

Fix a nontrivial Whittaker functional Λ = Λτ ∈ HomZn(τ, ψ
−1

Zn). LetWv(a) = Λ(τ(a)v) andW ∗v (a) =
Λ(τ(dna

∗)v) for a ∈ GLn(k2). Here dn = diag(−1, 1, . . . , (−1)n) ∈ GLn. For ξ ∈ I(τ), let fξ(g, a) =

Λ(τ(a)ξ(g)), a ∈ GLn(k2), g ∈ U2n(k). Let I(τ, ψ
−1

Zn) be the space of all fξ as ξ ∈ I(τ).
Let π be an irreducible cuspidal representation of U2r(k). Let ω′

ψ
be the Weil representation of

U2n(k). Let Un be the upper triangular unipotent subgroup of U2n(k) and ψUr be any fixed generic

character of Ur. For W ∈ W(π, ψUr ), f ∈ I(τ, ψ
−1

Zn), φ ∈ S(kn2 ), we can define

Ψ(W,φ, f)

(5.1)

=

{ ∑
g∈Un\U2n(k)

∑
v∈Rr,n

∑
x∈XnW (w−1

r−n,n(vxg)wr−n,n)ω′
ψ
−1(g)φ(x)f(g, In), 1 ≤ n < r,∑

g∈Ur\U2r(k)W (g)ω′
ψ
−1(g)φ(er)f(g, Ir)dg, n = r.

Here Xn, R
r,n and wr−n,n can be defined similarly as in the Sp2r case, see §3.5.

Similarly, as in Proposition 3.7, we can pick W,φ, f such that Ψ(W,φ, f) 6= 0. Following Propo-
sition 5.3, analogous to Proposition 3.8, we have the following

Proposition 5.4. Let k be a finite field with odd characteristic and k2/k be a fixed quadratic ex-
tension. Let π be an irreducible generic cuspidal representation of U2r(k) and τ be an irreducible
generic representation of GLn(k2) with n ≤ r. Then there exists a complex number γ(π× τ, ψ) such
that

Ψ(W,φ,M(τ, ψ
−1

)f) = γ(π × τ, ψ)Ψ(W,Φ, f),

for all W ∈ W(π, ψUr ), φ ∈ S(kn2 ) and f ∈ I(τ, ψ
−1

Zn). Here M(τ, ψ
−1

) is the intertwining operator
defined similarly as in the Sp2r case.

5.5. A converse theorem. Similarly, as in the Sp2r case, the gamma factors defined in Proposition
5.4 are enough to determine the representation π itself, i.e., we have the following

Theorem 5.5. Let π, π′ be two irreducible generic cuspidal representations of U2r(k). Assume that
π, π′ are generic with respect to the same additive character ψUr and

γ(π × τ, ψ) = γ(π′ × τ, ψ)

for all irreducible generic representations τ of GLn(k2) and for all n with 1 ≤ n ≤ r. Then π ∼= π′.

Since the proof of the above theorem is similar to that of Theorem 4.1, we omit the details.

5.6. Computation of the gamma factors. Although we omitted the details of the proof of
Theorem 5.5, we would like to include the computation of gamma factors for U2r(k), which will be
useful for applications.

Let π be an irreducible ψUr -generic cuspidal representation of U2r(k) and τ be an irreducible
generic representation of GLn(k2). Let Bπ,ψ (resp. B

τ,ψ
−1) be the Bessel function of π (resp. τ) as

usual. Let q = |k|. Thus |k2| = q2. Recall that we have the Weil representation formula

ω′
ψ
−1(wn)φ(x) = ε0(ψ)q−n

∑
y∈kn2

ψ(Trk2/k(xJn
tyι))φ(y),
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where ε0(ψ) is certain Weil index associated with ψ.

Proposition 5.6. (1) If 1 ≤ n < r, we have

γ(π × τ, ψ) = ε0(ψ)q2nr−n2−n
∑

a∈Zn\GLn(k2)

Bπ,ψ(tn(a)w̃n)B
τ,ψ
−1(dna

∗),

where tn(a) = diag(a, I2r−2n, a
∗), and a∗ = Jn

taιJn.
(2) If n = r, we have

γ(π × τ, ψ) = ε0(ψ)qr
2−r

∑
a∈Zr\GLr(k2)

Bπ,ψ(mr(a)wr)ψ(Trk2/k(ar1))B
τ,ψ
−1(dna

∗),

where a = (aij) ∈ GLr(k2), 1 ≤ i, j ≤ r.

Proof. The proof is similar to that of Proposition 4.4 and we only sketch some details for (1). Let
v ∈ τ and ξv ∈ I(τ) be the section such that supp(ξv) = Pn = MnNn, and ξv(mn(a)u) = τ(a)v,
where a ∈ GLn(k2), u ∈ Nn and mn(a) = diag(a, a∗) ∈ U2n(k). Let fv = fξv be the corresponding

function in I(τ, ψ
−1

Zn) and f̃v = M(τ, ψ
−1

)fv. Let δ0 ∈ S(kn2 ) be the characteristic function of 0 ∈ kn2 .
Similarly as in Proposition 3.7, we can compute that

Ψ(Bπ,ψ, δ0, fv) = Wv(1).

Similar to the calculation in the proof of Theorem 4.3, we have

Ψ(Bπ,ψ, δ0, f̃v) = C ′k
∑

a∈Zn\GLn(k2)

Bπ,ψ(tn(a)w̃n)W ∗v (a),

where the notations are similar to the Sp2r-case, and

C ′k = |Nn(k)| · |Mat(r−n−1)×n(k2)|
∑
x∈Xn

ω′
ψ
−1(wn)δ0(x).

Note that in our case

Nn(k) =

{(
1 X

1

)
, X ∈ Matn×n(k2), tXι = JnXJn

}
.

Thus we get |Nn(k)| = qn
2

. On the other hand, we have

ω′
ψ
−1(wn)δ0(x) = ε0(ψ)q−n

∑
y∈kn2

ψ(Trk2/k(xJn
tyι))δ0(y) = ε0(ψ)q−n.

Thus ∑
x∈Xn

ω′
ψ
−1(wn)δ0(x) = ε0(ψ)qn.

We then get

C ′k = ε0(ψ)qn
2+n+2n(r−n−1).

Thus if we take v ∈ τ to be the Whittaker vector such that Wv(1) = 1, we can get

γ(π × τ, ψ−1
) = ε0(ψ)q2nr−n2−n

∑
a∈Zn\GLn(k2)

Bπ,ψ(tn(a)w̃n)W ∗v (a)

= ε0(ψ)q2nr−n2−n
∑

a∈Zn\GLn(k2)

Bπ,ψ(tn(a)w̃n)B
τ,ψ
−1(dna

∗).

This concludes the proof. �
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6. Gamma factors and a converse theorem for U2r+1(k)

Let k be a finite field of odd characteristic and k2 be the quadratic extension of k. Let x 7→ xι

be the nontrivial Galois element in Gal(k2/k). Let k1
2 = {x ∈ k2 : xxι = 1}. As in previous sections,

for a positive integer m, set

Jm =

(
1

Jm−1

)
∈ GLm(k), J1 = (1).

Let

Um(k) =
{
g ∈ GLm(k2) : gJm

tgι = g
}
.

Note that, if m = 2r is even, then the definition of U2r is a little bit different from that defined
in §5. In fact, the unitary group U2r in §5 was defined by a skew-Hermitian form and the group
U2r(k) considered in this section is defined by a Hermitian form. One can check that they are
isomorphic. Here by abuse of notation, we use the same notation to denote the “Hermitian” version
of the unitary group.

6.1. Notations. The notations used here follows from that of [BAS09, Zh18] closely. For m = 2n
even, we denote by Pn = Mn nNn the Siegel type parabolic subgroup of U2n, where

Mn =

{
mn(a) :=

(
a

a∗

)
∈ U2n(k), a ∈ GLn(k2)

}
, Nn =

{
u(x) :=

(
In x

In

)
∈ U2n(k)

}
.

Here a∗ is determined by a such that m(a) ∈ U2n(k). In fact, we have a∗ = Jn
t(a−1)ιJn. Denote

wn =

(
In

In

)
∈ U2n. Let Bm = AmUm be the upper triangular Borel subgroup with maximal

torus Am and maximal unipotent Um.
The center of U2r+1(k) is consisting of elements of the form diag(z, z, . . . , z, z), z ∈ k1

2. We will
identify k1

2 with the center of U2r+1(k) via the map z 7→ diag(z, z, . . . , z, z). A typical element
t ∈ A2r+1 has the form

t = zdiag(a1, . . . , ar, 1, (a
−1
r )ι, . . . , (a−1

1 )ι), z ∈ k1
2, a1, . . . , ar ∈ k×2 .

Define characters αi, 1 ≤ i ≤ r on A2r+1 by

αi(t) = ai/ai+1, 1 ≤ i ≤ r − 1;αr(t) = ar,

where t = zdiag(a1, . . . , ar, 1, (a
−1
r )ι, . . . , (a−1

1 )ι). Denote ∆(U2r+1) = {αi, 1 ≤ i ≤ r}, which is the
set of simple roots of U2r+1(k).

For n ≤ r, we consider the embedding U2n(k)→ U2r+1(k)

(
a b
c d

)
7→


Ir−n

a b
1

c d
Ir−n

 .

Through this embedding, we will identify U2n(k) as a subgroup of U2r+1(k) without further notice.
Thus the element wn ∈ U2n can be viewed as an element of U2r+1 for n ≤ r.

For a ∈ GLr(k2), following [BAS09], we denote

a∧ =

a 1
a∗

 .

For n ≤ r, denote wn,r−n =

(
In

Ir−n

)∧
. Note that w−1

n,r−n = wr−n,n. Denote

w̃n = wn,r−nwnw
−1
n,r−n =

 In
I2(r−n)+1

In

 .
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6.2. Uniqueness of Bessel models. We review a special case of Bessel models considered in
[GGP12a].

Fix a pair of integers n, r with n ≤ r. We denote P = MN the parabolic subgroup of U2r+1(k)
with Levi subgroup

M =
{

diag(a1, . . . , ar−n, g, (a
−1
r−n)ι, . . . , (a−1

1 )ι), ai ∈ k×2 , g ∈ U2n+1(k)
}
,

and unipotent subgroup N . Consider the character ψN defined by

ψN (uij) = ψ

(
r−n−1∑
i=1

Trk2/k(ui,i+1) + Trk2/k(ur−n,r+1)

)
, u = (uij)1≤i,j≤2r+1 ∈ N.

Denote by H the following subgroup of P :

H = U2n(k) nN.

Recall that we always identify U2n with a subgroup of U2r+1 and with this identification, U2n is a
subgroup of M . In matrix form, we have

H =




u ∗ ∗ ∗ ∗

a b ∗
1 ∗

c d ∗
u∗

 , u ∈ Zr−n,
(
a b
c d

)
∈ U2n, a, b, c, d ∈ Matn×n(k2)

 .

Here Zr−n is the upper triangular unipotent subgroup of GLr−n(k2). There exists a representation
ν of H such that ν|U2n(k) = 1, and ν|N = ψN . See [GGP12a, §12]. Then, we have the following

Proposition 6.1. Let P ′ = M ′N ′ be a parabolic subgroup of U2n(k) and σ be an irreducible
representation of the Levi M ′. Let π be an irreducible cuspidal representation of U2r+1(k) and

τ = Ind
U2n(k)
M ′N ′ (σ ⊗ 1N ′). Then

(1) If n = r, we have

dim HomU2r(k)(π, τ) ≤ 1.

(2) For 1 ≤ n < r. We have

dim HomH(π, τ ⊗ ν) ≤ 1.

Proof. If σ is cuspidal, the assertion is [GGP12b, Propositions 5.1 and 5.3]. If σ is not cuspidal, then
there exists a parabolic subgroup P0 = M0N0 of M ′ and an irreducible cuspidal representation σ0 of

M0 such that σ ⊂ IndM
′

M0N0
(σ0⊗ 1N0

). Since Ind
U2n(k)
M ′N ′ (IndM

′

M0N0
(σ0⊗ 1N0

)⊗ 1N ′) = Ind
U2n(k)
M0N0N ′

(σ0⊗
1N0N ′), the assertion follows from the case that σ is cuspidal. �

6.3. Gamma factors. As an analogue of the p-adic fields case, we define gamma factors for generic
representations of U2r+1(k)×GLn(k2).

Let τ be an irreducible generic representation of GLn(k2). We view τ as a representation of

Mn
∼= GLn(k2) and consider the induced representation I(τ) = Ind

U2n(k)
Pn

(τ ⊗ 1Nn). Let Zn be

the upper triangular unipotent subgroup of GLn(k2) and let ψ
−1

Zn be the character of Zn defined

similarly as in §3.4, and let Λ = Λτ ∈ HomZn(τ, ψ
−1

Zn) be a fixed nonzero Whittaker functional. Let
Wv(a) = Λ(τ(a)v) and W ∗v (a) = Λ(τ(dna

∗)v), where dn = diag(−1, 1, . . . , (−1)n). For ξ ∈ I(τ), let
fξ : U2n(k)×GLn(k)→ C be the function defined by

fξ(g, a) = Λ(τ(a)ξ(g)).

Let I(τ, ψ
−1

Zn) be the space of functions fξ, ξ ∈ I(τ). Similarly, as in §3.4, we have a standard

intertwining operator M(τ, ψ
−1

) : I(τ, ψ
−1

Zn)→ I(τ∗, ψ
−1

Zn).
Recall that Um is the upper triangular subgroup of Um(k). For simplicity, write Un = U2n for

1 ≤ n ≤ r and write U = U2r+1. Let ψU be the generic character of U defined by

ψU (u) = ψ

(
r∑
i=1

ui,i+1

)
, u = (ui,j) ∈ U.
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Let π be an irreducible ψU -generic cuspidal representation of U2r+1(k). Let W(π, ψU ) be the
Whittaker model of π.

For W ∈ W(π, ψU ), f ∈ I(τ, ψ
−1

Zn), we consider the “integral”

Ψ(W, f) =
∑

h∈Un\U2n(k)

∑
x∈Mat(r−n)×n(k2)

W

(
wn,r−n

(
Ir−n x

In

)∧
hw−1

n,r−n

)
f(h, In).

The above “integral” is the finite fields analogue of the corresponding integral over p-adic fields, see
[BAS09].

We first show that the above integral is non-vanishing for some choices of W, f . Let π be any
irreducible ψU -generc cuspidal representation of U2r+1(k). Let Bπ,ψ be the (normalized) Bessel
function with the following properties

Bπ,ψ(1) = 1,

and

Bπ,ψ(u1gu2) = ψU (u1u2)Bπ,ψ(g),∀g ∈ U2r+1(k), u1, u2 ∈ U.
The existence of such function can be proved similarly as in the Sp2r case, see §3.1. Given v ∈ τ ,
a fixed irreducible generic representation of GLn(k2), we consider the section ξv ∈ I(τ) such that
supp(ξv) = Pn = MnNn and

ξv(mn(a)u) = τ(a)v, a ∈ GLn(k2), u ∈ Nn.

Let fv = fξv ∈ I(τ, ψ
−1

Zn) and f̃v = M(τ, ψ
−1

)fv.

Lemma 6.2. There exists a choice of v ∈ τ such that

Ψ(Bπ,ψ, fv) 6= 0.

Proof. The proof is similar to that of Proposition 3.7 and we give a sketch here. By the definition
of fv, we have

Ψ(Bπ,ψ, fv) =
∑

a∈Zn\GLn(k2)

∑
x∈Mat(r−n)×n(k2)

Bπ,ψ

(
wn,r−n

(
Ir−n x

In

)∧
mn(a)w−1

n,r−n

)
Wv(a)

=
∑

a∈Zn\GLn(k2)

∑
x∈Mat(r−n)×n(k2)

Bπ,ψ

((
a
x Ir−n

)∧)
Wv(a).

By similar results as in Corollary 3.4 and Lemma 3.5, we get

Bπ,ψ

((
a
x Ir−n

)∧)
= 0, unless x = 0, and a ∈ Zn.

Thus we get

Ψ(Bπ,ψ, fv) = Wv(1).

We can pick v ∈ τ such that Wv(1) 6= 0 and the assertion follows. �

Proposition 6.3. There is a constant γ(π × τ, ψ) ∈ C such that

Ψ(W,M(τ, ψ
−1

)f) = γ(π × τ, ψ)Ψ(W, f),

for all W ∈ W(π, ψU ), f ∈ I(τ, ψ
−1

Zn).

Proof. One can check that both (W, f) 7→ Ψ(W, f) and (W, f) 7→ Ψ(W,M(τ, ψ
−1

)f) define linear
functionals in HomH(π ⊗ I(τ), ν). Thus the result follows from Proposition 6.1 and Lemma 6.2
directly. �

Similarly, as in the Sp2r and U2r cases, the gamma factor γ(π × τ, ψ) can be expressed in terms
of Bessel functions Bπ,ψ and B

τ,ψ
−1 of π and τ respectively. For 1 ≤ n ≤ r and a ∈ GLn(k2), denote

tn(a) = diag(a, I2(r−n)+1, a
∗) ∈ U2r+1(k).
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Proposition 6.4. We have

γ(π × τ, ψ) = q2rn−n2 ∑
a∈Zn\GLn(k2)

Bπ,ψ (tn(a)w̃n)B
τ,ψ
−1(dna

∗).

Proof. For v ∈ τ , let fv ∈ I(τ, ψ
−1

Zn) be the section as in the proof of Lemma 6.2. We have

Ψ(Bπ,ψ, fv) = Wv(1).

We now compute Ψ(Bπ,ψ, f̃v) where f̃v = M(τ, ψ
−1

)fv. By an analogue of Lemma 3.6, we have

supp(f̃v) = MnwnNn, and for a ∈ GLn(k2), u ∈ Nn, we have

f̃v(mn(a)wnu, In) = W ∗v (a).

Thus we get

Ψ(Bπ,ψ, f̃v)

=
∑

h∈Un\U2n(k)

∑
x∈Mat(r−n)×n(k2)

Bπ,ψ

(
wn,r−n

(
Ir−n x

In

)∧
hw−1

n,r−n

)
f̃v(h, In)

= |Nn|
∑

a∈Zn\GLn(k2)

∑
x∈Mat(r−n)×n(k2)

Bπ,ψ

(
wn,r−n

(
Ir−n x

In

)∧
mn(a)wnw

−1
n,r−n

)
W ∗v (a)

= |Nn|
∑

a∈Zn\GLn(k2)

∑
x∈Mat(r−n)×n(k2)

Bπ,ψ (tn(a)w̃nu1(x))W ∗v (a)

= |Nn||Mat(r−n)×n(k2)|
∑

a∈Zn\GLn(k2)

Bπ,ψ (tn(a)w̃n)W ∗v (a),

where

u1(x) =


In x

Ir−n x′

1
Ir−n

In

 ∈ U2r+1.

Note that |Nn| = qn
2

and |Mat(r−n)×n(k2)| = q2rn−2n2

. Thus we get

(6.1) Ψ(Bπ,ψ, f̃v) = q2rn−n2 ∑
a∈Zn\GLn(k2)

Bπ,ψ (tn(a)w̃n)W ∗v (a).

By taking v ∈ τ the Whittaker vector and applying the functional equation, we get the result. �

6.4. A converse theorem. Similarly, as in the Sp2r and U2r cases, we also have the following

Theorem 6.5. Let π, π′ be two irreducible ψU -generic cuspidal representations of U2r+1(k) with the
same central character. If

γ(π × τ, ψ) = γ(π′ × τ, ψ)

for all irreducible generic representations τ of GLn(k2), for all n with 1 ≤ n ≤ r, then π ∼= π′.

Note that in the U2r+1 case, there is only one class of generic characters of U . Thus if π is

ψU -generic, then it is generic with respect to any generic character ψ
′
U of U . A p-adic version of

Theorem 6.5 was proven in [Zh19].
The proof of Theorem 6.5 is quite similar to that of Sp2r case and is sketched below.
Write B = B2r+1 and A = A2r+1. Then B = AU is the upper-triangular Borel subgroup

of U2r+1(k) with torus A and maximal unipotent U . Recall that π, π′ are the two irreducible
ψU -generic cuspidal representations in the assumption of Theorem 6.5, let Bπ,ψ and Bπ′,ψ be the

corresponding (normalized) Bessel representations. The idea is to prove that

(6.2) Bπ,ψ(g) = Bπ′,ψ(g),∀g ∈ BwB, ∀w ∈W (U2r+1),
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where W (U2r+1) is the Weyl group of U2r+1(k). Since U2r+1(k) =
∐
w∈W (U2r+1)BwB, the above

equality implies that π ∼= π′ by the uniqueness of Whittaker models of π, π′.
Let

B(U2r+1) = {w ∈W (U2r+1) : wαi is either simple or negative, ∀αi ∈ ∆(U2r+1)} .

The same proof as in Lemma 3.2 will show that, if w /∈ B(U2r+1), then

Bπ,ψ(g) = Bπ′,ψ(g) = 0,∀g ∈ BwB.

Thus it suffices to show that

(6.3) Bπ,ψ(g) = Bπ′,ψ(g), ∀g ∈ BwB, ∀w ∈ B(U2r+1).

Given w ∈ B(U2r+1), set θw = {β ∈ ∆(U2r+1), w(β) > 0} . As in the Sp2r case, the assignment
w 7→ θw defines a bijection from B(U2r+1) to P(∆(U2r+1)), the set of all subsets of ∆(U2r+1).
For simplicity, we will write ∆(U2r+1) as ∆ in the rest of this section. Given a subset θ ⊂ ∆, let
wθ ∈ B(U2r+1) be the corresponding element such that θwθ = θ. As Lemma 3.3, We can check that

(6.4) w̃n is a representative of w∆−{αn}, 1 ≤ n ≤ r.

In the following, we don’t distinguish a Weyl element and its representative and just write that
w̃n = w∆−{αn}.

The main step towards a proof of (6.3) is the following analogue of Theorem 4.3.

Proposition 6.6. The condition γ(π×τ, ψ) = γ(π′×τ, ψ) for all irreducible generic representations
τ of GLn(k) implies that

Bπ,ψ(tn(a)w̃n) = Bπ′,ψ(tn(a)w̃n),∀a ∈ GLn(k2).

Proof. For an irreducible generic representation τ and v ∈ τ , let fv ∈ I(τ, ψ
−1

Zn) be the section used
in Proposition 6.4. We have

Ψ(Bπ,ψ, fv) = Ψ(Bπ′,ψ, fv) = Wv(1).

By the condition γ(π × τ, ψ) = γ(π′ × τ, ψ), we get that

Ψ(Bπ,ψ, f̃v) = Ψ(Bπ′,ψ, f̃v).

By the calculation of Ψ(Bπ,ψ, f̃v) in (6.1) and its analogue of Ψ(Bπ′,ψ, f̃v), we get that∑
a∈Zn\GLn(k2)

(Bπ,ψ (tn(a)w̃n)− Bπ′,ψ (tn(a)w̃n))W ∗v (a) = 0.

Since the last equation is true for all irreducible generic τ and all v ∈ τ , by Lemma 4.2, we get

Bπ,ψ (tn(a)w̃n)− Bπ′,ψ (tn(a)w̃n) = 0,∀a ∈ GLn(k2).

This concludes the proof. �

Following Proposition 6.6, the rest of the proof of Theorem 6.5 is similar to that of Theorem 4.1
and we omit the details.

7. A converse theorem for SO2r+1(k)

In this section, let k be a finite field without any restriction on the characteristic.
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7.1. Notations. The notation we adopt here follows from the analogous notation in the U2r+1 case
as in §6, see also [BAS09, Zh18], which is slightly different from the original context [So93] and
[Ka15].

For a positive integer m, we still denote

Jm =

(
1

Jm−1

)
, J1 = (1).

Let
SOm(k) =

{
g ∈ GLm(k) : tgJmg = Jm

}
.

For m = 2n even, we denote by Pn = MnnNn the Siegel type parabolic subgroup of SOm, where

Mn =

{
mn(a) :=

(
a

a∗

)
∈ SO2n(k), a ∈ GLn(k)

}
, Nn =

{
un(x) :=

(
In x

In

)
∈ SO2n(k)

}
.

Here a∗ is determined by a such that mn(a) ∈ SO2n. One can check that a∗ = Jn
ta−1Jn. Denote

wn =

(
In

In

)
∈ SO2n(k).

Let Bm = AmUm be the upper triangular Borel subgroup of SOm(k) with maximal torus Am and
maximal unipotent Um. In this section, we will mainly consider the case that m is an odd positive
integer, i.e., m = 2r + 1. A typical element t ∈ A2r+1 has the form

t = diag(a1, . . . , ar, 1, a
−1
r , . . . , a−1

1 ), a1, . . . , ar ∈ k×.
Define characters αi, 1 ≤ i ≤ r, on A2r+1 by

αi(t) = ai/ai+1, 1 ≤ i ≤ r − 1;αr(t) = ar,

where t = diag(a1, . . . , ar, 1, a
−1
r , . . . , a−1

1 ). Denote ∆(SO2r+1) = {αi, 1 ≤ i ≤ r}, which is the set of
simple roots of SO2r+1.

For n ≤ r, we fix an embedding SO2n(k)→ SO2r+1(k)

(
a b
c d

)
7→


Ir−n

a b
1

c d
Ir−n

 .

An element of SO2n(k) will be viewed as an element of SO2r+1 through this embedding without
further notice.

For a ∈ GLr(k), we denote

a∧ =

a 1
a∗

 ∈ SO2r+1(k).

For n ≤ r, denote wn,r−n =

(
In

Ir−n

)∧
. Note that w−1

n,r−n = wr−n,n. Denote

w̃n = wn,r−nwnw
−1
n,r−n =

 In
I2(r−n)+1

In

 .

7.2. A multiplicity one result. Bessel models for SO2r+1 are similar to those in the U2r+1 case
considered in §6. We state the definition here for completeness.

Let P = MN be the parabolic subgroup of SO2r+1 with Levi subgroup

M =
{

diag(a1, . . . , ar−n, g, a
−1
r−n, . . . , a

−1
1 ), ai ∈ k×, g ∈ SO2n+1(k)

}
,

and unipotent subgroup N . Denote by Zr−n the upper triangular unipotent subgroup of GLr−n(k),
which is embedded into N in the natural way. Denote by ψN the character on N defined by

ψN (uij) = ψ

(
r−n−1∑
i=1

ui,i+1 + ur−n,r+1

)
, u = (uij)1≤i,j≤2r+1 ∈ N.
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For example, if n = 1, r = 2, we have

ψN




1 x1 x2 x3 x4

1 x′3
1 x′2

1 x′1
1


 = ψ(x2).

Denote by H the following subgroup of SO2r+1:

H = SO2n nN.

In matrix form, we have

H =




u ∗ ∗ ∗ ∗

a b ∗
1 ∗

c d ∗
u∗

 , u ∈ Zr−n,
(
a b
c d

)
∈ SO2n, a, b, c, d ∈ Matn×n(k)

 .

There is a representation ν of H such that ν|N = ψN , and ν|SO2n(k) = 1, see [GGP12a, §12]. The
pair (H, ν) is called a Bessel data of SO2r+1(k).

Proposition 7.1. Let P ′ = M ′N ′ be a parabolic subgroup of SO2n(k) and σ be an irreducible
representation of the Levi M ′. Let π be an irreducible cuspidal representation of SO2r+1(k) and

τ = Ind
SO2n(k)
P ′ (σ). Then

(1) If n = r, we have
dim HomSO2r(k)(π, τ) ≤ 1.

(2) For 1 ≤ n < r. We have
dim HomH(π, τ ⊗ ν) ≤ 1.

Proof. The proof is similar to that of Proposition 6.1. We omit the details. �

7.3. The gamma factors. Twisted local gamma factors for SO2r+1×GLn over a p-adic field have
been defined by Soudry in [So93]. We consider their analogues over finite fields.

Let τ be an irreducible generic representation of GLn(k). We view τ as a representation of

Mn
∼= GLn(k) and consider the induced representation I(τ) = Ind

SO2n(k)
Pn

(τ). Let ψ
−1

Zn be the

character of Zn(k) defined as in §3.4, and let Λτ ∈ HomZn(τ, ψ
−1

Zn) be a fixed nonzero Whittaker
functional. For ξ ∈ I(τ), let fξ : SO2n(k)×GLn(k)→ C be the function defined by

fξ(g, a) = Λτ (τ(a)ξ(g)).

Let I(τ, ψ
−1

Zn) be the space of functions fξ, ξ ∈ I(τ). Similarly, as in §3.4, we have a standard

intertwining operator M(τ, ψ
−1

) : I(τ, ψ
−1

Zn) → I(τ∗, ψ
−1

Zn). Let Wv(a) = Λ(τ(a)v) and W ∗v (a) =
Λ(τ(dna

∗)v) for a ∈ GLn(k), where dn = diag(−1, 1, . . . , (−1)n) ∈ GLn as usual.
Recall that Um is the upper triangular subgroup of SOm(k). For simplicity, write Un = U2n for

1 ≤ n ≤ r and U = U2r+1. Let ψU be the generic character of U defined by

ψU (u) = ψ

(
r∑
i=1

ui,i+1

)
, u = (ui,j) ∈ U.

Let π be an irreducible ψU -generic cuspidal representation of SO2r+1(k). Let W(π, ψU ) be the
Whittaker model of π.

For W ∈ W(π, ψU ), f ∈ I(τ, ψ
−1

Zn), we consider the “integral”

Ψ(W, f) =
∑

h∈Un\SO2n(k)

∑
x∈Mat(r−n)×n(k)

W

(
wn,r−n

(
Ir−n x

In

)∧
hw−1

n,r−n

)
f(h, In).

Similarly, as in the U2r+1 case, analogous to Lemma 6.2, we can show that there exist choices W, f
such that Ψ(W, f) 6= 0.
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Proposition 7.2. There is a constant γ(π × τ, ψ) ∈ C such that

Ψ(W,M(τ, ψ
−1

)f) = γ(π × τ, ψ)Ψ(W, f),

for all W ∈ W(π, ψU ), f ∈ I(τ, ψ
−1

Zn).

Proof. This follows from Proposition 7.1 directly. �

Similarly, as in Proposition 6.4, we can express γ(π × τ, ψ) in terms of Bessel functions. Let
π be an irreducible generic cuspidal representation of SO2r+1(k) and τ be an irreducible generic
representation representation of GLn(F ) with 1 ≤ n ≤ r. Let Bπ,ψ and B

τ,ψ
−1 be the corresponding

(normalized) Bessel functions of π and τ respectively.

Proposition 7.3. We have

γ(π × τ, ψ) = qrn−n(n+1)/2
∑

a∈Zn\GLn(k)

Bπ,ψ (tn(a)w̃n)B
τ,ψ
−1(dna

∗)

The proof is similar to that of Proposition 6.4 and we thus omit the details.

7.4. A converse theorem. Similarly, as in the Sp2r and U2r cases, we also have the following

Theorem 7.4. Let π, π′ be two irreducible ψU -generic cuspidal representations of SO2r+1(k). If

γ(π × τ, ψ) = γ(π′ × τ, ψ)

for all irreducible generic representations τ of GLn(k), for all n with 1 ≤ n ≤ r, then π ∼= π′.

Note that in the SO2r+1 case, there is only one class of generic characters of U . Thus if π is

ψU -generic, then it is generic with respect to any generic character ψ
′
U of U .

The proof of Theorem 7.4 is similar to that of the U2r+1 case and is thus omitted.

References

[AGRS10] A. Aizenbud, D. Gourevitch, S. Rallis, and G. Schiffmann, Multiplicity one theorems, Ann. of Math. (2)
172 (2010), no. 2, 1407-1434, DOI 10.4007/annals.2010.172.1413. MR2680495

[BAS09] A. Ben-Artzi and D. Soudry, L-functions for Um × RE/FGLn (n ≤
[
m
2

]
), in “Automorphic Forms and

L-functions I. Global Aspects”, A volume in honor of S. Gelbart, D. Ginzburg, E. Lapid and D. Soudry, eds.
Israel, Math. Conf. Proc., Contemporary Mathematics, 488 (2009), pp. 13-59.

[BZ76] I. N. Bernstein and A. V. Zelevinski, Representations of the group GL(n, F ), where F is non-archimedian

local field, Russian Math Surveys 31:3, (1976), 1-68.
[BK00] A. Braverman and D. Kazhdan, γ-functions of representations and lifting. With an appendix by V. Volo-

godsky. GAFA 2000 (Tel Aviv, 1999). Geom. Funct. Anal. 2000, Special Volume, Part I, 237–278.

[Co14] J. Cogdell, Bessel functions for GL2 , Indian J. Pure Appl. Math. 45 (2014), no. 5, 557-582.
[DL76] P. Deligne, G. Lusztig, Representations of reductive groups over finite fields, Annals of Math. 103 (1976),

103-161.

[GGP12a] W. T. Gan, B. H. Gross, and D. Prasad, Symplectic local root numbers, central critical L-values and
restriction problems in the representation theory of classical groups, Astérisque 346 (2012), 1–109.
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