ORTHOSYMPLECTIC YANGIANS

ROUVEN FRASSEK AND ALEXANDER TSYMBALIUK

ABSTRACT. We study the RTT orthosymplectic super Yangians and present their Drinfeld real-
izations for any parity sequence, generalizing the results of [JLM]| for non-super case, [Mo| for a
standard parity sequence, and for the super A-type.
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1. INTRODUCTION

1.1. Summary.

The original definition of Yangians Y (g) associated to any simple Lie algebra g is due to ,
where these algebras are realized as Hopf algebras with a finite set of generators (known as the
J-realization). The representation theory of such algebras is best developed using their alternative
(new) Drinfeld realization (also known as the current realization) proposed in [D2], though the
Hopf algebra structure is much more involved in this presentation (for example, a proof of the

coproduct formula was given only recently in [GNW]).
1



2 ROUVEN FRASSEK AND ALEXANDER TSYMBALIUK

For g = gl,,, a closely related algebra Y (gl ) was studied earlier in the work of Faddeev’s
school on the quantum inverse scattering method, see e.g. [FRT], where the algebra generators
were encoded by an n x n square matrix 7'(u) subject to a single RTT-relation

R(u— v)T1(u)Ta(v) = To(v)T1 (u) R(u — v) (1.1)
involving Yang’s R-matrix R(u) satisfying the Yang-Baxter equation with a spectral parameter
Ri2(u)Ri3(u + v)Ra3(v) = Rog(v)Ris3(u + v)Ria(u) . (1.2)
We note that the sl,-version Y™ (sl,) is recovered by imposing an extra relation
qdet T'(u) = 1. (1.3)
The Hopf algebra structure on both Y™ (gl ) and Y**(sl,,) is extremely simple with the coproduct
A:T(u) = T(u) @T(u). (1.4)

This RTT realization is well suited for the development of both the representation theory and the
corresponding integrable systems (involving Bethe subalgebras on the mathematical side).

An explicit isomorphism from the new Drinfeld to the RTT realizations of type A Yangians
is constructed using the Gauss decomposition of T'(u), a complete proof been provided in [BK]
(curiously enough the trigonometric version of this result was established a decade earlier in [DF]).
A similar explicit isomorphism for the remaining classical BC D-types was obtained only a decade
later in [JLM], where it was again constructed using the Gauss decomposition of the generating
matrices T'(u) which are subject to the RTT-relations with the rational solutions of
first discovered in [ZZ]. An implicit existence of such an isomorphism for any g was noted by
Drinfeld back in the 80’s, while a detailed proof of his result was established only recently in [W].

Finally, we note that the RTT realization of the (antidominantly) shifted Yangians Y, (g)
from [BFN| was recently obtained in [FPT,[FT1] for classical g. This significantly simplifies some
of their basic structures such as the coproduct homomorphisms A: Y, 1,,,(g9) = Yy, (9) ® Y, (9),
cf. , and allows to introduce integrable systems on the corresponding quantized Coulomb
branches of 3d N/ = 4 quiver gauge theories. An important aspect of this setup in A-type is that
the central series qdet T'(u) encodes all masses of the corresponding physical theory, cf. .

The theory of Yangians associated with Lie superalgebras is still far from a full development. In
particular, there is no uniform J- or Drinfeld realizations of those. The cases studied mostly up to
date involve rather the RTT realization. The general linear RTT Yangians Y**(gl(n|m)) and the
orthosymplectic RTT Yangians Y**(osp(N|2m)) first appeared in |[N] and [AACFR], respectively,
using the super-analogues of the Yang’s and Zamolodchikov-Zamolodchikov’s rational R-matrices.

A novel feature of Lie superalgebras is that they admit several non-isomorphic Dynkin diagrams.
The isomorphism of the Lie superalgebras corresponding to different Dynkin diagrams of the same
finite/affine type was obtained by Serganova in the Appendix to [LSS|. Likewise, one may define
various quantizations of the universal enveloping superalgebras starting from different Dynkin
diagrams, and establishing isomorphisms among those is quite a non-trivial task. In the case of
quantum finite/affine superalgebras in their Drinfeld-Jimbo realization, this was accomplished by
Yamane in [Y] two decades ago.

Despite the absence of the definition of super Yangians, the rational setup admits some benefits.
As an example, the RTT realization of Y™ (gl(n|m)) manifestly provides an isomorphism between
these algebras corresponding to different Dynkin diagrams, which is far from being obvious when
considering their Drinfeld realizations as developed in [P}/T]. We note however that the positive
subalgebras in the Drinfeld realization do essentially depend on a choice of the Dynkin diagram.

One of the major objectives of the present note is to generalize [T} §2] to the orthosymplectic
Yangians. To this end, we study the RT'T Yangians Y™ (osp(N|2m)) and their extended versions
X" (0sp(N|2m)) associated to an arbitrary Dynkin diagram. Alike the aforementioned gl(n|m)-
type, these algebras are manifestly isomorphic, while their Drinfeld realizations look quite different.
In fact, one of our key results is the Drinfeld realization of these algebras for all Dynkin diagrams.
We note that the case of N > 3 and the standard Dynkin diagram was recently treated in [Mo].

Our approach is quite straightforward, generalizing [BK]| for A-type, [JLM] for BC D-types,
and |Mo| for the distinguished Dynkin diagram. The above crucially used the rank reduction
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embeddings that are compatible with the Gauss decompositions. Let us emphasize that while
the proof of the existence of such embeddings solely utilized the RTT formalism in non-super
case of |[JLM], this approach is not fully applicable in the present setup (due to the possible
singularity of R(u) at u = 1), and we rather use an update of the corresponding core computation
from |[Mo|. With the help of these embeddings, the quadratic relations in the Drinfeld presentation
of orthosymplectic Yangians are derived from the super A-type analogue and rank < 2 cases
handled by brute force. Additionally, we also have Serre relations (standardly deduced from their
Lie-theoretic counterparts). The Drinfeld realization of osp(1|2)-Yangians previously appeared
in [ACFRJ, where many details were missing and an opposite Gauss decomposition was used.

We note that the orthosymplectic type simultaneously resembles all three classical types B, C, D.
In the sequel note [FT2], we construct orthosymplectic Lax matrices generalizing our orthogonal
and symplectic Lax matrices from [FT1,FKT].

While we were preparing the present note and [FT2], the work [MR] appeared that independently
treats the N = 1 case. The arguments of loc.cit. are quite similar to ours and also crucially rely
on the Drinfeld realization of X™**(0sp(1]2)), thus filling in the aforementioned gaps of [ACFR].

1.2. Outline.
The structure of the present paper is the following:

e In Section (2 I, we recall basic results on the orthosymplectic Lie superalgebras osp(V'). We recover
their Dynkin diagrams of [FSS| from the parity sequences Ty € {0, 1}14m(V)/2] (see Subsection
as well as recall their Serre-type presentations from [Z] highlighting the presence of the higher
order Serre relations of orders 3, 4, 6, or 7 for specific parity sequences Ty (see Subsection .

e In Section[3] we introduce the RTT (extended) Yangians X ™ (osp(V)), Y™ (0sp(V)) and establish
their basic properties. We emphasize that both algebras X (osp(V)) and Y**(0sp(V')) depend
(up to isomorphism) only on the total number of 0’s and 1’s in Yy, according to Lemma
and Corollary Thus, all of them are isomorphic to the (extended) orthosymplectic Yangians
X" (0sp(N|2m)) and Y™ (0sp(N|2m)) of [AACFR], which correspond to the standard parity case
(where all 0’s are placed after all 1’s). This observation allows us to generalize some of the basic
structural results of [AACFR], such as the tensor product decomposition and the PBW-type
results of Proposition [3.29) and Corollary [3:34] to arbitrary parity sequences Yy .

The rest of this note is devoted to the Gauss decomposition of the generator matrix 7'(u).
To this end, we first establish our key technical tool of rank reduction in Theorem (the proof
of which closely follows the arguments of [Mo, §3]). The latter implies the commutativity of some
of the generating currents, see Corollary [3.52] We also establish Lemma [3.55] that significantly
simplifies several computations in the rest of the note. Finally, we recall the defining relations among
the generating currents of the super A-type Yangians Y™ (gl(V)) in Theorem and deduce the
corresponding relations for the currents of X (0sp(V)) with Ty = Yy, see Corollaries

o In Section |4} we recover explicit formulas for all entries of the matrices E(u ) F(u), H(u) from the
Gauss decomposition (3 in terms of the generating currents el( ) fl( ), hi(u) from (3.36] [3.40).
We also derive a factorized formula for the central series cy (u) of (3.16)) in Lemmas 4.31] u |:5|7 m
In Subsection [£.4] we establish some higher order relations generahzing those from Subsection

e In Section |5}, we establish quadratic relations between the generating currents e;(u), fi(u), h,(u)
of X" (0sp(V)) in rank < 2. The arguments are straightforward (though tedious) and we present
them in a uniform way (eliminating the smaller rank reduction of [JLM]| for non-super types).

e In Section |§|7 we present Drinfeld realizations of RT'T (extended) orthosymplectic super Yangians
X" (osp(V)) and Y (0sp(V)), associated with any parity sequence, see Theorems and
The corresponding relations follow from those for Y**(gl(V)) and Y**(sl(V)) through Corollaries
the commutativity of Corollary the Serre relations (the higher order ones generalize
those from Subsection , and the quadratic relations in rank < 2 as established in Section
To prove the sufficiency of these relations, we use the standard argument (originating from [BK])
of passing through the associated graded algebras and utilize the PBW result of Corollary [3.34]
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e In Appendix[A] we recall the isomorphisms X™*(s03) ~ Y™ (gl,), Y™ (s03) ~ Y™ (sl5) of [AMR],
see Proposition whose proof is based on the important 6-fold R-matriz fusion of Lemma
We then establish similar isomorphisms X" (s06) ~ Y (gl,), Y™ (s06) ~ Y*"(sl;) in Proposi-
tion[A-TT] the proof of which is based on the analogous 6-fold R-matrix fusion of Lemma[A.9] Finally,
we explain in Remark why applying the above R-matrix fusion approach to Y**(gl(1|2))
recovers an algebra that looks surprisingly different from X (0sp(2|2)), despite 0sp(2|2) ~ s[(1]2).
We conclude by matching the resulting two 16 x 16 R-matrices with those of [RM], see Remark
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2. ORTHOSYMPLECTIC LIE SUPERALGEBRAS

In this section, we recall the basic results on orthosymplectic Lie superalgebras. We recover their
various Dynkin diagrams from the parity sequences, and discuss their Serre-type presentations.

2.1. Setup and notations.
Fix N > 1,m > 0, and consider the set I :={1,2,..., N + 2m} equipped with an involution ’ :

= N4+2m+1—i. (2.1)

Consider a superspace V = V5 @ Vj with a C-basis vy, ..., vn42m such that each v; is either even
(that is, v; € Vj) or odd (that is, v; € V7), the dimensions are dim(Vj) = N, dim(V;) = 2m, and the
vectors v, vy have the same parity for any 7 (in particular, vy 41)/24m € Vp for odd N), cf. (2.1)).
The latter condition means that

i=1, (2.2)

where for i € I, we define its Zy-parity i € Zs via:

- [0 ifv eV
1 = _ 1 vi € 0 . (23)

1 ifv, ey

We also define the sequence 0y := (01,02, ...,0N+9,) of £1's via:
;=1 and Oy =(-1)" forany 1<i<[¥]4+m. (2.4)
For a superalgebra A and its two homogeneous elements z and 2/, we define

[z, 7] = ad,(2') = aa’ — (= 1)1/ and {z,2'} = a2 + (=1) /g (2.5)
where |z| denotes the Zy-grading of = (i.e. € A}y|) and we use conventions (-1)0 =1, (-1 = —1.

Given two superspaces A = Az ® A7 and B = B @ Bj, their tensor product A ® B is also a
superspace with (A® B)g = A5 ® B;® A; ® B; and (A® B)j = A5 ® By @ A; ® Bg. Furthermore,
if A and B are superalgebras, then A ® B is made into a superalgebra, the graded tensor product
of the superalgebras A and B, via the following multiplication:

(z@y) (@ @y) = (=) (z2") @ (yy/) for any z € A, a' € A,y € By, y' € By (2.6)

We will use only the graded tensor products of superalgebras throughout this paper.
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2.2. Orthosymplectic Lie superalgebras.
A standard basis of the general linear Lie superalgebra gl(V') is formed by the elements F;;
(1 <14,j < N +2m) of parity i + j with the commutation relations
[Eij, Ere] = 0 Ei — 5&(—1)@6)@@) Eg; .
Consider a bilinear form Bg: V x V — C defined by the anti-diagonal matrix
G = (gz'j)f-yji%m with  gi; = 0;;0; .
We regard the orthosymplectic Lie superalgebra osp(V') associated with the bilinear form B¢ as
the Lie subalgebra of gl(V') spanned by the elements

Fyj = Eyj — (=1)"%0,0, Ejy - ¥ 1<1i,j <N+2m. (2.7)

We note that Fj; = —(—1)2'3#910]- - Fij. Furthermore, the elements
{Fyli+i<N+2m+1}J{Fw
form a basis of osp(V'). In what follows, we shall also need the explicit commutation relations:

[Fij, Fre] = 61 Fip — 60i(—1) TN ETD B 65,0 (=1)70,0; Fyrg + 650 (—1) 550,00 Fro . (2.9)

il =1,1 <8 < § 4+ m} (2.8)

The Lie superalgebra osp(V') is Zo-graded: osp(V') = osp(V)5 @ osp(V')7. We choose the Cartan
subalgebra b of osp(V') (which by definition is just a Cartan subalgebra of osp(V)5) to consist of
all diagonal matrices. Thus, b has a basis {Fj;}{_; with r = | N/2| +m. Let {e}}!_; denote the
dual basis of h*. We consider the root space decomposition osp(V) = b & Pyen 059(V)q, where
A C bh* is the root system. We further have a decomposition A = AgU A; into even and odd roots.

2.3. Dynkin diagrams with labels via parity sequences.
In this subsection, we explain how various Dynkin diagrams (with labels) of the orthosymplectic
Lie superalgebras osp(V') can be easily read off the corresponding parity sequence

Ty = (Jv1],.., o)) = (I,...,F) € {0,1}"  where r=|N/2]+m. (2.10)

Following |Z}, §2.1] (cf. [F'SS, §2.2]), let us first recall the construction of the Cartan matrices
and Dynkin diagrams for the orthosymplectic Lie superalgebras osp(V'). To this end, we consider
the non-degenerate invariant bilinear form (-, -): osp(V) x osp(V) — C defined via

(X,V) = %sTr(XY),

that is the supertrace form associated with the natural action osp(V) ~ V. Its restriction to the
Cartan subalgebra b of osp(V') is non-degenerate, thus giving rise to an identification h ~ h* and
inducing a bilinear form (-,-): h* x h* — C. Explicitly, we have (for 1 < 1,5 <r):

= 1 if v; € Vj
ety = 6 (—1)F = by - v 0 2.11
(5, ¢5) = 0ig(=1)" = 0 {—1 if v; € V4 21

Remark 2.12. We note that [FSS| used {ek},g{zj U {6;}™, with (ex, &) = Fop and (0;, ;) = £0;5.

Our uniform choice of {e} }}]:\fl/ 21T ith the pairing (2.11)) is better suited for the discussions below.
A root B € A is called isotropic if (8, 5) = 0 (in particular, 5 € Ay). In what follows, we need
12 :=min {|(B, B)|| B € A—not isotropic} . (2.13)

Let II = {a1,...,a,} be the set of simple roots of A, relative to a Borel subalgebra of osp(V')
(that is, the maximal solvable subalgebra of osp(V') containing a Borel subalgebra of osp(V);).
Define the symmetrized Cartan matriz of osp(V') associated with the choice II of simple roots via

B = (bij);,jzl with bz‘j = (ai,aj) . (2.14)
We also define the diagonal matrix D = diag(dy,...,d,) via (cf. (2.13))

(@i,0i)  se (0 o if N is od
i = 2 if (e, 1) # 0 : where =" B o d . (2.15)
12:./27 if (i, ) =0 1 if N is even
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Finally, we define the Cartan matriz of osp(V') associated with the choice II of simple roots via
A=D7'B = (ay5)j - - (2.16)
Let us now recall a construction of the Dynkin diagram of osp(V') from the Cartan matrix A. It

is a graph with r vertices, colored in one of the three colors: vertex ¢ is colored white O if a; is

an even root, grey Q if a; is an odd isotropic root, black . if o; is an odd not isotropic root.
We join i-th and j-th vertices with n;; lines, where:

- ymax{faijl, lagil} if ai + aj; > 2 (2.17)
7 asl if @i = aj; =0 |

Finally, if the i-th vertex is not grey and is connected by more than one edge to the j-th vertex,
then we orient them from i-th towards j-th if a;; = —1, and from j-th towards ¢-th if a;; < —1.

In the discussions below, we follow the notations of [FSS]:

~ use a small black dot @ in a Dynkin diagram to represent a white or grey vertex
— use an integer K to denote the number of grey vertices among those small black dots.

The corresponding Lie superalgebras form four classical series, which we now treat case-by-case.

e N = 2n with n > 1 (which corresponds to the so-called D(n,m)-series).
In this case, the root system is (cf. [F'SS] (2.9)]):

A:{:te;k:tej-

1<i<j<n+mplJ{+2e

vievi,lgign—i—m}.

The latter follows from the explicit description of the basis (2.8]), in particular, 2e} correspond to
nonzero Fj;. The choice of simple roots crucially depends on the Zs-parity of the vector vy, p,:

(1) If vpym € Vg, then the simple positive roots are the same as in the Dy, ,-type:
* k * k * * * * .
1 =€ — €, A2 =63 €3, ..., Onim—1= Cpim—1 " Cntm > Ontm = €ppm—_1 + Cn+m >

(2) If vy € Vi, then the simple positive roots are as follows:

* * * * * * *
a1 =€} —€, 02 =€ —€3, ..., Anim-1=Cpim 1= Cnim, Unim = 265 s

since we have e) . +er = (er 1 —en ) +2er .
Likewise, the highest root # depends on the Zs-parity of the vector vq:
(A) If vy € Vg, then 0 = e + €3 as in the Dy 1,-type;
(B) If v; € V7, then 6 = 2¢].
Let us now use the above to read off the Dynkin diagrams of [F'SS| together with their labels
{a;}H™, the latter defined as the coefficients of the highest root in the basis of simple roots

n+m

0= Z ;0 .
=1

Case 1: Ty = (1,%,...,%,1,0) with each * being either 0 or 1.
In this case, we get the following diagram with labels from [FSS| Table 2]:

1
oo
2 2 2 1
Indeed, we have (apim—1,n+m—1) = (Wntm, @ntm) = 0 and (@pim—1, ¥nim) = —2 # 0. The

number K of grey dots among @ is cven since it equals the number of 1 <47 <n +m — 2 such
that i # 7+ 1 and T = n +m — 1. Finally, the labels on the diagram are read off the equality:

2e] =2(ef —e3) + -+ 2(ehrm—2 — €nitm-1) T €nim—1 — €nim) T (€nim—1+ €nim) -

Case 2: Ty = (0,%,...,%,1,0) with each * being either 0 or 1.
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In this case, we get the following diagram with labels from [F'SS| Table 2]:

This is analogous to the Case 1, except that now K is odd and the labels on the diagram are
rather read off the following equality:
e1tey = (e1—e3) +2(ez—e3)+ - +2(him—2—€ntm—1) + (€ntm—1 = €ntm) T (€npm—1+€nim) -

Case 3: Ty = (0,%,...,%,0,0) with each * being either 0 or 1.
In this case, we get the following diagram with labels from [F'SS, Table 2]:

Indeed, we have (ytm—1, ¥ntm—1) = (Wntms Ontm) = 2, (@n+m—1, ¥ntm) = 0. The number K of
grey dots among @ is cven since it equals the number of 1 <i <n+m — 2 such that i #i+ 1
and 1 = n + m — 1. The labels on the diagram are read off the same equality as in Case 2:
eltey = (el —e3)+2(e3—e3)+- +2(e1m2—€nym—1) + (€npm—1—€ngm) t (€npm1 +€nim) -
Case 4: Ty = (1,%,...,%,0,0) with each * being either 0 or 1.

In this case, we get the following diagram with labels from [F'SS| Table 2]:

This is analogous to the Case 3, except that now K is odd and the labels on the diagram are
rather read off the same equality as in Case 1:
2e] = 2(e] —€3) +2(e3 —e3) + -+ 2(e1m—2 — €nm—1) T (€ngm—1 — €npm) + (Engm1 +€nim) -
Case 5: Ty = (1,%,...,%,1) with each * being either 0 or 1.

In this case, we get the following diagram with labels from [F'SS| Table 2]:

2 2 2 1

Indeed, we have i = 265, s0 that (apim,ntm) = —4 and (opqm—1,0nm) = 2. The

number K of grey dots among @ is cven since it equals the number of 1 <47 <n +m — 1 such
that i # 7 + 1 and T = n + m. The labels on the diagram are read off the following equality:

2e1 = 2(e1 —e) +2(ep —e3) + -+ 2(enmo1 = €ppm) T (2654m) -

Case 6: Ty = (0,%,...,%,1) with each * being either 0 or 1.
In this case, we get the following diagram with labels from [F'SS, Table 2]:

1 2 2 1

This is analogous to the Case 5, except that now K is odd and the labels on the diagram are
rather read off the following equality:

el +ey = (e] —e3) +2(e3 —e3) + -+ 2(epim_1 — €nim) T (2604m) -
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e N =2 (which corresponds to the so-called C'(m + 1)-series[[>
The descriptions of simple roots {ai}?:[l and the highest root ¢ are the same as for even N > 2.
The corresponding parity sequence Ty consists of a single 0 and m 1’s, hence, the following cases:

1) For Ty = (0,1,...,1), one clearly obtains the (labelled) Dynkin diagram of [FSS, p. 463]EI

1 2 2 1

2) For Yy = (1,...,1,0,1,...,1), one obtains the following (labelled) Dynkin diagram with
two consecutive black dots being gray and the rest being white:

2 2 2 1

e N =2n+ 1 with n > 1 (which corresponds to the so-called B(n,m)-series).
In this case, the root system is (cf. [F'SS] (2.7)]):

1§¢<jgn+m}U{ie;f 1§i§n+m}U{i2€f

The latter follows from the explicit description of the basis (2.8). In contrast to the case of even
N, the simple roots are uniformly given by:

A={teixe; viEV,1<i<ntm}.

ap =€e] —€, 0 =€ —€3, ..., Untm—1=Chim-1— Entms Untm = Cpim -
Similarly to the case of even N, the highest root # depends on the parity of vy:
o — {e{—i—e; it vy € Vg '
2e] ifvr € Vg
We shall now match the (labelled) Dynkin diagrams of |[F'SS, Table 2] with the parity sequences.

Case 1: Ty = (0,%,...,%,0) with each * being either 0 or 1.
In this case, we get the following diagram with labels from [F'SS, Table 2]:

1 2 2 2

The number K of grey dots among @ is cven since it equals the number of 1 <4 <n+m —1 such
that ¢ # i+ 1 and T = n + m, while the labels on the diagram are read off the following equality:

1+ ey =(e1 —ex) +2(ex —e3) + -+ 2 pm1 — €npm) T 2eppm) -

Case 2: Ty = (1,%,...,%,0) with each * being either 0 or 1.
In this case, we get the following diagram with labels from [F'SS| Table 2]:

2 2 2 2

The number K of grey dots among @i odd since it equals the number of 1 < ¢ <n+4+m — 1 such
that i #4+ 1 and 1 # n + m, while the labels on the diagram are read off the following equality:
2e] = 2(eq —€3) +2(e5 —€3) + -+ 2(€n4m—1 — €nim) +2(€n1m) -

1We warn the reader not to confuse this with the symplectic Cn41-series, corresponding to osp(0[2m + 2).
2We note that this choice actually differs from the standard choice made in [Mo] for even N > 2, cf. (2.19).



ORTHOSYMPLECTIC YANGIANS 9

Case 3: Ty = (1,%,...,%,1) with each * being either 0 or 1.
In this case, we get the following diagram with labels from [F'SS, Table 2]:

2 2 2 2

The number K of grey dots among @ ;s cven since it equals the number of 1 <:<n+4+m—1
such that i # i + 1 and 1T = n + m, while the labels are read off the same equality as in Case 2:

2e] =2(e] —e3) +2(e5 —e3) + -+ 2(ep 1 — €nim) + 2(enim) -

Case 4: Ty = (0,%,...,%,1) with each * being either 0 or 1.
In this case, we get the following diagram with labels from [F'SS| Table 2]:

1 2 2 2

The number K of grey dots among . is odd since it equals the number of 1 <i<n+4+m —1
such that i # 7 + 1 and 1 # n + m, while the labels are read off the same equality as in Case 1:

el +ey=(e] —e3) +2(ez —e3) + -+ 2(en 1~ €ngm) T 2(€npm) -
e N =1 (which corresponds to the so-called B(0,m)-series).

In this case, there is only one parity sequence Ty = (1, ..., 1), that is, [v1| = ... = |v,| = 1.
The corresponding root system is (cf. [FSS, (2.8)]):

A={xexei<i<j<miU{ze|1<i<miU{r2e|1<i<m},
with simple roots given by
Q] =€] — €5, A2 = €5 — €3, ..., Q1 = Ep_1 — €y Oy = € s

and the highest root
0 = 2e] .
This obviously corresponds to the (labelled) Dynkin diagram of [F'SS, p. 463]:

2 2 2 2
. . 1 if ‘Ul‘ = (_)
Remark 2.18. We note the following uniform formula for the first label: a; = 2 iy =1
I |v1| =
The parity sequence (2.10)) is called standard if
Tv=(,...,1,0,...,0). (2.19)

2.4. Chevalley-Serre type presentation.

We conclude this section with the Chevalley-Serre type presentation of the orthosymplectic Lie
superalgebras. This result is a partial case of such a presentation for all simple contragredient Lie
superalgebras, established in [Z, Main Theorem|. Let A = (a;;);; be the Cartan matrix of (2.16)).

Theorem 2.20. [Z/ The Lie superalgebra osp(V') is generated by {e;, fi, hi};_,, with the Za-grading

eil = 1l = {‘f e =, (2.21)
subject to the quadratic Chevalley relations
[hi, hj] =0,

[hisej] = ajej,  [hi il = —aijfj, (2.22)

lei, 5] = 0ijhi,
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the standard Serre relations
(adei)l_‘“f(ej) =0= (adfi)l_a"j (f5) for i # j, with a; # 0 or a;; =0,
lei, ei] = 0= [fi, fi if a;; =0,

and the higher order Serre relations (2.26, |2.30), [2.52, (2.34) that are described in details below.

(2.23)

We shall now specify the aforementioned higher order Serre relations of degrees 4, 3, 6, or 7.

e For the sub-diagram

o—QO—o
J t K with (o, ) - (o, 00) <0 (2.24)

or one of the following sub-diagrams

—0—>—_ o—0-0

: t o t g (2.25)
the associated higher order Serre relations are:
€j,€etl, |et, e =0 ,
[[ej, et], [t ex]] 0
[[fjvft];[ftafk]] =0

Remark 2.27. (a) We note that the relations [et, le;, [et,ek]ﬂ = 0 and {ft, [fjs [ft,fk]]} =0
of |Zl §3.2.1(1,2,3)] are equivalent to (2.26)), due to the relations [e;, e;] = 0 and [f, fi] = 0.
(b) The above relations ([2.26)) also hold for the analogues of (2.24] [2.25)) with the white ¢-th vertex.

In our setup, sub-diagrams occuronly if N=2n+1,n+m>3, n+m=#*n+m-—1
(and k = n+m,t =n+m—1,j7 = n+ m — 2). Likewise, sub-diagrams occur either if
t<|N/2J+m—-1landt#t+1 (withj=¢t—1,k=t+1)or N=2n,j =n+m-—3,t=
n+m—2k=n+mand Ty = (x,...,% 1,0,0) where each * is either 0 or 1.

Remark 2.28. As noted in [Z], §2.2], the condition (o, ou)- (o, a) < 0 in sub-diagrams ([2.24)) cannot
be ignored. In our setup, that excludes the corresponding sub-diagrams for N =2n,n+ m > 3,
t=n+m-—-2,j=n+m—1,k=n+m,and Ty = (x,...,%,1,0,0) where each * is either 0 or 1.

e For the sub-diagram

t
i
5 (2.29)
the associated higher order Serre relations are:
[€t7 [657 el]] - [687 [eta e’L]] = 07 (230)

[fta[fSafiH - [fSa [ft7fZH = 07

cf. |Z, §3'2'1(6)]; In our setup, that occurs only if N = 2n, n+m > 3, and the parity sequence is
YTy = (*,...,%,1,0) where each * is either Oor 1 (and i=n+m—2,t=n+m—1,s=n+m).

—0<0

e For the sub-diagram

J t & (2.31)
the associated higher order Serre relations are:
[leoed, [legsedls lersexl]] = 0,
(2.32)

(115, £ (L5, £, U £]]] =0,
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cf. [Z, §3.2.1(4)]. In our setup, that occurs only if N = 2n, n+m > 3, and the parity sequence is
YTy = (%,...,%,1,0,1) where each x is either Oor 1 (and j =n+m—2,t =n+m— 1,k =n+m).
e For the sub-diagram

‘ J t k (2.33)

the associated higher order Serre relations are:
[[eis ey edl), [lejo el ews ex]]] =0,

[Fio U 1), (050 £, U S]] = 0,

cf. |7l §3.2.1(5)]. In our setup, that occurs only if N =2n, n+m >4, and Ty = (,...,%,0,0,1)
where each x is either Oor 1 (andi=n+m —3,j=n+m—2,t=n+m— 1,k =n+m).

(2.34)

Remark 2.35. (a) For odd N or even N but with the parity sequences Ty ending in 00 or 11,
there may be only degree 4 higher order Serre relations.

(b) For even N > 6 — 2m and parity sequences Yy ending in 10, we get new degree 3 Serre
relations.

(c) For even N > 8 — 2m and parity sequences Ty ending in 01, we get new degree 6 or 7 Serre
relations.

Remark 2.36. (a) The degree 6 Serre relations ([2.32)) as well as the degree 7 Serre relations ([2.34))
always hold in osp(V) with N = 2n for any parity sequence Ty .

(b) The degree 3 Serre relations (2.30]) hold in osp(V') with N = 2n iff vy, 4y, is even (we note that
for odd vy 44 the corresponding Dynkin diagram does not have the s <> ¢ Zy-symmetry either).

3. RTT ORTHOSYMPLECTIC YANGIANS

In this section, we recall the definition of the RTT (extended) Yangians of osp(V') and their
basic properties. We establish the key rank-reduction result in Theorem [3.47] prove Lemma
and explain the relevance of the defining relations for super A-type Yangians to the present setup.

3.1. RTT extended orthosymplectic super Yangian.
Let P: V®V — V ®V be the permutation operator defined by
N+2m

P = Z (—1)76” & €44 (3.1)
ij—1

whose action is explicitly given by:
P(v; ® v;) = (—1)5'3 v; @ Vj .
Evoking the definition (2.4), we also consider the operator @Q: V ® V — V ® V defined by

N+2m L
Q= > (=D"8:fje; ey, (3.2)
ij=1
whose action is explicitly given by:
0 if 9 £
Qv, ®@v,) = { SNF2M 9.0 @ vy ify=4,1>[5]+m

N
2
(_1)i Ei:—~1_2m 97, Vi & vy lf] = le 1 < [%1 +m

We also introduce a constant x via:

k=% -m-—1. (3.3)
Consider the rational R-matrix (a super-version of the one considered in [ZZ]):
P
R(u)=1-—+ @ €EndV ®EndV . (3.4)
U uU—K
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According to [AACFR]EL it satisfies the famous Yang-Baxter equation with a spectral parameter:
ng(u)ng(u + U)Rgg(v) = RQg(’U)ng(U + U)ng(u) . (35)
Following [AACFR, §I11], we define the RTT extended Yangian of osp(V'), denoted by X rtt(osp(V))

to be the associative C-superalgebra generated by {tz(;)}gzl,jgNHm with the Zs-grading |t | =i+j

and subject to the following defining relation (commonly called the RTT-relation, see )
R(u — v)T1(u)Te(v) = To(v)Ti(u)R(u — v) , (3.6)

viewed as an equality in EndV ® EndV ® X" (0sp(V)). Here, T'(u) is the series in u~! with
coefficients in the algebra End V ® X" (osp(V)), defined by:

N+2m <= =
T(u) = Z (—1)1']4_] €ij ® ;5 (u) with tZJ = (sm + Z t(r) (37)
ij=1 >1
Therefore, Tl(u) = vadi%m(—l)ngr; € ®1® tij(u) and Th(v) = Z%i%m(—l)szr} 1®ei; @ty ('I})

Remark 3.8. We identify the operator Zgji%m(_l)?ﬂ} eij ® t;j(u) with the matrix (tij(u))]?gﬁlm.

Evoking the multiplication (2.6]) for the graded tensor products, we see that the extra sign (—1)"7+7
ensures that the product of matrices is calculated in the usual way.

Comparing the matrix coefficients (v; @ vg| - - - [v; @ vy) of both sides of the defining relation (3.6)),
it is straightforward to see that the latter is equivalent to the following system of relations:

[tij(u), tre(v)] = (tkj(u)tw(v) - tkj(v)tw(u)) -1

Uu—v—kK

(_ 1 )2-3+€-E+3-E

u—"v

N+2m oo N+2m . (39)
Ok D ()G, ty (utye(v) = 05 D (=) IR0, 0, by (v)tip(w)
p=1 p=1

for all 1 <i,j,k, ¢ < N +2m. Here, we only use (2.2)), (2.6)), and the property 6; = (—1){91' Viel
Remark 3.10. As follows from the direct verification using (3.9), the assignment (cf. [Mol (2.9)])

7itii(u) e (~1) T i (w) Y 1<d,j<N+2m (3.11)
gives rise to an anti-automorphism 7 of the superalgebra X**(osp(V)), that is, we have:

r(zy) = (=)Wl (y)r(z) for any homogeneous z,y € X" (osp(V)).

In the particular case of the standard parity sequence , corresponding to the case
V1,...,Um € Vi, we recover the RTT extended Yangian X" (osp(N|2m)). The latter was in-
troduced in [AACFR] and revised more recently in [Mo]; in particular, the relation recov-
ers [AACFR), (3.3)], cf. [Mo, (2.8)]. Meanwhile, for a general parity sequence we actually get
isomorphic superalgebras, due to the following simple result:

Lemma 3.12. The superalgebra X" (0sp(V')) depends only on dim(Vy), dim(V;), up to an iso-
morphism. Thus, X" (osp(V)) is isomorphic to the RTT extended Yangian X *(osp(N|2m)).

Proof. Let U be another superspace with a C-basis uy,...,unyt2m such that each wu; is even or
odd, |u;| = |uy|, and dim(Vg) = dim(Up), dim(V;) = dim(Uy). Pick a permutation o € S(| 5 | +m)
such that v; € V' and u,(;) € U have the same parity for all 1 <14 < L%J + mﬂ We then extend o
to a permutation o € S(N + 2m) by
oi)=0c(@) V1i<i<|¥]+m, o +m)=""L4+m  forodd N. (3.13)
Then, the assignment
(r) (r) o
iy = to(i).o() Vi,jel,r>1 (3.14)
is compatible with (3.9)), thus giving rise to an isomorphism X" (0sp(V)) = X™(0sp(U)). O

3While |[AACFR] Theorem 2.5] established (3.5)) only for the standard parity sequence - the general case
follows immediately by using the S (L |4+ m)- symmetry as in our proof of Lemma 2| below.
4We abstain from using r instead of | 5] 4+ m in this section, since we now have a similar looking index r > 1.
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3.2. RTT orthosymplectic super Yangian. o
Consider the matrix supertransposition t defined by (A?);; = (—1)*7%70,0; (A),+r. In particular:

Tt (w)i; = (—=1)7760,0; 0 (u) . (3.15)
As shown in [AACFR]EL the product T'(u — £)T%(u) is a scalar matrix:
T(u— k)T (u) = cy(u) - 1d, (3.16)

where cy(u) =1+ 3,51 ¢;u™" with all ¢, belonging to the center ZX™ (0sp(V)) of X" (0sp(V))
and, in fact, freely generating ZX"** (osp(V)), which can be shown as in [AMR] for non-super case.
For any formal power series f(u) € 14 u~'C[[u~!]], the assignment

pups T(u) = f ()T (u) (3.17)

gives rise to a superalgebra automorphism ¢ of X™(0sp(V')). Following [AACFR}Mo| for the
standard parity and [JLM]| for non-super case, we define the RT'T Yangian of osp(V'), denoted by
Y™ (0sp(V)), as the following C-subalgebra of X (osp(V)):

Y™ (0sp(V)) 1= {yexm(osp ]uf =y Vf(u)e 1+u—1©[[u—1]]}. (3.18)

Similarly to [Mo| (2.7)] for the standard parity (2.19)), cf. [AMR] for non-super case, we have the
tensor product decomposition

X (0sp(V)) = ZX™(05p(V)) @ Y™ (0sp(V') . (3.19)
Thus, the RTT Yangian Y**(0sp(V)) can be also realized as a quotient of X" (osp(V)):
Y™ (0sp(V)) = X" (0sp(V))/(cv(u) —g(w))  Vg(u) € 1+ 'Cllw™']].  (3.20)

Remark 3.21. There is a unique series 3y (u) = 1+ 3,~; 3,u~" with 3, € Cley, ca, . . ] satisfying
sv(u—r)jv(u) =cy(u). (3.22)

According to , the automorphisms g of (3.17), with f(u) € 14+ v 'C[[u™']], map cy (u) to
flu)f(u— n)cv( ) hence pr(3v(u)) = f( )3v (u). Therefore, the series {7;;(u)}; jer defined by

Sij + Z = 7i5(u) := v (w) " ti(u) (3.23)

r>1

are pp-invariant, and so their coefficients { }:?elﬂ belong to Y ( osp ) of . The corre-

sponding matrix T( ) (i (u))fvj+21m satlsﬁes the RTT relation and T(u - lﬁ)Tt( ) =1d.

This clarifies why (3.20)) is usually stated for g(u) = 1, cf. [AMR], Corollary 3.2] for non-super case.
Evoking Lemma [3.12] we thus immediately obtain:

Corollary 3.24. The superalgebra Y™ (0sp(V)) depends only on dim(Vy),dim(V;), up to an
isomorphism. In particular, Y™ (osp(V)) is isomorphic to Y™ (osp(N|2m)) of [AACFR, Mo|.

Remark 3.25. For m = 0, the assignment 7'(u) — T'(u) gives rise to isomorphisms
X" (0sp(N]0)) = X (s0) and Y™ (0sp(N]0)) == Y (s0) .
For N = 0, the assignment T'(u) — T'(—u) gives rise to isomorphisms
X" (0sp(02m)) == X" (spy,,)  and  Y'™(0sp(0[2m)) == Y (spy,,) -

Thus, the orthosymplectic setup generalizes classical BC'D-types all at once.

5While |AACFR), Theorem 3.1] established this only for the standard parity sequence (2.19)), the general case
follows immediately by utilizing the S(| 5 | + m)-symmetry as in our proof of Lemma above.
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3.3. Relation to Lie superalgebras and PBW theorem.
For i, j € I, define tAl(-;) = (—1) tg). Their commutation relations

5 80)) = 015ty — 00 (— 1) FDEFDEYD 60 (—1)7740,0,10) + 5050 (— 1) FH R0, 1)

follow immediately by evaluating the v~ 'v~!-coefficients in the defining relation ([3.9). On the
other hand, comparing the (7, j) matrix coefficients of both sides of (3.16)), we also obtain:

i) = (00,8 vizg, i)+ = (-1,

where c; is the coefficient of u~! in ey (u) from (3.16]). Thus, we get an algebra homomorphism

v Ulosp(V) & C-c) — X" (osp(V)) given by crser, Fyy s 87 — E5e. (3.26)

In fact, the homomorphism ¢ of (3.26)) is a superalgebra embedding, due to the Poincaré-Birkhoff-
Witt (PBW) theorem for the RTT extended orthosymplectic Yangians that we recall next.
To this end, let us endow the RTT extended Yangian X ™ (osp(V)) with a filtration defined via

deg ti) =r—1 Vijel r>1. (3.27)

Let gr X™(osp(V)) denote the associated graded algebra with respect to this filtration. For any
element € X™(0sp(V)), we use Z to denote its image in gr X"**(osp(V)). In particular, Zg)
¢r will be the images of tz(-;) and ¢, (the coefficient of u™" in ¢y (u) from (3.16))) in the (r — 1)-th

component of gr X™ (osp(V)). Due to (3.9)), we have a superalgebra homomorphism

and

7 gr X" (osp(V)) — U(osp(V)[2]) @ Cley, ca, - . -]
given by EE;) > (—1)§Fijzr_1 + %&ch (3.28)
with 7(¢,) = ¢,. The following result was stated first in [AACFR]| and proved recently in |[GK]:
Proposition 3.29. (a) The homomorphism 7 of is actually an isomorphism, that is

gr X" (osp(V)) ~ U(osp(V)[2]) ® Clca, cay .- -] - (3.30)
(b) Endowing the subalgebra Y (osp(V)) of X" (0sp(V)) with the induced filtration, we have

gr Y™ (0sp(V)) = Uosp(V)[e]) via 70 s (—1)T Fyz"—1 . (3.31)

v

Remark 3.32. Considering Y™ (0sp(V)) rather as the filtered quotient X" (osp(V))/(c1,ca,...),
see Remark we can recast (3.31)) in the following form (which does not involve 7-generators):

gr Y™ (0sp(V)) = Uosp(V)[2]) via 10 = (—1)7 Fy2" L (3.33)
As a direct corollary, one obtains the PBW theorem for the RTT orthosymplectic Yangians:

Corollary 3.34. The algebra X" (0sp(V')) (respectively Y™ (0sp(V'))) is generated by the elements

tz(»;) and ¢, (respectively elements TZ-(;)) with the conditions i +j < N +2m + |v;|, r > 1. Moreover,
given any total order on the set of these generators, the ordered monomials, with the powers of odd
generators not exceeding 1, form a basis of the algebra X***(osp(V)) (respectively Y " (osp(V)) ).

3.4. Gauss decomposition and rank reduction.
To derive the Drinfeld realization of X" (0sp(V)) and subsequently of Y**(0sp(V)), we consider
the Gauss decomposition of the generator matrix 7'(u) from (3.7):

T(u) = F(u)- H(u) - E(u). (3.35)
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Here, H(u), F'(u), E(u) are the diagonal, lower-triangular, and upper-triangular matrices

H(u) = diag(hl(u), ha(w), . .. ha(u), hy(u)) :

1 0 0 0 1 ea(u) -+ eqp(u)
" ey 3.36
Flu) = f21:< | 1 - 0 ’ Blu) = 0 1 - 21:< | ’ .
fin(w)  fra(u) -1 o 0 - 1
with h,(u), f;i(u), €ij(u) € X (osp(V ))[[ for1<e< N+2mand1<i<j<N+2m,

cf. Remark Define the elements {h\", e, £’ Eii’j<N+2m7i<j of X" (osp(V)) via

71]7 J2

ei(u) =Y eu " fiilw) =Y f7u . h(w) =143 A

r>1 r>1 r>1
Remark 3.37. Completely analogously to [Mo, Lemma 4.1], one proves by induction that
moeij(w) = (<17 fiia), fiw) = (CD)T (), ) o h(w)(3.38)
for 1 <i<j<1,1<12<1, where 7 is the anti-automorphism of X***(0sp(V')) given by (3.11)).

One of our main results is the Drinfeld realization of X" (0sp(V)), with the generators

(19,60,

and an explicit collection of the defining relations, where:

1<i<[5]+m, 1<z<L%J+m+1,r21} (3.39)

ez( )_ei?—&-l’ f'(r):fi(—:)l,i for 1<i<|5]+m

i
{ %T—i-m = eéLTJ;rml,n+m+1 ) fn+m = 7&2m+1,n+m71 it N = Qna n+m= 0
r r

€ntm = Cntmmntm+1 f?&?m = T(IJQm+1,n+m fN=2n+lorN=2n,n+m= .
We shall use the corresponding generating series e;(u), fi(u) defined via
=S eu, ) =3 fu vi<i< [N 4m. (3.40)

r>1 r>1

The fact that the elements above generate X ™ (osp(V)) is straightforward, see explicit formulas in
Subsections The aforementioned relations will be read off from the super A-type of [P, T]

(recalled in Subsection [3.6)) as well as rank < 2 cases, carried out case-by-case in Subsections
Finally, the proof that these relations are indeed defining will proceed in the standard way by
passing through the associated graded algebras, see the proof of Theorem [6.33]

Let us now introduce the key ingredient that will be used through the rest of this paper:
rank reduction embeddings 1y : X" (0sp(V)) s X (0sp(V)) .
For1<s< L j +m, let V5| denote the following subspace of the superspace V:
VIl = span {v; | s <i < s'}. (3.41)

Let X™(0sp(V¥])) denote the corresponding RTT extended orthosymplectic Yangian, defined
via the RTT-relation using the corresponding R-matrix R[S] , cf. . To deﬁne the latter, we
use the operators Pl Q[s] € End V¥ @ End V¥l given by the formulas alike . but with

the indices s < 4,7 < &' in the summations, while the associated constant x!¥! is easﬂy seen to be
related to k of (3.3]) via:

S

=k — Z(—l){. (3.42)

i=1
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We also consider the following (N + 2m — 2s) x (N 4 2m — 2s) submatrices of ([3.36]):

hopr(w) 0 - 0
HY () = (? hs+?(u) h 9 : (3.43)
0 0 h(syry (u)
1 0 e 0
F[s](u): f8+2,s‘+1<u) 1 0 7 (3.44)
fesrrys1(W) fropry spa(u) oo 1
1 esirsra(u) - egpr sty (w)
T el (3.45)
0 0 1
and define
TH () .= FlEl(u) - HEl(w) - EFl(). (3.46)

Accordingly, the entries of the matrix 7!*)(u) will be denoted by tg‘;-} (u) with s < 4,5 < §'.

Generalizing [JLM|, Theorem 3.1, Proposition 4.1] for non-super case (RTT extended orthogo-
nal/symplectic Yangians) and [Mol Theorem 3.1, Proposition 4.2] for N > 3 and the standard
parity sequence , we have the following powerful rank reduction:

Theorem 3.47. The assignment Ty« (u) — T‘[f] (u) gives rise to a superalgebra embedding
Yys: X (0sp(VE)) — X (0sp(V)), (3.48)
where we use indices VI3 and V' solely to distinguish the corresponding generator T-matrices.

Remark 3.49. (a) First, we note that all ¢y, 5 can be constructed as compositions of various Yy 1
This is based on the following natural compatibility between the maps (|3.48]):

Pvs 0 Yyt = Yvses X (0sp(VET)) — X" (0sp(V)) . (3.50)

(b) The proof of [Mo, Theorem 3.1] establishes Theorem for odd vy (we note that while the
author considers the standard parity (2.19)), the proof of [Mo, Theorem 3.1] only uses |v1| = 1).

(c) As noted in [Mo|, the proof for the RTT extended orthogonal/symplectic Yangians from [JLM]
cannot be fully extended to the present setup since the value R(1) is not always well-defined.

Proof of Theorem [3.47 As follows from Remark a)7 it suffices to show that 1y is a superalge-
bra embedding. The key is to show that it is a superalgebra homomorphism (to verify its injectivity,
it suffices to show that the associated graded griby1: gr X" (osp(VI)) — gr X**(0sp(V)) is in-
jective, which follows from Proposition a) as in |JLM, Proof of Theorem 3.1]).

To prove that Ty (u) — T‘[,” (u) gives rise to a superalgebra homomorphism we consider two
cases depending on the first element of the parity sequence Yy. If vy is odd (i.e. Ty starts with 1),
then the proof is already contained in [Mo], see Remark [3.49|(b). The case of even v, is treated
completely similarly, so we shall only identify the key changes in the respective formulas of [Mo:

o The R(u) of [Mo] is now given by R(u) =1 — % + U_LN_H, where P = Pl and Q = Q!
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o The operators K*, K* € EndV ® End V of [Mo| are now defined as follows:
2/ . 2/ 2/ . 2/
Kt = Zeieil ®epr, KT = Z9i€1i ®eyy, K= = Zeieil’ ®ein, K~ = 291'61% ® ey .
=2 =2 =2 =2

Then, the operators K = KT+ K~ and K = K + K~ still satisfy [Mo, (3.7)~(3.8)].
o The formula after (3.8) in [Mo] shall now read as

KT (u)T2(v) +

U—v—K + B
—ufvfﬁquK To(v)T1(u)R(u — v),
while its companion will be
. 1 — (u—v+1)(u—v—kK) .
Th(v)Ti(u)K = ———— T (v)T To(v)Ti(u)K
2(v)T1(w) o1 RONWE + Oy I — 2(0) T (w) K™+
U—v—K B -
—u7vil€+1R(u )T (u)Ta(v) K™ .

Plugging these formulas into [Mol (3.8)] and rearranging terms, we get the same formula
as in the middle of p. 9 in [Mo|, but with v — v — x + 1 used instead of u — v — kK — 1.
o Using the equalities 1 [LK* = K*, K*1, I, = Ki, I IoP = P = PI1 1>, as well as

KTy (U)TQ(U)J1J2T2('U)_1Tl (u)_lflfg =0, 11[271 (U)_lTQ(U)_1J1J2T2 (U)Tl (u)f(_ =0,

we see that the expression of [Mo, (3.9)] still equals that of [Mo, (3.10)], but with u—v—r+1
in place of u —v — k — 1.
o The expression of [Mol (3.10)] can be written in the same way using [Mo, (3.12)] and its

— GG WA with 7

as in [Mo], so that the only difference is in using u — v — xk + 1 instead of u — v — kK — 1.
o Arguing as in [Mo|, we get:

companion. Thus, the expression from [Mo, (3.9)] equals

W = K*[t11(u), hy(0)] KT = K+ [hi(u), hy (v)] KT =0.

Here, the last equality follows from the identity hy/(v) = ey (v + k)hi(v + k) ~! established
in below and the commutativity [h1(u), h1(v)] = 0 which is a direct consequence of
the formula applied to [t11(u),t11(v)] (alternatively, it can be derived from the super
A-type reduction of Subsection [3.6]). Therefore, the expression of [Mo, (3.9)] vanishes.

This completes the proof for the case of even v. O

Remark 3.51. We note that the main technical difference between the above formulas and those
of [Mol Proof of Theorem 3.1] is that m is replaced with #—n—i—l everywhere. One can
unify these cases by using

u—v—rltl”

We shall often use the following consequence of Theorem [3.47] verified as its non-super counter-
part of [JLM, Corollary 3.10] (cf. [Mo|, Corollary 3.3] for the standard parity sequence (12.19)):

Corollary 3.52. For any 1 <a,b</{ and { <1i,j </{', we have the following commutativity:

4

[tab(), 155 (1)) = 0. (3.53)

In particular, {hq(u), eqp(w), foa(w)|1 < a,b < £} commute with {h,(v), €,(v), fr(v)[l <2,7 < '},
As the embeddings ¢y, of (3.48]) commute with the automorphisms p s of (3.17)), we obtain:

Corollary 3.54. The restriction of v to the subalgebra Y™ (osp(VIe)) of X**(0sp(VI))) defines
a superalgebra embedding Yy s: Y (0sp(VIE))) — Y™ (05p(V)).
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5. Useful lemma.
The following result generalizes [JLM| Lemma 4.3] for non-super case (cf. [Mol, Lemma 4.3],
where a different proof is provided for N > 3 and the standard parity sequence (2.19)):

Lemma 3.55. For { <i,j k < {' with k # j', the following relations hold in X" (osp(V)):
7 (_1)?2—&-2-%—&-1 & V]
Ay - @ () — ey ‘
leaw (), 13 (v)] = =t (0) (e (v) — ex;(w)) (3.56)
(-1 )E}—i—?%—i—j%

(e, 157 (0)] = (Fie(w) = £i0(0)) B (w) (357)

Warning: we use 1 to denote the parity |v1| € {0,1}, not to be confused with the generator 1 € Zs.

u—"v

Proof. It suffices to verify both relations for £ = 1, as the general case then follows immediately
from Theorem . Let us verify (3.56) for £ = 1 (the relation (3.57)) follows by applying the

anti-automorphism 7 of X" (0sp(V')) given by (3.11)) to (3.56]) and using the formulas (3.38)).
First, we note that

t%} (v) = tij(v) = fir(v)h1(v)er; (V) = ti;(v) =t (v)tr1(v) " t15(v). (3.58)
X X (71)T<2+T»E+;E
Thus, the defining relation [t14(u), ti;(v)] = “———— (tar(w)t1;(v) — tix(v)t1;(w)) of (3.9), which

uses i # 1’ and k # j/, can be written in the following form:

(_ 1 )TEH%%E

[t1r(u )JEJ]( )]+ [tk (w), fir(v)hi(v)er;(v)] = ﬁ(tﬁ](u)tu(?}) —t?k](v)tu(w) +

(_ 1 )T-E-l—f%—&-;

T Un(hi(eniy o) = fu () ©ex)t;@) . (359

Let us evaluate the second summand in the left-hand side of (3.59):

(1 (), fir (V) (v)er; (0)] = [tk (w), i (0)]ers(v) + (= 1) TR () t14 (w), 011 (0) 1 (0)] =
DTy (o)t ), b (0)]er; (0) — fi () t2e () b1 0)]) =

— (ta(wtna (eaj (v) — tix()tns (wer; () -

far (@)t ()tn (v)er;(v) — fi(0)trx(0)t (w)er; (v) +
(—)"

IS
|

4
—

el

S

i+ 1-k—+i-

"o (le( Yerr(w)tsj(v) — fil(v)tlk(v)tlj(u)) =
(tik(u)hl(v)en(v) — tix(v)hi(u)er;(v) + fir ()R (v)er(v)ha () (e1;(v) — €1j(U))> . (3.60)
where we used [ty (u), t11(v) "] = —t11(v) " t1x(w), t11(v)]t11(v) "t in the second equality and

applied (3.9) three times in the third equality. Combining (3.59) and (3.60f), we thus obtain:

(7 1 )Ti—&-TE-&-?E

[t1e (), 137 ()] =
S i A TR ) (1) — exs(w)) . (3.61)

As t1;(u) = hi(u)eir(u) and hi(u) commutes with both tEH( ),tgj( ) by Corollary |3.52] we get:

et 0] = L) e1s0) = a,0)

which is precisely (3.56|) for ¢ = 1. O
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3.6. RTT Yangian in super A-type: revision.

Fix n,m > 0 and consider a superspace V = Vi @ V3 with a C-basis vy, ..., vy such that
each v; is either even or odd and dim(Vy) = n,dim(V;) = m. We define the corresponding parity
sequence Ty := (|v1], . ]vn+m|) € {0,1}"™ Let P: V®V — V@V be the permutation operator
defined via P = Z:Lj"}( 1)7 e;; ® eji, cf. (3.1). Consider the rational R-matrix:

P
R(u)=1- - € EndV®EndV, (3.62)
u
which satisfies the Yang-Baxter equation with a spectral parameter, cf. (3.5):
ng(u) R13(’LL + U)Rgg(v) = Rgg(v)ng(u + ’U)ng (u) . (3.63)
The RTT Yangian of gl(V), denoted by Yrtt(g[(V)) is defined as the associative C-superalgebra
generated by {tg)};gj<n+m with the Zs-grading |t | = i+ 7 and subject to the following defining
RTT-relation, cf. (|1.1]
R(u—v)T1(u)Ta(v) = T2(v)T1(u)R(u —v), (3.64)

viewed as an equality in End V®End V@Y™ (gl(V)). Here, T(u) is the series in v ~! with coefficients
in the algebra EndV @ Y (gl(V)), defined by:

n+m o -
T(u) = Z (—1)1']+] €ij & tij(u) with tz-j(u) = (5@' + Ztg)uﬂ” . (3.65)
ig—1 r>1

The relation (3.64)) is equivalent to the following system of relations:
(-1 )E}—HE-&-}E

[tij(u), tre(v)] =

for all 1 <i,j,k, ¢ <n+m,cf. (3.9).
For any formal power series f(u) € 1+« 'C[[u~!]], the assignment
pp: T(u) = f(u)T(u) (3.67)
gives rise to a superalgebra automorphism p s of Y™ (gl(V)), cf. (3.17). The RTT Yangian of sI(V),
denoted by Y (sl(V)), is defined as the following subalgebra of Y (gl(V)):

YU (sI(V)) = {y € Y @UV)) | msy) =y Y f(w) € 1+uCllu ']} (3.68)

(7 ()t (v) — tas (0)tae(w)) (3.66)

u—"v

Remark 3.69. In contrast to (3.19), we note that we have the tensor product decomposition
Y (gl(V)) ~ ZY™(gl(V)) @ Y™ (sI(V)) only for n # m, while for n = m the center ZY " (gl(V))
of Y (gl(V)) actually belongs to Y™ (sl(V)), see |T, Theorem 2.48] (generalizing |G]).
For the parity sequence Ty = (0,...,0,1,...,1), reverse to (2.19)), that is:
Vi|=...=1vn| =0 and Vi1l = oo = |Voim| =1,
we recover the RTT Yangians Y% (gl(n|m)), Y™ (sl(n|m)). By |T, Lemmas 2.24, Corollary 2.38], we
have Y™ (gl(V)) ~ Y™ (gl(n|m)) and Y™ (s[(V)) ~ Y™ (sl(n|m)), cf. Lemma Corollary

In what follows, we shall use the Drinfeld realization of Y™ (gl(V)) established in [T] (cf. [P]),
generalizing [G]. To this end, we consider the Gauss decomposition of the matrix T(u) from (3.65)):

T(u) = F(u) - H(u) - E(u),

where H(u), F(u),E(u) are the diagonal, lower-triangular, and upper-triangular matrices with
matrix coefficients h,(u), f;i(u), e;;(u), as in (3.36]). The coefficients of the series e;(u) = e; i41(u),
fi(u) = fit1,i(u), hy(u) with 1 <i <n+m,1 <1 <n+m generate Y™ (gl(V)). Furthermore, one
can specify all the defining relations (thus recovering the Drinfeld realization of Y™ (gl(V))):
Theorem 3.70. [1], Theorem 2 32] The algebra Y™ (gl(V)) is isomorphic to the C-superalgebra
Y (gl(V)) generated by {e; (r) f hﬁ” [1<i<n+4+m,1<1<n-+m,r>1} with the Zy-grading
|e§r)| = |fir)| =it+i+1, |hz \ =0, and subject to the following defining relations:

[h.(u), hy(v)] =0, (3.71)
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h(u)(e; (1) — ¢;(v))

() ()] = (170541 = )~ HL S0 (372)
(). 6(0)] = (~1 (8 — b, T B (573
), (0] = (1) Moot (40 = i), 5.7
lei(u),ei(v)] =0 if i1 £1+1
tmm»%vﬂ:«4r@w;?“V 7= 77T 7
[fi(u),fi(v)] =0 ifi#i+1
{mwwﬂ@Hz—GJY“Wwﬂ”P =TT (3.76)
uled (u), &;(v)] = vlei(u), €5 (v)] = (~1)78;11ei(u)e;(v) fori < j, (3.77)
ulff (u), £(0)] = vlfi(w), £ (0)] = =(=1)78;01f;(0)fi(u) for i < j, (3.78)
degree 2 Serre relations
fes(w).e; ()] = 0, [fi(u) )] =0 i iAjj1 (3.79)
as well as degree 3 Serre relations
[ei(u1), [ei(u2), eix1(v)]] + [ei(u2), [ei(u1), eix1(v)]] = g o3
o e ey =it e
and degree 4 Serre relations
{[[eil(u),ei(vl)], [ei(v2), eir1(w)]] + [[ei—1(u), ei(va)], [ei(v1), €ir1(w)]] = 0 74T
[[fi1(u), fi(v1)], [fi(v2), fir (w)]] + [[fim1 (w), fi(v2)], [fi(01), figr (w)]] = O s
3.81

where

=Y e, i) =Y 0w, hy(w) =1+ 3 hu

r>1 r>1 r>1
= Z ey f7(u) = Zf(r)u_r
- ) ) 7 - ) :

r>2 r>2

Let us record an important consequence of the relations (3.72} |3.73) that we shall often use:
Corollary 3.82. The following relations hold in Y™ (gl(V)):

hi(u)e;(u) = e;(u— (—1)")h;(u), (3.83)
hir(w)ei(u) = es(w+ (1) )hipy () (3.84)
£ (u)hi(u) = hy(u)fi(u — (—1)7), (3.85)
fi(whiri () = higr (fi(u + (~1)77) (3.86)
forany1<i<n+m-—1.
Proof. Let us rewrite + = j = i case of in the following form:
(=0 = (=1)7) hi(wei(v) + (—1) hi(w)es(u) = (u — v)es(v)hi(u) . (3.87)

Plugging v = v — (—1){ above, we obtain ([3.83]). The other three relations are proved similarly. [
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Let us finally explain the relevance of the above super A-type to the present orthosymplectic
setup. To this end, we fix V with N = 2n or N = 2n + 1 and set V = span {v;}*/". In particular,
V and V have the same parity sequences: Ty = Ty. Then, the defining relations for
1<4,7,k, £ <n+ m coincide with . Therefore, we have a superalgebra homomorphism

Y™ (gl(V)) — X™(0sp(V)) given by t;j(u) = tij(u) V1<ij<n+m, (3.88)

which is injective due to the PBW theorems for Y™ (gl(V)) and X" (osp(V')), see Corollary
Combining this with Theorem [3.70, we obtain:

Corollary 3.89. For N = 2n or N = 2n+1, the currents {e;(u), fi(u), h ;2212 f (. -)
satisfy the relations from Theorem [3.70),

Likewise, the submatrix 7"(u) = (tij(u))i jer of T(u) withT'={1,2... . n4+m—1,n+m+1}
also defines an embedding Y (gl(V)) — X" (osp(V)) via T(u) — T’(u). Moreover, if N = 2n
and |v,4m| = 0, then we have the following important equalities (which follow from ([5.2))):

en-{—m,n—i—m—f—l(“) =0= fn—i—m-‘rl,n-f—m(u) . (3'90)

Thus, in this case the Gauss decomposition of the submatrix 7”(u) is formed by the corresponding
submatrices of F(u), H(u), E(u) from (3.35). Combining this with Theorem we obtain:

Corollary 3.91. The currents {€i1s; 1 (W), fitsinpm1 (W) Pt pim (u)}gﬁ[ﬁ satisfy the rela-

tions from Theorem 0, if N =2n and |v,m| = 0.

Due to the two corollaries above, it thus remains to determine the quadratic relations between
the currents {e;(u), fi(u), h,(u)} where at least one of the indices is i =n+mori=n+m+1, as
well as Serre relations. The latter is partially accomplished in Subsection (the full treatment
being provided in Section |§ see Remark , while the former is essentially reduced to the rank
< 2 cases (due to Corollary @D which are treated case-by-case in Subsections But first of
all, we shall provide explicit formulas for all entries of E(u), F'(u), H(u) and a factorized formula
for the central series ¢y (u) in Subsections

4. ExXpLICIT GAUSS DECOMPOSITION AND HIGHER ORDER RELATIONS

In this section, we recover explicit formulas for all entries of the matrices F(u), F'(u), H(u)
in the Gauss decomposition (3.35) as well as a factorized formula for the central series cy (u)
of (3.16]). We also establish the higher order relations generalizing those from Subsection

4.1. Upper triangular matrix explicitly.

In this subsection, we derive explicit formulas for all entries of the matrix E(u) from (3.35) -
(r)

in terms of the generators e; *. We consider three cases (N = 2n and |vy4m| = 0, N = 2n and
|Untm| =1, N = 2n + 1), for which the formulas resemble those of [FT1] for the D-type, C-type,
and B-type, respectively.

o N =2n and |v, 4| = 0.
This case generalizes (from m = 0 case) the D,-type formulas of [FT1, Lemmas 2.79, 2.80]:

Lemma 4.1. The following relations hold in X" (osp(V)):

(a) entmntm+1(u) = 0.

(b) eijra(u) = (=17 [eij(u), el ] fori < j<i' —1 and j #n+m.

(¢) eimemr1 (1) = (1" e (u),ebtl,] for 1 <i<n+m—2.

(d) ey, (u) = —=(=1)FHF e (ut 5 — Sj_ (=DF) for 1 <i<m+m— 1.

(€) ey (W) = —(=177H [epry oy (w), elV] for 1 < j <i<n+m—1.

(f) eiv(u) = —(=1)"* 1 e;(u)e; i1y (u) — (= 1)1 B (€3, i+1) (), egl)] Jorl<i<n+m-—1.

(9) eiv1(u) = (— 1)Z+1+”+1 i(w)eir, (ip1y (u) —

(— 1)m+;-m
(—1)iitt [ei+1,(i+1)’(u)7 ei ] for1<i<n+m-—2.

67;’(7;_;'_1)/ (u) —
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(h) ey (u) = —(=1)79+L [ei7(]~+1)/(u),e§-1)] for1<j<i—-2<n-+m-—2.

(i) entmntm+2(u) = —€nim(u).

Proof. (a) follows from its validity for the n = 1,m = 0 case as established in (5.2)) below and
Theorem

(b) is similar to [FT1, Lemma 2.79(d,e)], cf. [JLM}, Lemma 5.15]. Due to Theorem it suffices
to establish it for i = 1 and 1 < j < 2/,j # n + m. To this end, evaluating the v~ !-coefficients in
the defining relation

[t1j (), 851 (v)] = E;ly (t35()t151(0) = 550}t ja () ) (4.2)

—v
we obtain [t1;(u), t$),1] = (~1)7 trj41(w). As tij(u) = hi(uers(u), tja1(u) = hi(w)er i (u),
hi(u) commutes with e(l) i+1 by Corollary |3.52, and hi(u) is invertible, we get the desired relation:
7 1
e1j+1(u) = (=1)7[ex;(u), 65 }H] :
We note that e(])Jrl = e( ) for j < n+m, and e(J)Jr1 = —(—1)Jtiitl E ll), for j > n+m by (d).
(c) is completely analogous to part (b), but we replace (4.2) rather with

[th_’_m_l (u), tn+m—1,n+m+1 ('U)] =

(_1)n+m71 (t B A
n+m—1,n+m—1(u)tl,n—i-m—&—l(v) tn—l—m—l,n—l—m—l(v)tl,n—l-m—i-l(u) . ( 3)
u—v
(d) is similar to [JLM, (5.18)]. Due to the equality <=1 — (=1)" = x — S kcf. (3-42),

and Theorem [3.47] it suffices to establish this relation for ¢ = 1. To this end, we rewrlte the

relation (3.16) in the form:

THu+k)=Tw) tey(u+k). (4.4)
Here, we note that T'(u)~! = E(u) ' H(u)"'F(u)~!. In particular, comparing the (1’,1’) matrix
coefficients of both sides of (4.4]), we find:

hi(u+ k) = hy(w) ey (u+ k). (4.5)

Likewise, comparing the (2,1") matrix coefficients of both sides of (4.4)), we get:
1+

120,05 tia(u + K) = —eary (W) hy (u) ey (u+ k) . (4.6)

(=1)
Evoking (4.5) and the equality (—1)11201,0y = (—1)212, we can rewrite (4.0) as follows:
(1212 hy (u + K)era(u+ &) = —eans (w)hy (u+ k). (4.7)

Applying hi(u + k)er(u + &) = e1(u + & — (—=1))hi(u + &), which follows from (3.83) and
Corollary to the left-hand side of (4.7) and multiplying both sides by hq(u + k)~ on the
right, we obtain the desired relation:

exv(w) = (=1 ey (utr — (~1)1).
(e) follows from yet another super A-type reduction, similar to that of [JLM, Proposition 5.6].
Namely, multiplying the bottom-right (n+m) x (n+m) submatrices of F'(u), H(u), E(u) provides
n (n+m) x (n+m) matrix satisfying the RTT-relation (3.64)) of A-type (with the parity sequence
(n+m,n+m—1,...,1) which is reverse to YTy ). Therefore, part (e) now follows from part (b)

iy = —(—1)7H1Hg+L €§1) due to part (d).

(f) is similar to [FT1, Lemma 2.80(a)]. Due to Theorem it suffices to establish this relation
. . . . . 1 3
for i = 1. Applying the reasoning of part (b) to j = 2', we obtain [t1o(u), eé,i,] = (=1)%t11/(u).

and the equality eg ) JHLHGGH1

According to part (d), we have 6%' = —(— 1)1 242 (1) . Thus, the above equality reads:
1

[h1(w)ery (u), e = —(=1)"2 ha(w)errs (u) - (4.8)
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But evaluating the v~!-coefficients in the equality [h1(u),e1(v)] = —(—1)Th1(u)w, which

u—v

follows from (3.72)) and Corollary we obtain [hi(u), egl)] = (=1)'h1(u)er (u). Plugging this
into (4.8)), and multiplying both sides by hi(u)~! on the left, we get the desired relation:
e (w) = —(~1* 2 er(wery (u) — (-1 [erz (u), €] (4.9)
(g) is similar to [FT1, Lemma 2.80(b)]. Due to Theorem it suffices to establish this relation
for i = 1. To this end, let us compare the v~'-coefficients in the defining relation

(_1)5 ZI]JV:J?m(—l)gﬁep tpor (u)tplll(’l})

[toz (u), t2r1 (v)] = w—u (t2’2/ (u)tor (v) — tora (U)t21’(u)> - R

of (3.9)), which together with the equality tgi, = eg}i, = —(—1)§+T 568 due to part (d) implies:

[tazr (), €3] = —(—=1)" 2o (u) = (—1)2 12 () . (4.10)

Note that
too(u) = ha(u)ezz (u) + far(u)hi(u)ery (u). (4.11)
Comparing the v~ !-coefficients of both sides of the equality [ho(u), e1(v)] = (—1)2h (U)M

from (3.72]) and Corollarym, we find [ha(u),e —(=1)%hg(uw)e1 (u), so that

) =
WﬂWQWW%#NZhﬂM(—PUi()QTW) ez (), ef]) . (4.12)
Comparing the v~ !-coefficients of both sides of [ta1 (1), t12(v)] = (—1)F L2rlw)izz UBL Z“( LIS
get [for(u)hi(u), V] = —(=1)T(t11(u) — taa(w)), so that:
[For(w)ha(w)ery (u), efV] = =(=1)% (ha(w) = taa(w) Jero (u) + tor (w)[erar(w), V). (4.13)
Combining 7, we immediately obtain the desired equality:
earr(w) = (=1)2 ey (w)eny (u) — (~1)* 12 e1ar(u) — (1) [eam(u), €] (4.14)

(h) is similar to [FT1, Lemma 2.80(c)]. Due to Theorem it suffices to establish it for j = 1.
We shall proceed by induction on i. Comparing the v~!-coefficients in the defining relation

[tior (u), tor1r (v)] = Sj_l)j (torar (Whtins (v) =ty (V)1 (w)) (4.15)

and evoking the aforementioned equality té}%, = egi, = —(— 1>2+1 2 eg ) , we obtain:

[M%waWZ—Gﬁfimdw- (4.16)
Note that the series featuring in are explicitly given by:

til’( ) 61,1’ + Z fz] ejl’(u) )
(4.17)
ti2’( ) 61,2’ + Z fz] 632’(u) .

Comparing the Ufl-coefﬁcientis of both sidesiof [ti1(u), t12(v)] = Eﬁf (t11(w)tio(v) — t11(v)tia(w)),
we obtain [t;1(u), e{V] = (=1)Ttia () = (=1)T fia(w)ha(u) + (1) fi1 (w)hy(u)ey (u), so that:
[fi1(w)hi(u)era (u), egl)] =
fr (b (u) ([ers (), i + (—1)%er (Wersr () + (=1)? fra(wha(u)ers (w). (4.18)

For j = 2, we have [fia(u),e (1 )] 0 (which follows from [fi(u),egl)] =0for 2 <i<mn+m, see
Subsectlon as well as [hg( ), (1)] = —(=1)? ha(u)ey(u) (see the proof of (#.12)), so that:

[fia(w)ha(u)es (u), V] = fia(u)ha(w) ([eaz (u), efV] = (—1)%er(w)esy (w)) . (4.19)
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For2<j<i-—1, we similarly have [fij(u), (1)] =0 = [hj(u), g )] by Corollary so that:
[fig by (wejor (w), €] = fis(hy(w)lejor (w), €] = —(=1)'2 fis(w)hy(w)eju(u),  (4.20)

with the last equality due to the induction assumption.
Combining [h;(u)e;or (u), egl)] = hi(u)[e;or (u), egl)] with the formulas 1 |4.14|, |4.16|—|4.20I), we

immediately obtain the desired equality:
eir(u) = —(=1) 2 e (u),elV]  for 3<i<n+m. (4.21)

(i) is similar to part (d). Due to Theorem it suffices to establish this relation for n+m = 2.
Comparing the (3',1’) matrix coefficients of both sides of (4.4), we obtain:

(=) 1301,0 tis(u+ k) = (T(w) Vo - ev(u + k). (4.22)

Note that (T'(u) 1)os = (E(u)"ashy (u) ™! = —egq(u)hy (u) !, where we use egz(u) = 0 due to
part (a). Evoking (4.5, we can thus bring (4.22) to the following form:

hi(u+ k)eis(u + k) = —eas(w)hy(u + k). (4.23)

Multiplying both sides of the defining relation [t11(u), t13(v)] = ;2}1 (t11(uw)tiz(v) — t11(v)t13(u))
by (u — v)hi(v)~! on the left and plugging v = u — (—1)', one gets (cf. (3.83)):
hi(uw)ers(u) = ers(u — (=1))h(u). (4.24)

Thus, the relation (4.23)) implies eq3(u + K — (=DYhi(u+ &) = —eaq(u)hy (u + k). It remains to
note that x — (—1)! = 0 as 2 = 0. Therefore, we obtain the desired equality:

e2a(u) = —ei3(u). (4.25)
This completes our proof of Lemma 4.1} O

e N =2n and |v,1m| = 1.
This case generalizes (from n = 0 case) the Cy,-type formulas of [FT1, Lemmas 3.11, 3.12]:

Lemma 4.26. The following relations hold in X (osp(V)):

(a) eij1(u) = (—1)7 [egj(u), e m+1] fori<j<i'—1andj#n+m.

(6) impmi1(w) = —3leintm (), eif] for 1 <i<m+m—1.

(c) ey in(u) = —(— 1) o (w4 — Yy (1) ) Jor1<i<n+m-—1.

(@) eqsay, () = =177 [epay oy (w). €] for 1< <i <ntm—1.

(e) esr(u) = —(—1)F1+iHT ¢ ei(u)e; i1y (u) — (—1)FHt [es,(i41) (w), 61(1)] for1<i<n+m—1.

) =
(f) eip1,0(u) = (— >l+1+“+1 i(Weppn gy (W) — (1)FHF ey 0 (u) —
(1) [y iy (w),eM] for 1 <i<n+m—1.

(9) eijr(u) = —(=1)F7H [ei,(jﬂ)/(u),egl)] for1<j<i—2<n+m-2.
Proof. The proof is completely analogous to that of Lemma [£.1] O

o N =2n+41.
This case generalizes (from m = 0 case) the By,-type formulas of [FT1, Lemmas 4.10, 4.11]:

Lemma 4.27. The following relations hold in X" (osp(V)):

() ergp1(w) = (=1)7 ey (u), el') 1] fori < j < i —1.

(0) efisry (W) = —(=DFH T ei(ut 5= Thoy (~1F) for 1 <i < ntm.
(c) e(ivry,y(u) = —(—1)37? [e(it1y, 41y (), e§~1)] forl<j<i<n+m-1

(d) e () = —(=1)F T eiue; 1y (w) = (<) [e iy (u), €] for 1 < i < mt-m.
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(¢) eir1i(u) = (=) e (w)ep iy () = (1) e gy (u) —
—1)#itl 7. v (uw 6(1) for1<i<n+m-—1.
( ) i+1,(i+1) )
(1 .
() eijp(u) = —(=1)77 e, gy (u),ef] for 1 < j<i—2<n+m—1.
Proof. The proof is completely analogous to that of Lemma O

4.2. Lower triangular matrix explicitly.
Similarly to the subsection above, we derive explicit formulas for all entries of the matrix F'(u)

in terms of the generators fi(r), treating three cases that resemble BC D-type formulas of [FT1].

e N =2n and |v,4m| = 0.
This case generalizes (from m = 0 case) the D, -type formulas of [FT1, Lemmas 2.96, 2.97]:

Lemma 4.28. The following relations hold in X" (osp(V)):

(a) farmt1nm(u) =0.

(6) firi(u) = (=17 (£, fii(w)] fori < j < =1 and j #n+m.

(¢) Fosmeri(u) = (1T i (w)] for 1< i <ntm -2,

(d) firiry () = —(=1)FF fi(u 45 = Sy (<1)F) for 1 <i<n+m—1.

(e) fir (ivry (u) = — (=)t [f s fGay ey (@)] for 1 <j<i<n+m-—1.

(F) foi(w) = —(=1) T fi i) filu) — ()R g ()] for 1 <i <ntm—1.
(9) firis1(u) = (—1)+7H1 fz—i—l a1 (u) fi(w) — (1) oy (u) —

(71)5—%-2‘—1—71—1—5-1'4-71 [f-(l), f(i+1) ,z‘+1( u)] for1 <i<n+m-—2.

(2

(h) fyi(w) = =(=0)TFTITLLED, fpy ()] for 1< j<i—2<ntm—2

(%) fotmt2ntm(u) = _(_1)n+m71fn+m(u)-
Proof. These relations follow directly by applying the anti-automorphism 7 of X**(0sp(V)) given
by (3.11)) to the relations of Lemma and using the formulas ([3.38)). O

e N =2n and |v,1m| = 1.
This case generalizes (from n = 0 case) the C,-type formulas of [FT1, Lemmas 3.11, 3.12]:

Lemma 4.29. The following relations hold in X" (osp(V)):

(a) fivri(w) = (=17 [f) 5, fi(w)] fori <G <i' =1 and j #n+m.

(5) fatmra() = =3 [ fotma(u)] for 1 Si<n+m—1.

() fr vy (@) = —(=1)FF fi(u+ k= Sh (=DF) for 1 <i<m+m—1.

(d) fir iv1y () = — (= 1) [fj( ) s fay ey ()] for 1 <j<i<n+m-—1.

() firi(u) = —(=1)7T fopy i) filw) — (= 1)FFFHFT D g ()] for 1 < i <ntm—1.

() frarr(w) = (D fgay i (@) fi(w) = (FD)7 fyi(a) -
(1) [fi(l), fat1yit1(w)] for 1 <i<n+m—1.

(9) fii(u) = —(—I)EH?*}]'? [f](»l) forry i) for1<j<i—-2<n+m-—2.

Proof. These relations follow directly by applying the anti-automorphism 7 of X (0sp(V)) given

by (3.11)) to the relations of Lemma and using the formulas (3.38]). O
o N =2n+1.

This case generalizes (from m = 0 case) the B,-type formulas of [FT1, Lemmas 4.10, 4.11]:
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Lemma 4.30. The following relations hold in X (osp(V)):

() fivri(w) = (=17 [f}) 5, ()] fori<j<i' —1

(6) fr vy (@) = —(=1)FF fi(u+ k= Shoy (—DF) for 1<i<n+m

(c) i qivry () = —(=1)FFFHTTF D fo Gy @) for 1 <j<i<n+m—1.

(d) fri(u) = (=D fo () filw) — (“)FFHFT D g )] for 1 < i <n+m.

1)
(¢) fiivr(u) = (=D)L fo iy () fi(w) = (D () —
(— 1)z+l+l+z i+1 [f(1)7f(i+1) (@) for1<i<n4m—1.

(2

(f) firi(w) = —(— 1)]+]+1+] j+1 [fj(l), f(j+1)’,i(“)] for1<j<i—2<n+m-—1.

Proof. These relations follow directly by applying the anti-automorphism 7 of X***(0sp(V)) given
by (3.11)) to the relations of Lemma and using the formulas (3.38)). O

4.3. Diagonal matrix and central current explicitly.
In this subsection, we derive explicit formulas for all entries of the matrix H ( ) in terms of the

generators h( ") and the factorized formula for the central current ey (u) of ( . We consider
the same three cases for which the formulas resemble the BC D-type formulas of [FTl JLM] and
generalize [Mo, Proposition 5.1, Theorem 5.3] for N > 3 and the standard parity sequence ,
though our approach is different from that used in [Mo|, §5].

o N =2n and |v,44m| = 0.
The following generalizes (from m = 0 case) the D,-type formula of |[JLM, Theorem 5.8]:

Lemma 4.31. The central series cy(u) from (3.16) can be factorized as follows:

n+m—1 i—1 k
hi u — (-1
i = [ 0= DA 0D
=1 hi(u— 2= (=1)F)
Proof. Comparing the (2/,2") matrix coefficients of both sides of (4.4)), we get:
toa(u+ k) = (hzf(u)_l + 6’2/1/(“)h1/(U)_lflfzf(u))cv(u + k). (4.33)
Evoking hi(u + k) = hy(u)"tey(u + k) of ([4.5) and the fact that cy(u + k) is central, the
relation (4.33)) can be written as:
hy ()~ ey (u+ k) = ho(u+ k) + far (u+ K) b1 (u+ K)era(u+ k) — ey (u)h (u+ ) frr(u) . (4.34)
Applying Lemmas [4.1|(d) and d) to the last summand, we obtain:

hptm(u—n+m+ Dhpimei(u—n+m+1). (4.32)

hor(u) ey (u+ &) = ha(u + k) + far (v + k)1 (u + K&)era(u + K) —
(—1)T+§ er2(u+ Kk — (—1)T)h1(u + k) for(u+ kK — (—1)T) . (4.35)

According to Corollaries we have hi(u + r)era(u+ k) = e12(u + & — (1)) (u + K)
and hy(u+ k) for(u+ K — (=1)') = for(u + x)h1(u + ). Plug these formulas into (4.35) to get:

hy(u) ey (u + k) = ho(u + k) + [for (u + &), e12(u + & — (=1) )]y (u + &) . (4.36)
But [f21(v), e12(u)] = _(7;12? (Z?EZ% — ngg), due to (3.74) and Corollary [3.89 so that:

halut k= (=D)Y)  hy(u+r)

u+K),ep(u+k— —1)H| = = . 4.37
[far(u+ k), exs (-1)h)] hat (DD Rile ) (4.37)
Plugging (4.37)) into the right-hand side of (4.36)), we thus get:
h —
hoy () Loy (u + k) = Wt ) = (—1)T), (4.38)

hi(u+ Kk — (—1)T)
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which can be rewritten in the form
hi(u+ k)
hi(u+rk— (1)1
Combining Theorem with (@.5) and x — (—1)! = &l of (3.42), we note that
hy(wha(u + & — (=1)1) = oy (epm (u + 1)) .
Therefore, the equality (4.39)) can be expressed as follows:

cv(u+ k) = chy (Why(u+ & — (—1)1). (4.39)

[0 ha (u) [1] T
Py = — 1 e (1)), (4.40)
T = (=Y
where we introduce cy/{] (u) for 0 < k < n+m via
M w) == pypeym (u)). (4.41)
Applying the formula (4.40)) iteratively and using (3.50)), we obtain:
n+m—1 i—1 k n+m—1
hifu =321 (=1)%)  [n+m—1] k
cy(u) = H = = - ¢y u — Z (=1)" ] . (4.42)
iz hi(u = (=1)F) k=1

According to (.5) and the equality [t~ = 0, we have c?,”m_l] (u) = hpgm(Whppmyr(w).
Plugging this equality into (4.42) recovers precisely the desired formula (4.32)). O

The following result generalizes (from m = 0 case) the D, -type formula of [FT1, Lemma 2.77]:
Lemma 4.43. For 1 <1t <n+m, we have

-1 i—1 %

1 U (et s = S (=DY)

hi(u+ k=1 (=1F) 2 hilut s =5 (=1)

Proof. For i = 1, this formula follows immediately from the equality hy/(u) = hi(u+ k)" tey (u+ k)

of (4.5) combined with the explicit formula (4.32)) for ¢y (u) as Kk —n +m + 1 = 0. The case
1 < i < n+ m follows now by applying Theorem and evoking the formula (3.42]). O

hi(u) =

g (Whpgmt1 (u) . (4.44)

=
~—

o N =2n and |v, 4| = 1.
This case generalizes (from n = 0 case) the Cy,-type formula of [JLM, Theorem 5.8]:

Lemma 4.45. The central series cy(u) from (3.16]) can be factorized as follows:

T hiu = S (1))
cy(u) = g o~ Zzzi(—l)ﬁ) “hpim(u—n—+m—Dhpimer(u—n+m+1). (4.46)

Proof. The proof is precisely the same as that of Lemma except that now s[tm=1 = _2
and so one rather plugs c?frm*l] (1) = hptm(w)hptm+1(u 4 2) into the formula (4.42)). O

Analogously to Lemma we also obtain the following generalization (from n = 0 case)
of [FT1, Lemma 3.11(a)]:

Lemma 4.47. For 1 <1i <n+m, we have
-1 i—1 %
1 " it s = S (DY)

i () = i n 1l j %
hiu+ k=2 (D)%) i hi(u+r =35 (=1)%)

o N =2n+1.
This case generalizes (from m = 0 case) the B,-type formulas of [JLM, Theorem 5.8]:

Lemma 4.49. The central series cy(u) from (3.16) can be factorized as follows:

n+m A — SEL )k
O U v s T

=1 hi(u — 22:1(—1%)

P (U —2) 1 (1) . (4.48)

Pptmet (u —n+m+ %) hotme1 (u—n+m) . (4.50)
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Proof. The proof is precisely the same as that of Lemma Specifically, the formula (4.42) is

now replaced by

e U B = S D) e (u_"+m_ k)
A S A 200 e

But T/ ™ (u) is a 1 x 1 matrix (Angmi1(w), so that il ™ () = Bypm i1 (@hnpmer (u + ).
Plugging this equality into (4.51)) recovers the desired formula (4.50)). O

Analogously to Lemma we also obtain the following generalization (from m = 0 case)
of [FT1, Lemma 4.10(a)]:

Lemma 4.52. For 1 <i<n+ m, we have

L " (u k= I (- DF)
hi/ - i A ! ’?_1 = hn m hn m 1 .
. hi(u+ K = 31 (=1)¥) j=111 hi(ut s — S, (-DF) #1(@)ngmir (v = 3)

(4.53)

4.4. Higher order relations for orthosymplectic super Yangians.

The aim of this subsection is to detect degree 3, 4, 6, and 7 relations in X " (0sp(V)) that quantize
the loop version of the corresponding Serre relatlons from Subsection 2.4l Due to Theorem it
suffices to establish these relations at the smallest possible ranks 3, 3, 3 and 4, respectively. Here,
we note that sub-diagrams always arise through a super A—type sub-diagram, and therefore
the corresponding degree 4 Serre relations follow from , due to Corollaries and

e dim(V) =6 and YTy = (*,1,0) with * € {0,1}. Thus the Dynkin diagram is as in (2.29).

Lemma 4.54. Under the above assumptions, the following relations hold in X (osp(V)):

[eé%[e& L(w)]] - [eé>,[e§,>,e1< )] =0,

(4.55)
30157 @] = [ 157, )] = 0.
Proof. Evaluating the v~ !-coefficients in the defining relation
12
[t12(u), tas(v)] = ( _1) (tzz(U)tls(U) —t22(v)7513(U))7
we get:
ti(u) = —[trz(u), 153 (4.56)

On the other hand, comparing the v~!-coefficients of both sides of the defining relation

[t13(w), t2a(0)] = (—1)(taz(u)t14(v) — tag(v)t1a(u)) N 6 oy (v) 1 (u) (—1) P 243241 90,9,,

u—"v U—v—K

where we use § whenever the exact value is irrelevant, we obtain:

tis(u) = —[tiz(w), 5] (4.57)
Combining (4.56)) and ( -, we thus get:
tis(u) = [[ti2(w), 155, t57] = [[t1a(u), 5y, eby] - (4.58)

Likewise, comparing the v~ !-coefficients of both sides of the defining relation ([3.9) applied to
the commutators [t12(u), taa(v)] and [t14(w), t23(v)], we obtain:

tra(u) = —[tra(u), 157], (4.59)
tas () = —[tra(u), £55)] (4.60)

Combining (4.59)) and -, we thus get:
t1s(u) = [[tra(u), 5], tés)] ([t1(u), €1, €5 - (4.61)

Comparing the above equalities (4.58)) and , we conclude that
1 1 1 1
[[t12(w), €3] eb'] = [[t12(u). €5y, €55 (4.62)
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As t12(u) = hi(u)ei2(u) and h;(u) commutes with eé?, egl) by Corollary m we get:

1) (@ 1
() [[er2 (), €53 5] = o () [lera (), €], e55'] (4.63)
Multiplying both sides of (4.63]) by h1(u)~! on the left, we obtain the first relation of (4.55)).

Applying the anti-automorphism 7 of X™**(0sp(V)) given by (3.11) to the first relation of (4.55))
and using the formulas (3.38) establishes the second relation of (4.55)). O

Remark 4.64. (a) The relations (4.55) still hold when Yy = (x, () 6) with * € {0,1}, due to the
super Jacobi identity and Serre relations [eé ), el )] =0=1[fy (1) f3 ] cf. Remark b).

(b) Evaluating the u~!-coefficients in , we recover precisely the cubic Serre relations ([2.30)).

e dim(V) =7 and YTy = (1,2,3) with 2 # 3. Thus, the Dynkin diagram is as in (2.25)).
Lemma 4.65. Under the above assumptions, the following relations hold in X" (osp(V)):

[lex(u), e$], [e, 1] = 0,

(4.66)
1 1
(LA, £ 1857, 1571 = 0
Proof. Evaluating the v~ !-coefficients in the defining relation
(-1)
t t = t t —t t
[t12(w), o (v)] = -— ( 22(u)t13(v) — t22(v) 13(“)) :
we get:
fi3(u) = (~1)[t1a(u). 55 (4.67)
Likewise, evaluating the v~!-coefficients in the defining relation
(-1)°
[t23(u), t3a(v)] = —— (t33(U)t24(U) - tzs(v)t24(U)) 7
we obtain ta4(u) = (—1)3[tas(u), egl)], so that
1 1
esi = (=1)°less e (4.68)
Finally, comparing the v~ !-coefficients of both sides of the defining relation
(=1)*
t t = —|1 t —t t
[t13(0), t24(0)] = = (t23(u)t1a(v) — tos ()14 ()
we get
[t13(u), e4i)] = 0. (4.69)

Combining the equalities (4.67] [4.68 [4.69), we obtain:
1
(12(w). e5g') [e53 e§3)1) = 0.

which implies the first relation of (4.66|) as hq(u) commutes with both eg ) = e%) and e:()) ) = egi)
Applying the anti-automorphism 7 of X™*(0sp(V')) given by (3.11)) to the first relation of (4.66} -
and using the formulas (3.38)) establishes the second relation of (4.66).

Remark 4.70. (a) The relations still hold for an arbitrary Yy = (x,*, ) with * € {0, 1}.
(b) Evaluating the u‘l—coefﬁcients in 1 , we recover the Serre relations (2.26]).

e dim(V) =8 and YTy = (*,0,0,1) with x € {0,1}. Thus the Dynkin diagram is as in ([2.33).
Lemma 4.71. Under the above assumptions, the following relations hold in X" (osp(V)):
[lex (), €5, €11, lef, e, e, 5] = 0,

(4.72)
A, 157, BV, 187, BV1 157, 101 ] =0
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Proof. Evaluating the v~!-coefficients in the defining relation

23, t3a(0)) = 2 () ) — o))

we obtain:

taa(u) = [tas(u), £5))] = [tas(u), 5] (4.73)
Likewise, evaluating the v~!-coefficients in the defining relation

(-1)?
(t12(w), t24(0)] = - (t22(w)t1a(v) = t2(v)1(w))

we obtain:

tra(u) = [tra(u), t5)] = [tra(u), eby]. (4.74)
Combining the above formulas, we thus get:

1 1
tra(u) = [t12(u), [edy, 5] (4.75)

Comparing the v~ !-coefficients of both sides of the defining relation

(=) (tan ()t (0) — taa (0)t35(u) S8y tay ()tap(u) (—1)> 113750,

[t34(u), tas(v)] =

)

we obtain:
1 1
~2t35(u) = [taa(u), 1] = [t3a(w), €f)]. (4.76)
Likewise, comparing the v~!-coefficients of both sides of the defining relation

(—1)%(taa(u)tas (v) — taa(v)tas(u)) Doy tay (V)tap(u)(—1)Z3+34+2P050,,

[t24 (), t35(v)] = i + i 7
we obtain:
tao() = [t2a(u), 5] = [t21(w), efg]. (.77
Combining (4.76)) and (4.77]), we thus get:
n (1
tao () = —3[faa(u) [ef) €45 (4.78)
Finally, evaluating the v~ !-coefficients in the defining relation
—1)t
[t1a(w), t26(v)] = EL_) (taa(w)trs(v) — taa(v)ti6(u))
we obtain:
[t14(u), tsg] = 0. (4.79)
Combining all the formulas above, we get the following equality:
n nH n (1
[[t12(u)v [653)’ 6:(54)]}7 [[6§3), 6:(34)]7 [6:(34)= 64(15)]]} =0. (4.80)
As t19(u) = hi(u)erz(u) and hi(u) commutes with e%), egl), efé,) by Corollary we get:
1 (1 n n (1
()| [exa(u), [e5y), €51, [Teby, 5], €5, i) = 0. (4.81)

Multiplying both sides of by hi(u)~! on the left, we obtain the first relation of @ .

Applying the anti-automorphism 7 of X**(0sp(V)) given by (3.11]) to the first relation of ED
and using the formulas establishes the second relation o O
Remark 4.82. (a) The relations hold for all parity sequences Yy : for even vy we actually
have [[egl), eél)], [egl), eil)ﬂ =0=[ 2(1), f?El)], [ 3(1), fil)]], while for odd v4 one can apply the same
argument as above, cf. Remark [2.36{a).

(b) Evaluating the u~!-coefficients in (4.72]), we recover precisely the Serre relations (2.34]).

e dim(V) =6 and Ty = (1,0, 1). Thus the Dynkin diagram is as in (2.31)).
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Lemma 4.83. Under the above assumptions, the following relations hold in X " (osp(V)):
[fea(w), €], [[ef, €5 (57, €591 = [len(u), 5], [ef”, 5] - fex (w), 5],
(A1), 571 (A7 A0 18 150) = L), 501 (L), 50,1157, £57])

Remark 4.85. Evaluating the u~!-coefficients in (4.84]), we recover the Serre relations ([2.32)).

Proof. Evaluating the v~!-coefficients in the defining relation ([3.9)) for [t12(u),t23(v)] and using
[h1(u), e%)] = 0 from Corollary we obtain:

tis(u) = [tiz(u),e55],  ers(u) = [era(w), €], (4.86)

cf. (4.56)). Comparing the v~ !-coefficients of both sides of the defining relation (3.9) for [tag(u), t34(v)],
we get:

(4.84)

—2t4 (1) = [tas(u), 5] = [tas(u), el})] (4.87)
cf. (4.76). Likewise, comparing the v~!-coefficients of both sides of the defining relation (3.9) for
[t13(u), t24(v)], we also obtain:

15 (u) = [t13(u), 1] = [t (), by, (4.88)
cf. (4.57).
Let us now consider the defining relation
(-1)*
[t13(u), t15(v)] = P (7513(“)7515(?1) - t13(”)t15(u)) - (4.89)

Evaluating the v~!-coefficients in (4.89) and using the formulas above, we obtain:
1 1) 1) (@
([ (w)es(w), 5], [[ef, €], (e, e§))] = 0.

However, we can not pull hy(u) to the left of the brackets, as we did in the cases of degree 3 and

7 relations above, due to the presence of non-commuting egl). Instead, let us rewrite (4.89) as

(u—v+ 1)hi(u)eiz(u)hi(v)eis(v) = hi(v)eis(v)hi(u)ers(u) + (w — v)hi(v)ers(v)hy(u)ers(u) .

(4.90)
We shall next pull all hi-currents to the left. To this end, multiplying both sides of the relation
[t11(w), t13(v)] = C1p (11 (w3 (v) = 111 (v)ta3(w))
y 113 P 3 3
by hi(v)~! on the left, we obtain:
u—v+1 1
h =h A — . 4.91
erao)hn(0) = ha(u) (R era) - enn(w) (4.91)
Completely analogously, we also get:
u—v+1 1
h =h _ - . 4.92
exs(o)(w) = hn () (S ers(0) - —ers(w)) (192)

Plugging (4.91] [4.92)) into ([4.90) and multiplying both sides by (u — v)hi(u)"*hi(v)~! on the left,

we obtain:
((u —v)? — 1) eis(u)ers(v) + (u — v+ 1)eiz(v)eis(v) = —(u — v)ers(u)ers(u) +
((w=)?+ (w=v)) ers(v)ers(w) + (= v + Derg(v)ers(u) — erz(u)ers(w) . (4.93)

Evaluating the v'-coefficients in this relation, we get:

lexs(u)., efy)] = ers(u)ers(u) . (4.94)
Here, e13(u) and ej5(u) can be expressed via ([4.86])—(4.88) as follows:
es(u) = [ea(w),ey’],  ers(u) = =4 [lea(w), ey e, e5]] (4.95)

Plugging (4.95)) into the equality (4.94)) recovers precisely the first degree 6 relation of (4.84)).
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Applying the anti-automorphism 7 of X**(0sp(V')) given by (3.11)) to the first relation of ([4.84)
and using the formulas (3.38)) establishes the second relation of (4.84)). O

Remark 4.96. As follows from the above proof, the relations (4.84)) admit more general versions.
To this end, we note that (4.93)) can be equivalently written as:

() e15(0)] = e (ens) + s en(v)ers(u) =

e1s(u)erz(u) —

((u—lv)2 ) enoers() + o _1U)2 ) env)ers(u) - w_lv)gelg(u)elg,(u),

u—"v u

with e13(u) and ej5(u) expressed via (4.95)). Applying the anti-automorphism 7 of X***(osp(V))
given by (3.11)) to the relation above and using the formulas (3.38]), we also obtain:

1 1 1
mf&n(u)fm(v) — W faw) +
(o~ o) @) + (o = ) s () = s (0) ()

w—0? u—v 31 51 (w—v2 u—u 31 51 (w—0)? 31 51(0) -
Remark 4.97. The analogues of degree 6 relations (4.84)), with both right-hand sides been multiplied
by —(—1)!, hold for all parity sequences Y. Indeed, for even v3 both sides vanish as we have

1 n 1 NI
[lea(w), 5", 6", 6”1 = 0 = [[f(w), 571,117, V1)
while for odd v3 one can apply the same argument as above, cf. Remark a).

[f31(u), fs1(v)] = f51(v) f31(v) —

5. RANK 1 AND 2 RELATIONS

In this section, we establish quadratic relations between the generating currents e;(u), fi(u), h,(u)
of X™(0sp(V)) in rank < 2 cases (corresponding to N + 2m < 5). The arguments are straightfor-
ward though a bit tedious. While our treatment is case-by-case, we try to present them in a rather
uniform way (in particular, eliminating the smaller rank reduction of [JLM]| for non-super types).

5.1. Rank 1 cases.

In this subsection, we establish quadratic relations for rank 1 orthosymplectic Yangians which do
not follow from Corollary There are four cases that we consider separately: (N = 2,m = 0),
(N=0,m=1),(N=3m=0),and (N =1,m = 1). The first three were treated in [JLM].

5.1.1. Relations for osp(2|0) case.
We note that X" (0sp(2]0)) ~ X *(s02) by Remark
Proposition 5.1. The following relations hold in X" (0sp(2|0)):
612(’11,) =0= f21 (u) . (5.2)

Remark 5.3. This result follows from the relations established in [JLM, Lemma 5.3] using the
low rank isomorphism of [AMR] by evoking the embedding X" (s03) < X"*(s04) of Theorem
which maps ej2(u) — e3(u) and fa1(u) — fs2(u). However, for the rest of this section, it is
instructive to present a direct self-contained proof of .

Proof. Consider the defining relation (3.9)) for [t11(u),t12(v)] (note that k = 0):

t11<u)t12(1)) + tlg(?})tu(u) s

[t11(u), t12(v)] = U i v U—v

where we readily cancelled two terms containing ¢11(v)t12(u) in the right-hand side. Multiplying
both sides by (u — v)hi(v)~! on the left, we get:
(u—v—1)hi(u)er2(v) = (u — v+ 1)ega(v)hi(u) .

Plugging u = v — 1 above, we obtain hy(v — 1)e12(v) = 0. Multiplying further by hi(v —1)~! on
the left, we get the desired relation ejo(v) = 0. Applying the anti-automorphism 7 of X" (s05)
given by (3.11)) to ej2(v) = 0, we obtain fo1(v) = 0, due to Remark O
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5.1.2. Relations for osp(0|2) case.
We note that X" (0sp(0|2)) ~ X" (sp,) by Remark

Proposition 5.4. The currents hi(—2u), ho(—2u), e1(—2u), fi(—2u) satisfy the relations of
Theorem |3.7() m for the parity sequence Ty = (0,0).

Proof. This result follows from the fact that the assignment T'(u) — T(—u/2) gives rise to the
superalgebra isomorphism X" (0sp(0]2)) == Y™ (gl,). This map can be viewed as a composition
of the aforementioned isomorphism X (0sp(0[2)) == X" (sp,), given by T'(u) — T(—u), and
the isomorphism X'*(sp,) == Y (gl,) of [AMR, Proposition 4.1], given by T'(u) + T(u/2).
The latter follows from the observation that P+ Q =1 for spy-case, which allows to relate the
corresponding R-matrices of sp, and gl types via R(u) = “=1R(u/ 2) O

5.1.3. Relations for osp(3|0) case.
We note that X" (0sp(3|0)) ~ X ' (s03) by Remark In this case, the only relation directly
implied by Corollary is the obvious commutativity [h1(u), hi(v)] = 0.

Proposition 5.5. The following relations hold in X *(so03):

[ha(u),hy(v)] = 0 forall 1<i,j<2, (5.6)
o] = PN ) U0 = O
prtwerso) = 20 =) _ (et 1) (1ot .
) = 2O I _ )~ e 1) 59

ler2(uw), far (v)] = — i . (hl(u)*hg(u) — hl(v)’lhg(v)) : (5.10)

fe1a(w), e12(v)] = (e”(“L‘_?(”))Z , (5.10)

s (), fn(o)] =~ 21(“L:J:f1(”))2 (5.12)

Remark 5.13. (a) The relation (5.9)) corrects a typo in [JLM, (5.4)].

(b) We note that these relations were established in [JLM| Proposition 5.4] using the low rank
isomorphism X™(s03) ~ Y™*(gl,) of [AMR] Proposition 4.4], see Proposition [A.5(a) below.
However, for the rest of this section, it is instructive to establish all these relations directly.

Proof. In view of Remark we shall only present a direct proof of , though it can
be also derived from ( . by applying the anti-automorphism 7 of X™'(s03). The relations
“ 0H5.12) can be proved similarly to analogous relations from Proposition E 5.17 below.
Our proof of (5.9) shall closely follow that of ({ - presented below. First, let us express
ho(u) via the hi-current and the central current ;W(u) from Remark [3.21] deﬁned through the

difference equation cy (u) = v (u — 1/2)3v (u), see . Evoking ¢y (u) = hl(u)hQ(hli(J/zl))hQ(u D

due to Lemma [4.49 we get 3y (u —1/2) = %)hf)(ul) so that
hg( ) —3v(u+ )hl( )hl(u—i—%)*l. (5.14)

Combining ([5.14]) with the following commutation rules between hi(u) and fa1(v), recovered from
the defining relation (3.9 applied to [t11(u), ta1(v)]:
u—v—1 1
hi(u) for(v) = (Hfm(v) +— vf21(“)> ha(u)

() (0) = (2 () = a1 ) ()
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we obtain:
11 1 1
ha(u) fo1(v) = ha(u+ 3) ( — f21(v)+u_v

(u—v+1/2)(u—v—1) 1
( (u—v)(u—v—1/2) far(v) + mfm(u —3) -

In particular, plugging v = u — 1 into (5.15)), we find:
Vha(u) = ha(u) fa1(u — 1) + far(u)ha(u)

for(u— 2)ha(u 5

Plugging the formula (5.16)) into the equality (5.15]), multiplying by gz:gg:%, and rearranging the
terms, we obtain the desired relation ([5.9)). O

5.1.4. Relations for osp(1|2) case.

Finally, let us treat the remaining rank 1 case of X" (0sp(V)) = X" (0sp(1]2)) which can not
be reduced to non-super setup unlike the previous three cases. The corresponding relations also
appeared very recently in [MR].

Proposition 5.17. The following relations hold in X*** (osp(1]2)):
[hi(u),hj(v)] =0 forall 1<4,j<2, (5.18)
hi(u) (e12(u) — e12(v)) (f21(v) — for(u)) o (u)

uUu—v—

far(u) ) s (w)g (u+ ) =
1

u—v

fgl(u)> hg(u) . (515)

(5.16)

[h1(u), e12(v)] = P ; [h1(w), for(v)] = P , (5.19)
(ha(u), e1(0)] = ha(u) (612(12 = 212(U) n 612(12:212_(?/—2 1/2)> ’ (5.20)
afu). fu(0)] = (L=l InQ D Pl ), (5.21)
[e12(u), fa1(v)] = " i ” (hl(u)_lhg(u) - hl(”)_lf@(v)) (5.22)
as well as
fers(u), exs(v)] = W =€) | en(” —en(v)”
2

elz(u)em(21&—_65)2(0)612(@ N (612(21&—_6;)22(1’)) . (5.23)

For (), for (u)] = fa1(v) — fa1(u) n far1(w)? = for(v)? N
fa@)fn() = (@) _ Fa®) = @) oo

2(u —v) 2(u — v)?

(u—v—1)(u—v+1/2)ex(u)eiz(v) + (u — v+ 1/2)erz(v)er3(v) — (u — v+ 1/2)era(v)ersz(u)—
(u—v)(u—v+3/2)e13(v)erz(u)+ (2u—2v+1/2)er3(u)era(u) — (u—v)erz(v)eia(u)? —ea(u)® = 0,
(5.25)
(u—v—1)(u—v+1/2)f31(v) for(u) + (u — v+ 1/2) f31(v) fa1(v) — (u — v + 1/2) f31(u) fo1 (v)—
(u—v)(u—0+3/2) far () f31 (v) + (2u—20+1/2) far () f31 (w) + (u—v) far (w)? far (0) + fa1 (u)® 2(5?56)
where e13(u) and f31(u) can be further expressed via
eia(u) = —en(w)’ = lern(),efy],  far(w) = fu(w)?+ [fau(w), '] (5:27)

Furthermore, the remaining entries of the matrices E(u), F(u), H(u) are given by:

e3(u) = —era(u—5), faa(w) = far(u—3), ha(u) = hi(u—3) " ha(u — 3)ha(u).  (5.28)
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Proof. The defining relation (3.9) applied to [t11(u),t11(v)] implies (v — v + 1)hi(u)h1(v) =
(u— v+ 1)hi(v)hi(u), hence, [hi(u), hi(v)] = 0. Likewise, both relations of (5.19) follow directly

by applying the defining relation (3.9) to the commutators [t11(u), t12(v)] and [t11(u), t21(v)].
We note that the relations (5.19) allow one to pull hi(u) past ej2(v) and fa;(v) either to the
left or to the right. To this end, let us first rewrite (5.19) as follows:

(u—v)era(v)hi(u) = hi(u)((u — v+ 1)ez(v) — er2(u)),
(u—v)hi(u)far(v) = ((uw — v+ 1) fa(v) = for(w))hi(u).
Plugging v = u + 1 into these relations, we obtain, cf. :
hi(u)eiz(u) = era(u+ Dhi(u),  fa(uhi(u) = hi(u)fa(u+1). (5.30)
Finally, plugging back into the equalities , we also obtain:
(u—v+1)hi(u)erz(v) = ((u—v)erz(v) + era(u+1))hi(u),
(u—v+1)for1(v)h1(u) = hy(u)((u — v) for(v) + for(u+1)).

The commutativity [h1(u), h2(v)] = 0is a direct consequence of Corollary For an alternative
direct proof, let us apply the defining relation (3.9)) to [¢t11(u), t22(v)]:

(u—v)[h1(u), ha(v) + far(v)h1(v)erz(v)] = far(v)hi(v)hi(u)era(u) — for(w)hi(w)hi(v)eiz(v) .
Using the equalities to pull ~1(u) and hy(v) to the middle in the left-hand side, we get:
(u—v)[h1(u), h2(v)] + (u — v + 1) for(v) [P (u), h1(v)]e12(v) = 0,

so that [hi(u), ha(v)] = 0 as claimed.
Finally, the commutativity [ha(u), ha2(v)] = 0 of (5.18) follows from the formula cy(u) =

%hg(u + 1)ho(u + 3/2) for the central current cy (u) of (3.16), due to Lemma |4.49
According to Lemma b,d), we have ej3(u) = —e12(u)?—[e12(u), 6512)], eoz(u) = —eja(u—1/2),
thus recovering the first formulas of { . The latter implies e%) = —6512). Likewise, due

to Lemma M(b,d), we have f31(u) = for(u)? + [f21(u),f2(})], fa2(u) = fa1(u — 1/2), thus
recovering the second formulas of ({5.27] . The latter implies fz,g) = fﬁ). Finally, we have
ha(u) = h1(u —1/2) " ha(u — 1/2)ha(u) due to Lemma recovering the last formula of ([5.28]).

Let us prove . Applying the defining relation (3.9) to [t21(u), t12(v)], we get:
(u —v) far(u)hi(u)hi(v)ea(v) + (u —v)hi(v)er2(v) for (w)hi(u) =
hl(v)hg(u) — h1 (u)hg(v) + hl (U)fgl (u)h1 (u)612 (u) - hl (U)fgl (v)hl(v)elg(v) ) (532)

Using the equalities ((5.29)—(5.31)) we can pull both hj(u), h1(v) to the leftmost part in all summands
of (5.32)), and multiplying further both sides by hq(u)~thy(v)~! on the left, we obtain:

(u — v+ 1)[e1a(v), for (u+1)] — [e12(w), for(u +1)] = hy(u) " ho(u) — hi(v) the(v).  (5.33)
Plugging v = u + 1 into , we get:
—le12(w), for(u+ 1)] = hi(u) tho(u) — hi(u+ 1) tho(u +1). (5.34)
Subtracting from and renaming v ~» u,u + 1 ~» v, we obtain the relation .
Let us prove . One way to establish it is to consider the defining relation

_ too(u)t12(v) — too(v)tio(u) N tos(v)t11(u) + toa(v)tia(u) — ta1(v)ti3(w)
u—v u—v+3/2

(5.29)

(5.31)

[(t12(u), ta2(v)]

. (5.35)
Here, the left-hand side may be written as follows:
[t12(w), t22(v)] = ha(u)lerz(u), ha(v)] + [t12(u), t21(v)]€12(v) — t21(v)[t12(w), e12(v)] =

() era (), ha(v)] + 22 @) =@t (W) |y v ) (o). (5.36)

u—v




36 ROUVEN FRASSEK AND ALEXANDER TSYMBALIUK

Plugging (5.36)) into the left-hand side of ([5.35)), rearranging the terms, and using the defining
relation (3.9) for [ti2(u), t12(v)] and [t12(u), t11(v)], we eventually obtain:

hi(u)ha(v)(e12(v) — e1a(u)) N ha(v)(e23(v)hi(u) + hi(u)era(u)) '

h ha(v)] = ‘
1(u)[er2(u), ha(v)] s pR—yT (5.37)
Evoking the first equalities of (5.28)) and ([5.29)), we get:
1 u—v+3/2 1 1
e23(v)hi(u) = —e1a(v — §)h1(u) = —hi(u) <u—v+1/2612(v - 5) - mew(u) )

so that

hg(v) (623(U)h1(u) + hl (u)elg(u)) o hl(u)hg(’u) (612(u) - 612(’0 — 1/2)) .

u—v+3/2 u—v+1/2

Plugging this into (5.37)), multiplying by h1(u)~! on the left, and renaming u «~ v, we get ([5.20]).
Another proof of (5.20)) is based on the expression of ho(u) via the hi-current and a central
current 3y (u) defined via the following difference equation (cf. (3.22)):

cv(u) =3v(u+3 )3v( )

Evoking o () = Py eff 3 (0) = SED, o ha
ho(u) =3y (u— 1)hy(u — i)hl(u — 1) . (5.38)

Combining (5.38)) with the relation eja(v)hy(u)~! = hy(u)~! (u“vj’rl e12(v) + u%meu(u + 1))
which follows from ([5.31]), and evoking (5.29), we obtain:

er2(0)ha(u) = 3y (u— b (u— 3) (Z:jgm - u_l_m

(u—v+1/2)(u—v—1) 1 1

ho () ( e )+ (=) — velg(u)) . (5.39)

Subtracting ho(u)e12(v) from both 81des of (5.39) -, we obtain the desired relation , due to

the equality (léuvi)l(f)(uu 11}2)1) —1= ﬂ T u—o— 1/2

We note that ((5.21]) follows directly by applying the anti-automorphism 7 of X**(0sp(1]2))
given by (3.11)) to the relation (5.20) and using the formulas (3.38]).

Let us prove ([5.23)). Applying the defining relation (3.9) to [ti2(u),t12(v)], we get:
1
fr2(u)t12(0) + taz(0)tr2(w) + ———(t12(w)t12(v) — tr2(v)t12(u) ) -

@(tll(v)tm(w — t12(v)t12(u) — tls(v)tn(u)) =0. (5.40)

Using (5.29)) let us pull both hj(u) and hq(v) to the leftmost part in all terms but t13(v)t11(u):

tlg(u)t12(1}> = hy (u)hl(v) <u_v_1€12(u)612(v) + L 612(’0)2) R

tia(v)tia(u) = b1 (w)hy (v) (“;jjlelg(v)elg(u) - = L velz(uy) 7

tn(v)tlg(u) == hl (u)h1 (U)elg(’u,) 5 tn(u)tlg(v) = h1 (u)hl(v)elg(v) .
To treat the remaining summand ¢13(v)t11(u) in , we recall the defining relation

612(’LL — %)) hl(u — 1)_1 =

[t11(u), ti3(v)] = m(tn(u)tm(v) - tn(v)tm(u)) +

w(tll(v)tlg(u) — t1a(v)tra(w) — tra(v)t11(w)) . (5.41)

6In fact, the difference equation defining 3v (u) is specifically engineered to allow for such an expression.
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Rearranging the terms in (5.41)), we obtain:

L @ 2u — 20 + 3/2
——t13(v u) = —
uw—v+3/2 B (u—0)(u—v+1/2)(u—v+3/2)
u—v+1 1
t t
ooty W) T T 39)
Thus, using the equality (5.42)) for the last term in the right-hand side of ([5.40)), then pulling

both hi(u) and hi(v) to the leftmost part as outlined above, and finally multiplying further by
hi(u)~thi(v)~! on the left, we get:

t11 (U)tlg (u) +

t12 (’U)tlg (u) . (542)

u—v+1/u—v—-1 1 2)
v ( Ty cz(uenn(v) + ——ena(v)” ) +
u—v+3/2 1 ><u—v+1 1 2)
(u—v+1/2 u—v u—v eiz(v)era(u) u—veu(u) +
u—v+1 u—v4+1

613(1)) — ( 613(u) =0. (543)

(u—v)(u—v+1/2) u—v)(u—v+1/2)

u—v u—v U—v— . . u—v 2 u—v
Note that uivﬁ’g — u—iv = ((uij)l()zfiv +1/12/)2 ), Therefore, multiplying ([5.43|) by %, we

obtain an equivalent relation:

(u—v+1/2)(u—v—1)erz(w)erz(v)+ (u—v+1/2)e1a(v)? +(u—v+1)(u—v—1/2)e12(v)ern(u)—

(u—v—1/2)e12(u)? + (u —v)es(v) — (u—v)erz(u) =0. (5.44)

Rearranging the terms in and multiplying by ﬁ, we recover the desired relation .

We note that follows directly by applying the anti-automorphism 7 of X**(0sp(1[2))
given by to the relation and using the formulas .

Let us finally prove (5.25)). Applying the defining relation (3.9) to [t12(u), t13(v)], we get:
(u—v+1)hi(u)era(u)hy(v)ers(v) — hi(v)erz(v)hy (u)ers(u) — (u —v)hy(v)erz(v)hi(uw)erz(u) = 0.

(5.45)
Using (5.29)), let us pull both hi(u) and h;(v) to the leftmost part in the first two terms:
u—v—1 1
hi(v) = hy(v) [ 2—2—=
erafu)ha(0) = ha(0) (o) + en())
u—v+1 1
hi(u) = hy(u) (=272 - .
e12(v)h(u) = h(u) ( T e12(v) = —— U€12(u)>

On the other hand, hi(v)e13(v)hi(u) = t13(v)t11(u) has been already evaluated in (5.42) above.
Thus, first using the equality (5.42]) for the last term in (5.45)), then pulling both h;(u), h1(v) to
the leftmost part as outlined above, and finally multiplying by hi(u)~thi(v)~! on the left, we get:

(u—v+1)(u—v—1) u—v+1 u—v+1
. e1z(u)er3(v) + —— —enz(v)es(v) — —— —en(v)ers(u) +
(u—v+1)(u—v+3/2) 2u—2v+3/2
— v€12(u)€13(u) pR———Y e13(v)eia(u) pp——YT er3(u)erz(u)
u—v+1 9 1 3
B - =0. A4
u—vr1pceWenn) + o mpen(u)” = 0. (5.46)
Plugging v = u + 1 into (5.46]), we obtain:
e1a(u)erz(u) = erz(u)era(u) — 2e1a(u)?. (5.47)

Therefore, replacing eja(u)e13(u) in (5.46) with the right-hand side of (5.47) and multiplying
further by %ﬂ:ﬁfl/m, we get the desired relation (5.25)).
We note that (5.26)) follows directly by applying the anti-automorphism 7 of X***(0sp(1]2))

given by ([3.11]) to the relation (5.25)) and using the formulas ({3.38]).
This completes our proof of Proposition [5.17} O
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Remark 5.48. Evaluating the u'-coefficients in the relations (5.25)) and -, we obtain:

le13(v), e1y)] — erz(v)ers(v) =0, [fa(v), f3y ] + f1(0) far (v) =

Plugging above the formulas for ej3(v) and f31(v) from (5.27)), we obtain the following cubic
relations for the currents ejo(v) and fo1(v), cf. [ACFR, (3.7, 3.8)]:

e12(v)® = [era(v), (e8] = fer2(v), eif Jerz(v) |
Fa1(0)% = ~[fa1(v), (f51)?] = Far () [fr (), f51] -

Remark 5.50. We note that the cubic relations (5.25] [5.26)) differ slightly from [MR, (4.9, 4.10)],
which is not surprising as one can add linear multiples of the quadratic relations ([5.23] [5.24]).
However, the key feature of both choices is that at the associated graded algebra level they yield:

(5.49)

215, 23] = A A)1=0  forany rs>1. (5.51)
Indeed, evaluating u~*v~‘-coefficients in (5.25]) and passing to their associated graded, we get:
@™ 8] — 20y e+ @ e = 0 forany ke, (5. 52)

with &{5” = 0. In particular, we get [é(lz), 51 )] = 0 (by plugging £ = —1 into (5.52)), [é{lg), éﬁ)]
(by plugging ¢ = 0 into (5.52))), and then we get the first equality of - by induction on s.

Remark 5.53. We note that the Zs-grading of V in [ACFR] is |vi| = 0, |v2| = 1, |vs| = 0, which is
opposite to ours, and as a result their R-matrix of [ACFR, (2.4)] slightly differs from ours (besides
for the common prefactor). The main isomorphism ¢: AT = Y(R) of [ACFR), Theorem 3.1]
between the (new) Drinfeld and RTT realizations of the super Yangian of 0sp(1|2) is best restated
using the opposite Gauss decomposition of the generator matrix T'(u) (denoted by L(u) in loc. cit.):

¢: e(u) — eas(—u), flu)— faa(—u), h(u) = ho(—u—1)hg(—u—1)""
Here, the opposite Gauss decomposition of T'(u) refers to the unique factorization
T(u) = E(u) - H(u) - F(u) (5.54)

with

— an upper-triangular matrix E(u) = (€35(u)) with € (u) =1,

— a diagonal matrix H (u) = diag(hy(u),...,hy(u)),

— a lower-triangular matrix F(u) = (fji(u)) with fi;(u) = 1.
One may wonder how the two Gauss decompositions are related, and if the defining relations for our
conventions (3.35)) imply those for the generating series in the opposite Gauss decomposition (|5.54)).
In fact, the composition of the anti-automorphism 7 from Remark and the antipode anti-
automorphism S give by S(T'(u)) = T'(u)~! gives rise to an algebra automorphism of X*(osp(V'))

that intertwines our Gauss decomposition and the opposite one. Therefore, it is just a matter of
preference which one to use, and we follow the previous literature [BK|.JLM|Mo|] on the subject.

5.2. Rank 2 cases.

In this subsection, we establish quadratic relations for rank 2 orthosymplectic Yangians which do
not follow from Corollaries [3.89] [3.91] and from rank 1 cases treated in Subsection [5.I]above. There
are eight cases that we consider separately: (N =4,m =0), (N =0,m =2), (N = 2 m = 1) with
the parity sequence Yy = (1,0) or Ty = (0, 1), (N =5m =0), (N =1,m=2), (N =3,m=1)
with the parity sequence Yy = (1,0) or Ty = (0,1). We note that the first, second, and fifth
cases were already treated in |[JLM]|, while the the sixth case was treated very recently in [MR].

5.2.1. Relations for osp(4|0) case.

In this case, we have X™*(0sp(V)) ~ X™**(s04) by Remark [3.25] Some of the relations among
the generating currents eia(u), e13(u), fo1(u), f31(u), h1(u), ho(u), hs(u) already follow from those
for Y% (gl,), as specified in Corollaries and On the other hand, we also have

e23(u) =0 = faa(u), (5.55)
due to Theorem [3.47] and Proposition [5.1}
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Proposition 5.56. The following relations hold in X***(osp(4]0)):
_ ha(w)(e12(v) — era(w)) (f21(u) = fa1(v)) ha(w)

[h3(u), e12(v)] Py ;o [hs(w), far(v)] = p— ,  (557)
ha(w).exao)] = 2N Z D) gy = sl = SorleDlale) s
le12(u), fs1(v)] =0, le13(u), fa1(v)] =0, (5.59)
[e12(u), e13(v)] =0, [far(u), fa1(v)] = 0. (5.60)

This result was established in [JLM] using the embedding X (s04) — Y™ (gl,) @ Y% (gl,)
of [AMR]. However, it is instructive to prove these relations directly, which can be done completely
analogously to our proof of Proposition below (we leave details to the interested reader).

5.2.2. Relations for osp(0[4) case.

In this case, we have X" (0sp(V)) ~ X" (sp,) by Remark with the isomorphism given
by T'(u) — T(—u). The relations on the generating currents eja(u), fo1(u), h1(u), ha(u) already
follow from those for Y™ (gl(0[2)) ~ Y**(gl,) as specified in Corollary On the other hand,
the relations on the generating currents egs(u), f32(u), ha(u), hg(u) readily follow from those for
X" (osp(VI)) ~ X" (0sp(0]2)) ~ X" (sp,) as specified in Proposition

Proposition 5.61. The following relations hold in X***(osp(0[4)):

[711(u), hg(v)] =0, (5.62)
(). erafo)] = 20222 Z ) g g o) = Gal) —Sale o 2D
(5.63)
[hi(u), e23(v)] =0, [ha(u), f32(v)] = 0, (5.64)
le12(u), faa(v)] =0, [eas(u), far(v)] = 0, (5.65)
[e12(u), exs(v)] = — 2 —(e13(w) = e13(v) = era(u)eas(v) + erza(v)ex(v)) (5.66)
or () iz 0)] = —— (for(0) = for () + fo(0) fr () = fin(0) n(@)) . (5:67)

This result goes back to [JLM]. We note however that (5.67) corrects a typo in [JLM, (5.34)].

5.2.3. Relations for 0sp(2|2) case with the parity sequence (1,0).

In this case, we have the generating currents eja(u), e13(u), fo1(u), f31(u), h1(u), ho(u), hg(u).
Some of the relations among them already follow from those for Y'*(gl(1]1)) with the parity
sequence Yy = Ty = (1,0), as specified in Corollaries On the other hand, we also have

ea3(u) =0 = fa(u), (5.68)
due to Theorem and Proposition [5.1
Proposition 5.69. The following relations hold in the corresponding X" (osp(V)):

_ ha(u)(e12(v) — e1a(u)) (f21(u) — f21(v))hs(u)

[haw), e12(0)] s  lhs(u), far(0)] = L . (610)
[hg(u),613(1})] _ h2(u)(elz(’i)v_ 613(U)) ’ [hg(u), f31(U)] _ (f31(u) _uf_fﬂiv))hZ(u) 7 (571)
le12(u), f31(v)] =0, le13(u), fa1(v)] = 0 (5.72)
as well as
[e12(u), e13(v)] = — i - (era(w)ers(v) = exs(v)ers(u)) +
1

S (- entwen(u) +e@enn() + (o), i) = eia(u).e1r]) . (573)
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[fo1(u), f31(v)] = ﬁ(f:sl(v)fm(u) - le(u)f31(v)> +

—(- ﬁﬂ<vmw»+ﬁKMAxm+wﬁPmen—uﬁkﬁme.<am>
Remark 5.75. AS a direct consequence of the relations -, we obtain more familiar
relations, cf. 3.78)):
U[ei’g(u)aem( )] — vlera(u), e73(v)] = e12(u)ers(v) — exz(v)erz(u), (5.76)
ulfor(w), fa1(v)] = vlfar(w), f51(0)] = fo1(v) far(u) = far(u) f31(v), (5.77)
with the currents e7; (u) = 37,59 egk)u_r and f7;(u) =32, 59 fkr) -

Proof. First, as follows from (3.72]) and Corollaries [3.82 m E we have the following relations:
u—v+1 1
h =h _— —
erao)h(w) = () (- (o) - —en(w)
u—v4+1 1
e1a(0)ha(u) = ha(u) <612(v) _ 612(u)) ,

u—"v u—v

(5.78)

hi(u)eiz(v) = (uﬁ;j_leu(v) + mew(u + 1)) hi(u)
ha(u)eiz(v) = (ui;ilem(’v) + u—11;+1612(u + 1)) ha(u) ,

which allow one to pull 2y (u)*! and he(u)*! past e1o(v) either to the left or to the right. According
to Corollary [3.91] we get analogous relations with hq(u) ~ hi(u), ho(u) ~ hg(u), e12(v) ~ e13(v).

Let us prove the first relations of - - As h3(u) = ey (u — 1)hy(u)ho(u)thy(u — 1)1
by Lemma [£.3T] we have:

era(o)ha(u) = ev(u = D) (1 enn(v) -

era(u) ) )~ 1) =

Cv(u — 1)h1( )hg( ) 612( )hl(u — 1)71 = h3(u) (lt;i;lelg(v) + elg(u)) y (579)

where we pull all the he-currents to the left of e12(v) using (5.78). Subtracting hs(u)e12(v) from
both sides, we get the first relation of . The proof of the first relation of is analogous
with the indices 2 <+ 3 swapped, in particular, we use ho(u) = cy (u — 1)hy(u)hg(u) " thy(u — 1)1

We note that the second relations of and follow directly by applying the anti-
automorphism 7 given by to the corresponding first relations and using the formulas .

Let us prove ((5.72)). Applying the defining relation (3.9) to [ti3(u), t21(v)], we get:
1
[tlg(’u,),tgl(v)] = m(tgg(u)tn(v) - t23(v)t11(u)) . (580)
As eg3(u) = 0 by (5.68) and hy(u)eis(u) = eiz(u + 1)hi(u) by (3.83) and Corollary we

actually have tog(u) = far(u )elg(u + 1)h1(u). Hence, the relation (5.80) can be written as:

613(U + 1)]’L1 (u)fgl (U)h1 (U) + fa1 (U)hl (U)elg(u + 1)h1 (u) =
L pa(wers(u+ D (hi(v) = —— f()ers(o+ D (wha(v) . (5.81)
Pulling both hj(u) and hq(v) to the right in the left-hand side of by using

() (0) = (" fn(0) = ) )

—v+1 1
hi(v)ers(u+1) = (Hem(u +1) = ei(v + 1)) hi(v),
and multiplying further by (u — v)h1(u)~*h1(v)~! on the right, we obtain

613(u + 1)((u — v+ 1)f21(U) — f21(u)) + fgl(v)((u — v+ 1)613(% + 1) — 613(’0 + 1)) =
fgl(u)elg(u + 1) — f21 (v)elg(v + 1) ,
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which can be further simplified to:
(u—v+1)[es(u+1), far(v)] = [e1z(u + 1), for(u)] . (5.82)

Plugging v = u+1 into (5.82), we get [e13(u+1), fa1(u)] = 0 and so (u—v+1)[e13(u+1), fo1(v)] = 0.
This implies the second relation of (5.72)). Meanwhile, the first relation of ([5.72]) follows directly
by applying the anti-automorphism 7 given by (3.11]) to the second relation and using (3.38]).

Let us prove (5.73). Applying the defining relation (3.9)) to [t12(u), t13(v)], we get:

[t12(u), ti3(v)] = %(M(U)tm(v) - t12(v)t13(U)> +

u—11;+1 (t11(v)t14(u) — t1g(v)t13(u) — t13(v)t1a(u) — t14(v)t11(u)) .
The relation above can be rearranged as:
e (0ens(0) - s (en(m(en () +
mhl(v)eliﬁ(v)hl(u)em(u)_uiﬂhl(v)hl(u)em(u)—}—uiﬂhl(v)el4(v)hl(u) —0.

Let us first evaluate the last summand above. To this end, evoking the defining relation (3.9)
applied to [t11(u), t14(v)], we obtain:
1 u—v+1 1 1 1
——— h =——h —
u—v—|—1€14(v) 1(w) (u—w)? 1(w)er(v) u—v(u—v+u—v+1
1 1
h h . (5.83
o e T @) + o en ) ers(u). (389

Plugging (5.83)) into the formula above, let us now pull both h;(u) and hj(v) to the leftmost part
using the following equalities, cf. (5.78)):

exsw)ha () = () I DA =) 4y gy U D12l Zenal),

) b (w)era(u) +

Multiplying further by h1(u)~'hi(v)~! on the left and rearranging terms, we obtain:

u—v)* — uU—v 2 U —0
((10_)1;)21612(@613(@) + wew(v)en(u) + w_;;;elg(v)elg(v) —
u—v+1 u—v+1 u—v+1

= ’U)Q eiz(u)era(u) + W(ZM(’U) — W(EM(U) =0. (5.84)
Plugging the formula ej4(u) = —eja(u)eis(u) — [e1z(u), e%)] from Lemma (f) into the last two
summands of , and multiplying both sides by ff:;jzi, we obtain precisely the relation .

We note that the relation @D follows directly by applying the anti-automorphism 7 given

by (3.11)) to the relation (5.73) and using the formulas (3.38)).
This completes our proof of Proposition |5.69 O

5.2.4. Relations for osp(2|2) case with the parity sequence (0,1).

The relations on the generating currents ej2(u), fo1(u), h1(u), hao(u) already follow from those of
Theorem for Y™ (gl(1]|1)) with the parity sequence Yy = Yy = (0,1), due to Corollary
On the other hand, the relations on the generating currents eas(u), fao(u), ha(u), hs(u) readily
follow from those for X™ (osp(VI1)) ~ X ™ (0sp(0[2)) ~ X" (sp,) as specified in Proposition

Proposition 5.85. The following relations hold in the corresponding X ™ (osp(V)):

[711(u), hs(v)] =0, (5.86)
[h3(u), e12(v)] = hg(u)(eli(li; 3)2_ e12(v)) , [hs (), for (v)] = (f21(v) —chiliU_—22))h3(U) 7
5.87)

[h1(u), e23(v)] =0, [h1(u), f32(v)] =0, (5.88)
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ler2(w), fa2(0)] =0, [eas(w), far (v)] = 0, (5.89)
[e12(u), e23(v)] = uf (ers(w) = e13(v) = era(u)ess(v) + era(v)ess(v)) (5.90)
[fa1(u), f32(v)] = qu(fIil(U) — fa1(u) + fa2(v) far (u) — f32(U)f21(U)) : (5.91)

Proof. The relation (/5.86|) follows directly from Corollary Alternatively, it follows from the
commutativity [h1(u), h1(v)] = [h1(u), he(v)] = [ha(u), hao(v)] = 0 and the equality of Lemma [4.45}

ha(u) = cv(u — 1)hi(u — 2)ho(u —2) " hy(u — 1)7 . (5.92)
According to (3.72) and Corollaries we have the following relations:
u—v—1 1
h =h i
era(o)h(u) = b(w) (S enn(o) + ——en(w)
u—v—1 1
e19(0)ha(u) = ha(u) <612(v) + elg(u)) ,
u —_— —_—
L ) (5.93)
m(enn(v) = (o) - el =1 ) ),
uU—0 1
ha(u)er2(v) = (u_v_lem@) — e - 1)) ha(u),

which allow one to pull currents h1(u)*! and ho(u)*! past eio(v) either to the left or to the right.
In particular, evoking ([5.92)), we obtain:

e12(v)h3(u) = ey (u — 1)e1a(v)hy(u — 2)ho(u — 2) Thy(u — 1)1 =

ev(u— 1y (u— 2) (“‘” oen() + ———en(u- 2)) ha(u—2) " ha(u— 1)~ =

(
oy (u—1)h1 (u—2)ha (1—2)Lera(v)h1 (u—1) "1 = hs(u) <m612(v) - ﬁelg(u - 2)) ,

where we pull all the he-currents to the left of ej2(v) using (5.93). Subtracting hs(u)ei2(v) from
both sides of the equality above, we get the first relation of (5.87))
We note that the second relation of (5.87|) follows directly by applying the anti-automorphism

7 of X" (0sp(V)) given by (3.11)) to the first relation of (5.87)) and using the formulas (3.38]).
The relations (5.88) follow immediately from Corollary Alternatively, to prove the first
relation of ([5.88)), one can rewrite the defining relation (3.9) for [t11(u), t23(v)] in the form
ha(v)[hi(u), e23(v)] = fo1(v)ha(v)ers(v)ha(u) — ha(u) fa1(v)ha(v)ers(v) +
1
T (f21(“)h1(u)h1(v)€13(v) - f21(v)h1(v)h1(u)513(u)) :
and then pull all the he-currents in the right-hand side to the right to deduce [hi(u), e23(v)] = 0.

The shortest proof of (5.89) is based on Lemma m To this end, let us consider the corre-
sponding relation (3.56)) for £ =1 and k =2,i =3,j = 2:

era(u), ()] = () (e12(0) — eralw). (5.94)

As t53(v) = fra(v)ha(v), we have [era(u) 15 (v)] = [er2(w), fr2(0)]h2(v) + fra(v) e12(u), ha(v)]. Com-
bining this with [e12(u), he(v)] = —L-ha(v)(e12(u) — e12(v)), due to ([3.72) and Corollary we
immediately obtain the commutativity [e12(u), f32(v)] = 0. Applying further the anti-automorphism

7 of X™(0sp(V)) given by (3.11]), we also obtain [ea3(v), fo1(u)] = 0, due to the formulas (3.38).
Let us finally prove (5.90)). Applying the defining relation (3.9)) to [t12(u), tes(v)], we get:

[t12(u), tas(v)] = u;lv (t22(u)t13(’0) - t22(v)t13(u)) +

1
u—v—+1

u—v—2

<t24(v)t11(u) — tgg(U)tu(lL) + 199 (’U)tlg(u) + tgl(v)tM(u)) . (5.95)
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As [hy(u), ha(v)] = 0 = [h1(u), e23(v)], the left-hand side of (5.95]) can be expressed as follows:

[t12(w), t23(v)] = ha(u)le12(u), ha(v)es(v)] +
[h1(u)era(u), for(v)hi(v)]e1z(v) — far(v)hi(v)[hi(u)er2(u), e13(v)]. (5.96)
The second summand in the right-hand side of can be simplified using :

[h1(u)erz(w), far(v)h1(v)] = [tr2(u), t21(v)] = u;_lv(tm(u)tn(v) — taa(v)tna(u)) =
_ ha(@)(v) + far (whi(werz(wha (v) — ha(v)hi(w) — far(v)ha(v)erz(v)hn(u)

u—v

Likewise, the third summand in the right-hand side of can also be simplified using :
[h1(u)erz(u), e13(v)] = [tiz(w), t11(v)tiz(v)] =
— t11(v) " [tz (w), t11 (v)Jt11 (v) M taa(v )+t11( )" ta(w), taz(v)] =
ha(v) ™ <t12(u)t11(v) —t12(v)t1y U)>€13 h1( ) <t12(u)t13(v) - tlz(v)tls(u)) -
)

u_iﬂh ()7 (4 (0)tr1 (1) = tr (01 (u )+t12(v)t13(u)+t11(v)t14(u)>. (5.98)

(5.97)

u—v

Expressing all the tee-currents in terms of the Gauss coordinates in the right-hand side of ({5.98|)
and plugging the resulting formula together with (5.97)) into (5.96[), we obtain:

[t12(w), t2s(v)] = ha(w)ha(v)ler2(u), eas(v)] + — i Uhl(u)h2(v)(€12(u)€23(v) — e12(v)ezs(v)) +
(h2(v)hi(u) — ha(u)h1(v) — far(u)hi(w)erz(u)hi(v))erz(v) + far(v)hi(v)erz(v)h(u)ers(u) N

far(v)hi(v)(e1a(v)hi(u) — erz(v)h1(u)era(u) + er2(v)hi(u)ers(u) + hi(u)ers(u))
u—v4+1 '

(5.99)

Next, expressing all the tee-currents in the right-hand side of ([5.95)) via the Gauss coordinates,
and canceling common terms with those that appear in (5.99)), we obtain:

b (u)ha(v)[era(u), e25(v)] = ——hi(u)ha(v) (e13(u) = e13(v) + e1a(v)ess(v) — era(w)eas(v) ) +

o ha(0) (eaa(0)a () — ezn0) (w)era(u) + b (wers(w) . (5.100)
Multiplying by h1(u)"tha(v)~! on the left and evoking [hi(u), e23(v)] = 0, we get:
[e12(u), eas(v)] = " i 5 (613(u) —e13(v) + e12(v)eas(v) — 612(U)623(U)) +

() e (0) — eas(e)enn(u) + exs(w)) . (5.101)

It thus remains to evaluate the summand hq(u)~ 624( )hi(u) from the right-hand side of ([5.101)).
To this end, let us consider the defining relation (3.9) for [t11(u), ta4(v)]:

t11(0)st20)) = —— (t21()14(0) — 21 (0)10a(w)) +

(a0 () — ta3(0)13(0) + 22013 (0) + 2 (Da(w) . (5.102)

The left-hand side of (5.102)) can be expanded as follows:

[t11(u), t24(v)] = ha(v)[h1(u), e24(v)] + [h1(u), for(v)]h1(v)e1s(v) + far(v)[h1(w), hi(v)era(v)].
(5.103)



44 ROUVEN FRASSEK AND ALEXANDER TSYMBALIUK

Evoking the equality [k (u), fo1(v)] = =2 (fo1(w) — fo1(v)) ki (u), due to (3.73) and Corollary
applying further the defining relation (3.9) to

() (@)era(w)] = 1 (u), tra(@)] = —— (tn(@rae) - tu@)ta(w) +
() () — tia(0)t12(0) + t12(0)t13(0) + 11 (0)a(w)

and rearranging the terms, we obtain:

w)hy(u)hi(v)epq(v) — v)hi(v)hi(u)eis(u
[tll(u),tgzl('l))] :hg(v)[hl(u),eg4(v)]+ f21( ) 1( ) 1( ) 14( fi_iZl( ) 1( ) 1( ) 14( )
fa1(v)h (v) (era(v)ha (v) — ers(v)h(w)era(u) + er2(v)hi(uw)ers(u) + hi(u)ers(w))
u—v+1 '
Comparing this with the right-hand side of (5.102)), where all the toe-currents are expanded via
the Gauss coordinates, and canceling common terms, we get:

1
[hi(u),ea(v)] = S (624(U)h1 (u) — eas(v)hy(u)era(u) + hy (u)elg(u)> . (5.104)
The equality (5.104)) is equivalent to:

—v+1 1 1
h -1 h e - - - -
1(u) " e2(v)ha(u) = -~ — n 5e2a(v) + —— n ges(v)era(u) — — )

Plugging this formula back into (5.101)), we obtain:

+

613(u) . (5105)

[e12(w), ea3(v)] = i (el3(u) — e13(v) — er2(u)eas(v) + 612(0)623(1))) n
u—111—1—2 (624(11) — ea3(v)erz(u) + 613(u)) . (5.106)

Multiplying both sides of ((5.106) by Z:Zﬁ and rearranging terms, we get:
2

(613<u) —e13(v) — er2(u)eas(v) + 612(?))623(1))) +

1L—71H—1(613(U) — e12(v)ezs(v) + 624(’0)) . (5.107)

Multiplying both sides of (5.107) by v — v + 1 and setting u = v — 1 afterwards, we find
613(’[)) - 612(1))623(?}) + 624(1}) =0. (5.108)

Thus, plugging (5.108)) into the equality (5.107]), we obtain precisely the desired relation (5.90)).
We note that the relation (5.91) follows directly by applying the anti-automorphism 7 of

X" (osp(V)) given by (3.11)) to (5.90) and using the formulas (3.38).

This completes our proof of Proposition [5.85 U

le12(u), e23(v)] =

5.2.5. Relations for osp(5|0) case.

In this case, we have X" (0sp(V)) ~ X" (s05) by Remark The relations on the generating
currents eja(u), fo1(u), h1(u), ho(u) already follow from those for Y (gly) from Theorem
due to Corollary On the other hand, the relations on the currents ea3(u), fs2(u), ho(u), ha(u
follow from those for X" (osp(VI1)) ~ X ™ (0sp(3]0)) ~ X (s03) as specified in Proposition

Proposition 5.109. The following relations hold in X***(0sp(5/|0)):

[hi(u), ha(v)] =0, (5.110)

[ha(u),e12(v)] =0, [hs(u), fa1(v)] =0, (5.111)

[hl (u), 623<’U)] =0 y [hl(u), f32(?}>] = 0, (5.112)

le12(u), f32(v)] =0, leas(u), f1(v)] =0, (5.113)

le12(u), ex3(v)] = " i ” (6’13(0) —e13(u) + e12(u)eas(v) — 612(11)623(11)) , (5.114)
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[For(), foa(0)] = —— (for () = fr (0) — fo(0) fon () + fn () fr () (5.115)
This result goes back to [JLM]. We note however that corrects a typo in |[JLM, (5.29)].

5.2.6. Relations for osp(3|2) case with the parity sequence (1,0).

In this case, the relations on the generating currents ej2(u), fo1(u), h1(u), ho(u) already follow
from those of Theorem [3.70| for Y™**(gl(1]1)) with the parity sequence Ty = Yy = (1,0), due to
Corollary [3.89] On the other hand, the relations on the currents ea3(u), f32(u), ho(u), hg(u) readily
follow from those for Xrtt(osp(V[l])) ~ X" (05p(3]0)) ~ X" (s03) as specified in Proposition

Proposition 5.116. The relations (5.110)~(5.115]) hold in X (osp(V)).

Proof. The relatlons 5.110)-(5.112) follow directly from Corollary [3.52] The relations (5.113) can
be proved alike by using Lemma m To do so, we consider the corresponding relation

le12(u), t[ ]( )] = %télg] (’U)(elz(v) - 612(u)) . (5.117)

As 14 (1) = fia(0)ha(v), we have [exa(u), £33 (0)] = [exa(u), fra(v)]ha(v) + fra(v)[er (). ha(v)]. Com-
bining this with [e12(u), he(v)] = ~L-ho(v)(e12(v) — e12(u)), due to and Corollary@ we
immediately obtain the commutativity [e12(u), fs2(v)] = 0. Applying further the anti-automorphism
7 of X" (0sp(V)) given by (3.11)), we also obtain [e23(v), fo1(u)] = 0, due to the formulas (3.38).

The relations (5.114] [5.115) can be established similarly to . To this end, let us consider
the corresponding relation (3.56) for £ =1 and k=2,i=2,j = 3:

ens(w), )] = 80 (ens(0) — ers(w)) (5.118)

As 133(0) = ha(v)exs(v), we have [era(u), ty3(v)] = [era(u). ha(v)leas(v) + ha(v)[era(u). exs(v)].
Combining this with t[zg (v) = ha(v) and [e12(u), ha(v)] = “L-ha(v)(e12(v) — e12(u)) from above,
we obtain the desired relation (5.114)). Applying the anti-automorphism 7 of X" (0sp(V)) given

by - ) to , we also obtain (5.115)), due to the formulas (3.38]).

This completes our proof of Proposition [5.116 O

5.2.7. Relations for osp(1|4) and for osp(3|2) with the parity sequence ((_), 1).

In these cases, the relations on the generating currents eja(u), fo1(u), h1(u), ho(u) already follow
from those of Theorem for Y™ (gl(V)) with the parity sequence Ty = Ty being (0, 1) or (1,1),
due to Corollary On the other hand, the relations on the currents eas(u), faz2(u), ho(u), hs(u)
readily follow from those for X rtt(osp(V[l])) ~ X" (05p(1]2)) as specified in Proposition

Proposition 5.119. The following relations hold in X ™**(osp(V)):

[h1(u), hs(v)] =0, (5.120)

[hg(u), €12 (’U)] =0 y [hg(u), f21(7}>] = 0, (5.121)

[hl (u), 623(’1))] =0 y [hl(u), f32(1}>] = 0, (5.122)

le12(u), f32(v)] =0, [e2s(u), fa1(v)] =0, (5.123)

[era(u), ea(v)] = i - (ers(w) = ex3(v) — era(w)eas(v) + era(v)eas(v)) (5.124)
[fo1(w), fs2(v)] = ﬁ(ffﬂ(v) — f31(u) + fs2(v) far(u) — f32(v)f21(v)) : (5.125)

Additionally, we also have the following relations:
[e$5), e24(v)] = —e1a(v) —e1a(v—3) +erz(v)ean(v) +eas(v)erz(v—3)—(—1) eas (v)ers(v—3) , (5.126)

3, fio )] = far(v) + far(v = 3) = fa2(0) far (v) = for (v — 3) fa2(v) — fr(v — 3) fan(v) . (5.127)
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Proof. The proof of (5.120)—(5.125)) is completely analogous to that of Proposition |5.116; we leave

details to the interested reader.

Let us now prove . To this end, we start with the equality from Lemma M(e):
ea5(v) = (=)' (€14(v) = €12 (v)ens(v) = [eaa(v), €3] -
We can rewrite it in the form:
€15 e21(0)] = —ena(v) + ena(v)ean(v) + (~1)

(
Thus, it remains to re-express es5(v). To do so, we recall the equality T%(v + k) = T(v) " tey (v
of (4.4). In particular, comparing the (4, 5) matrix coefficients, we obtained Lemma [4.27|(b):

e1a(v = 3) = (=1)'es(v),
cf. our proof of Lemma [4.1(d). Here, we used the equality hi (v + &) = hs(v)"tev (v + &) of ([@5),
the equality , and finally the identity
k- (-1t =-3.
Likewise, comparing the (3,5) matrix coefficients, we obtain:

e13(v — 3) = (E(v) )35 = e3a(v)eas(v) — e35(v)

! 5.128)

+K)

625(1}) .

cf. our proof of Lemma {4.1{(i). Finally, comparing the (2,5) matrix coefficients, we obtain:

(—1)1614(0 - %) = (E(U)_l)zs) = —(625(21) — e24(v)ess(v) — eaz(v)ess(v) + 623(”)634(17)645(1))) .
Combining the above formulas for e14(v — 3), e13(v — 3), and e12(v — 3), we obtain:
(—1)leas(v) = —era(v — 3) + eas(v)era(v — 3) — (—1)Tea3(v)ers(v — 3). (5.129)

Plugging the right-hand side of (|5.129)) instead of (—1)T€25(U) in (5.128)), we obtain precisely ({5.126]).
Applying the anti-automorphism 7 of X' (0sp(V)) given by (3.11) to (5.126)), we also ob-

tain (5.127)), due to the formulas (3.38)). O

6. DRINFELD ORTHOSYMPLECTIC YANGIANS

In this section, we introduce the Drinfeld (extended) orthosymplectic Yangians of osp(V') and
identify them with their RT'T counterparts from Section [3]

6.1. Drinfeld extended orthosymplectic super Yangian.

We fix N,m, and V as in Subsection 2.1 Let n = [N/2], so that N = 2n or N = 2n + 1, and
recall the notation 7 of . We define the Drinfeld extended Yangian of osp(V'), denoted by
X (0sp(V)), to be the associative C-superalgebra generated by {e; ,, fi,r}§§%<n+mu{h177’}11n§3<n+m+1
with the Zs-grading given by

leir| = |firl=i+i+1, |h,| =0 Vi<n+m,:<n+m+1,r>1,

|€n+m,r| = |fn+m,r| = {

n+m—1+n+m if N=2n,n+m=0
n+m+n+m-+1 otherwise

)

and subject to the defining relations (6.1))—(6.32]). To state the relations, form the generating series:
ei(u) = Z ei,ru_r o filw) = Z fi,ru_r ;o h(u) =1+ Z hz,ru_r
r>1 r>1 r>1
foralll<i<n+mand1l<i:1<n+m+1, as well as
e;(u) = Z eipu", fi(u) = Z figu™",
r>2 r>2

ki (u) = hm—1(w)  hpymyr(u) if N=2nn+m=0,i=n+m
S hi(u) T i (u) otherwise, with 1 <i<n+m
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Recall the basis e of h* (dual to the basis {F};}!%/" of the Cartan subalgebra b of osp(V))
from Subsection u the bilinear form (-,-) on h* determlned by (2.11] - the specific simple roots
{ai,...,antm} as specified in Subsection and the resulting Cartan matrix A = (a;;) of (2.16).

Commutator of h;(u) and hj;(v)
[hi(u), hj(v)] =0 V1i<ij<n+m-+1. (6.1)

Commutator of e;(u) and f;(v)

ki(u) — ki(v)

[ea(u), £(0)] = b (~1)7 120 =Em V1<ij<n+m, (6.2)
1 if N=2n,n+m=1,i=n+m
where o = . .
0 otherwise
Commutator of h;(u) and e;(v)
(). ;(0)] = —(ef. i) SO vy i <ngm, (63
[hngmsi(u),ej(v)] =0 V1<ji<n+m-—1, (6.4)
P () ottt () i N =90, 0 =0
Pntm 1 (0); €n g1 (V)] = § By (u) =t R Zgmatl) i N=9n, ntm=1, (6.5)
0 if N=2n+1
hn+m+1()w if N=2n,n+m=0
—2hp a1 (u )M if N=2n,n+m=1
h ( ) entm (W) —entm(v) _ entm(U—1)—entm(v) h (U)
n+m+1\U 2(u—v) 2(u—v—1) n+m+1

[hn+m+1 (U), €nt+m (U)] =

Il
(an]]

if N=2n+1,n+m

hn+m+1(u) <€n+m(ug:2n+m(v) _ €n+m(u1:j1{3)17(;n+m(v))

if N=2n+1,n+m=1
(6.6)

Commutator of h;(u) and f;(v)
fi(w) = £i(v)

i) £5(0)] = (ef o) 10—
[(hntm+1(w), fj(v)] =0 Vi<j<n+m-—1, (6.8)

hi(w) V1i<i,j<n+m, (6.7)

fn+m71(uu):£n+mil(v) hn+m+1(U) if N= 27’1,, n+m= (_)
[rntm+1 (), frm—1(v)] = _fn+m_1(u1;_21);£n+m_1(v) hpmir(u) if N=2n,ntm=1,
0 if N=2n+1
(6.9)
I Snim@) () if N=2n,ntm=0
2 fnemlWfnem®) () if N=2n,ntm=1
Srntm (W) —frnim @ ntm@—1)—frnim (v
[hatma1 (W), frem(v)] = % Ftm1 () + e (1) 2 (2(u7)v71)+ =

if N=2n+1,n+m=0
(_ fn+m(u)_fn+m(v) + fn+m(u—1/2)—fn+m(v)) hn+m+1(u)

u—v u—v—1/2

if N=2n+1,n+m=1

(6.10)
Commutator of e;(u) and e;(v)
Unless N =2n+ 1, n +m = 1, and i = n + m, we impose:
a;, a;) (ei(u) — e;(v))?
les(u), ei(v)] = (20 (eilw) — eiv))”. (6.11)

2 uU—"v
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For the remaining case N = 2n + 1, n +m = 1, and i = n + m, following ([5.23] , we impose:

e;H_m(u) - €;1+m(v) €n+m(u)2 - €n+m(v)2

[ener(u)’ ener(U)] = w—1v + "o +
entm(W)entm(v) = entm(V)entm(u)  (ensm(u) = enim(v))?
2(u —v) a 2(u — v)? , (612)
where we define €/, . (1) = —€p4m (u)? — [entm (W), €ntm1]-
Commutator of f;(u) and f;(v)
Unless N =2n+ 1, n +m = 1, and i = n + m, we impose:
v . _f 2
itw), fiw)] = {220 il = KT (6.19)

2 uU—v
For the remaining case N = 2n + 1, n +m = 1, and i = n + m, following (5.24} [5.27)), we impose:

f’rlz—l—m(v) - f’r,z—f—m(u) + fn+m(u)2 - fn+m(v)2
u—7v u—"

fn+m(?)>fn+m<u) — fn-‘rm(u)fn-i-m(v) _ (fn—l—m(v) _ f"+m(u))2 , (6.14)

2(u —v) 2(u —v)?
where we define f/. . (u) = foym(W)? + [fatm (W), frtm.1])-

Commutator of e;(u) and e;(v) for i < j

[fner(u)v fner(U)] = +

Unless N =2n,n+m=0,n+m —1=1,and j =i+ 1 = n + m, we impose:
ule; (u), €5 (v)] — vlei(u), €5(v)] = —(ai, oy)ei(u)e;(v) . (6.15)
For N=2nn+m=0n+m—1=1,and j =i+ 1 = n+ m, following (5.76) we impose:

uleq m—1(1); entm (V)] — vlentm—1(u), €4y (V)] = entm—1(w)entm(v) — entm(v)entm—1(u).
(6.16)

Commutator of f;(u) and f;(v) for i < j
Unless N =2n,n+m=0,n+m—1=1,and j =i+ 1 =n+ m, we impose:

ulf7(w), f;(0)] = vlfi(u), f7(v)] = (@i, a5) f3(v) fi(u) . (6.17)
For N=2nn+m=0n+m—1=1,and j =i+ 1 = n+ m, following (5.77) we impose:

U frm—1(W)s fram (V)] = [ fnam—1(w), froim (V)] = = frtm-1(w) fasm (V) + frsm (V) form—1(u) .
(6.18)

“Additional” relations for N = 21} +landn+m=1
For N =2n+1 and n + m = 1, following 15.126|7 5.127)), we impose:

[entm—1,1, €pim (V)] = =€l (V) — €l (v — 3) +

ensm1 (V)€ (V) + € (O)enimo1 (v = 2) = (1T ey (v)el (v — 2), (6.19)

[fn—l—m—l,l: f7/1+m(v)] = fr/ﬁi—m(v) + fr/ﬁi-m(v - %) -
Fram @) fatm—1(0) = fatm—1(0 = 3) frim (V) = im0 = 3) fatm(v), (6.20)
where €], . (u), f ., (u) are as above, and following Lemmas 4.27|(a,b), a,b) we also define:

€Z+m(v) = _[€n+m—1(v)7 en—l-m,l] ’ 6gl+m(’l)) = [[6n+m—1(v), en—l—m,l]a €n+m,1] y
f7/L,+m(U) = *[fn+m,1a fn+m71(v)] ) f;{g-m(v) = *[fner,lv [fner,la fn+mfl(v)H .

Standard Serre relations
For 1 <i # j < mn+ m such that a; # 0 or a;; = 0, we impose:

(a’dei,l)liaij (6]'71) =0, (6‘21)
(ady, )" "% (f1) =0, (6.22)
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For 1 <i < n+ m such that a;; = 0, we impose:
[ein,ein] =0, (6.23)
[fi1, fi1l =0.

Higher order Serre relations of degree 4
For any of the sub-diagrams (2.24)—(2.25]), we impose:

[leja, el e, exal] =0, (6.25)
[[fi1, fenls [feas feal] =0,

cf. (Z20).

Higher order Serre relations of degree 3
For the sub-diagram (2.29)) (corresponding to N = 2n,n +m > 3, and YTy ending 10), we impose:

lec, [es1,€i1]] — [es1, [es1,ein]] =0, (6.27)
[fe1 [fs1s finl] = [fs1, [feas finll =0, (6.28)

cf. (Z30).

Higher order Serre relations of degree 6
For the sub-diagram (2.31)) (corresponding to N = 2n, n+m > 3, and Ty ending 101), we impose:

[feas ecals [lesn enals leens exal] | = 0, (6.29)

{[fj,la feals (£, feal, [ft,hfk,l]” =0, (6.30)

of. (Z32).

Higher order Serre relations of degree 7
For the sub-diagram (2.33)) (corresponding to N = 2n, n+m > 4, and Ty ending 001), we impose:

[[em, [ej1seenlls [lejs ecal, [et,l,em]ﬂ =0, (6.31)

[[fi,h [fi0s feal]s [[fis feal, [ft,hfk,ﬂﬂ =0, (6.32)

of. @34).
Recall the generators {el(-r) '(T)Hggn-s-m U {hﬁ’")}%}gnmﬂ of X™(0sp(V)), see (3.39). The

)

following relation between X (0sp(V')) and X**(osp(V)) is the main result of the present subsection.
Theorem 6.33. The assignment
eir elr) y fir— fi(r) R R A Vi,o,r (6.34)

gives rise to a superalgebra isomorphism
T: X(osp(V)) == X" (0sp(V)) .

Proof. First, we verify that the series e;(u), fi(u), h,(u) satisfy the defining relations (6.1))—(6.32]),
so that the assignment (6.34]) gives rise to a superalgebra homomorphism

T: X(osp(V)) — X" (asp(V)). (6.35)

For 1 <i,j < n+mand 1 <1 < n+m, all these relations follow from Corollary [3.89 combined with

the corresponding super A-type relations of Theorem [3.70] In the remaining cases, the relations

follow from the commutativity of Corollary [3.52 and the rank < 2 relations of Section [5] The
surjectivity of the homomorphism Y from (6.35) follows from the results of Subsections 4.3

To prove the injectivity of (6.35)), we follow the classical argument of [BK]. First, we note that

Corollary implies in the standard way (see e.g. [Mo, §6]) that the set of ordered monomials in

(e D1 <i<n+mt1,i<j<i —&5.r>1}, (6.36)

with the powers of odd generators not exceeding 1, form a basis of X" (osp(V)). We define

the elements {eg), f}:)} with ¢ < j <4’ —&;5 and r > 1 in the algebra X (osp(V)), so that the
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series e;;(u) = 3,51 ez(;)u*r and fji(u) = 3,51 fj(:)u”" are expressed through e;(u), fi(u) as in
Subsections These notations are compatible with those in X™*(0sp(V')) as we clearly have
T (eij(u)) = e;j(u) and Y(fji(u)) = fji(u). Thus, to prove the injectivity of it suffices to
show that X (osp(V)) is spanned by the ordered monomials in (6.36]), with the powers of odd
generators not exceeding 1.

Let X~ (0sp(V')) denote the positive subalgebra of X (osp(V')) generated by all {e; , }. We consider
a filtration on X~ (0sp(V)) defined via deg e;, = r—1, cf. (3.27). Likewise, let X=(0sp(V)) denote
the non-negative subalgebra of X (o0sp(V')) generated by all {e;,, h,,}, and consider a filtration on
XZ(0sp(V)) defined via deg e;, = deg h,, =7 —1. Let gr X~ (0sp(V)), gr X=(0sp(V)) denote the
corresponding associated graded algebras. Similarly to Subsection let ég) = (—1) ez(;). We

shall denote the images of éz(;) in gr,_; X~ (osp(V)) or gr,_, X=(osp(V)) simply by éz(;)ﬂ Let also

") denote the image of h,, in gr,_; X=(osp(V)). Finally, we extend ég) toall 1 <i<j <1 via

el = —(—1)"7g,0,¢\),, (6.37)

similarly to the relation satisfied by Fj; € osp(V'). To establish the aforementioned spanning
property of X~ (osp(V)), it suffices to show that ég) satisfy the commutation relations alike ([2.9)):

(r) (s)

) )] = Gyyely T — 5y (—1) HDEHD glrre)

kj
St (— 1) 0,0, €5 7 4 6y (1) g0, 80D L (6.38)

We prove ([6.38)) by induction on r + s. The base of induction r = s = 1 is trivial as our
relations (6.1)~(6.32) are compatible with the defining relations of 0sp(V) & C - ¢, cf. Theorem [2.20}
The proof of the induction step relies on Lemmas and First, we define {a; }<icj<ir C b*:

*
7
Qimtm4l = Qpimtl i = € Vi<i<n+m if N=2n+1,

* * * . .
Qjj = Qjryr = €; — € aij’:aji’:€i+ej V1S1<j§n+m,

. 6.39
2 if =1 (6.39)
Qujjr = .
0 otherwise
According to (6.3), we have [h,2,€;.] = (€, ;) (€jr+1 + hy1€5,), so that
h " ef ag)e <unji<n+m. )
e = (erae ™ v (6.40)
This result can be generalized as follows:
Lemma 6.41. Forany1<i<j<1,1<:<n+m, andr > 1, we have
T _(r * _(r+1
[h£2),e§j)] = (el,ozij)egfr ) (6.42)
Applying ad—(z) to (6.38)), we thus obtain:
1) (s —(s+1
(5 ai)lel; el + (ef ane) ey ey =
S (er, i + ane)y v — 8, g + ) (—1) D EFD 5!;“) - (6.43)

S (€5 g + ) (1)1 7700, 807 4 600 (eF, i + ) (—1) FHERG,0,0 )
where we used the equalities
Onjler, aie) = Ojler, aij +ane),  duile), anj) = duile), cuij + age)
Orir(€), ujrg) = Opar (e, cvij + ame) ,  Opjr(e), apr) = Opjr (€], i + )
which follow by comparing h-eigenvalues of all summands in . Note that if a;; # oy, then

we can find 1 <1 # 73 < n + m such that the matrix (E? Z’j; Eff Zig) is non-degenerate. Then,
VR .

"Instead of a more confusing notation Eﬁ? as if using notations from Subsection
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combining (6.43)) for 1, 7, we obtain the desired formulas ) for both commutators [e §j+ ), é,(cg)]
and [e gj), el(;rl)], completing the induction step. It thus remains to prove ) for (,7) = (k, ).
The proof of the latter result as well as the proof of Lemma [6.41] rely on Lemma [6.47 To state

(r)

this result, let us first summarize the inductive definition of e, e

e = 6] 5] (6.44)
forl<i<j<n+mifN=2n+lorl<i<j<n+mif N=2n,
(1 . - _
5 _ [512+m 1€ ﬂm Lnim+1) i N=2n and n+m=0 (6.45)
in+m+1 — —(r) _(1) it N=29 d mEm=1 ) .
[ zn—l—m? n+mn+m+1] 1 =2n and n+m =

as well as

_g) = (—1)H T e (8+1)” §1])+1] (6.46)

forl<i<j<n+mifN=2n+lorl<i<j<n+mif N=2n,aswellasi=jifi=1.

Lemma 6.47. (a) For 1 <i<j < [%3] +m andr,s > 1, we have:

r+s—1 )
6(,J+1 ) = =le gg)v §,J)+1] (6.48)
(b) For N =2n and r,s > 1, we have:
_(r+s—1) [ 7, + 7518—?-771 1n+m+1] Zf N =2n and n+m 6 ) (649)
bl = %[lg+m,_glmn+m+1] if N=2n and n+m=1
(¢c) For1 <i<j<|YL|+maswellasi=jifi=1, andr,s>1, we have:
S(r+s—1) _ 14+j+55+1 [5(r) a(s)
eij/ ( ].) It [6 (]+1)/, ]J"l‘l] (650)

Proofs of Lemma and Lemma[6]7
We shall prove Lemmaby induction on 7, 7, while at the same time also proving Lemma

(a) We prove ([6.48)) by induction on j — i. According to the defining relations (6.15) , We

have [e §r+11]) , _53]) +1] [e ET)L i égsjill) ], establishing the base of induction. As for the induction step:
r) —(s T —(1 —(s —(r —(1 s
2 Z(])’ §7J)+1] He(,J) 1 5’—)1,3']’65',])“] = [ez(,j)—l’ [6§ )1,gv §])+1H =
—(r —(s (1 —(r —(s —(1 r+s—1) —(1 6.44) _(r4+s—1
[eg,j)fl’ [eg'jl,j7e§‘,g)+1]] = [[ez(',j)qa€§21,j],€§',}+1] = [65] ),€§7])+1] = eg’jﬂ ). (6.51)

Here, we used the induction hypothesis in the first, third, and fifth equalities, while the second

and fourth equalities relied on the commutativity [e Z(ﬂ]) 1€ Eﬁ])ﬂ] = 0, which follows from ([6.21]).

We can now also prove (6.42)) for 1 <i < j < |¥+1] + m arguing by induction on j — i:

T _(r); (644 r 5 h 34 e e, h e
72, e 2 O, 6y, e, ) = (P, e, e 1) + (el (B e, ) =

7 zgl’]l,] 71317]1]

_ " (R . r
(ef, aig—n)[e ), e T4 (e agmr ) B0 e 1 5= (e ag)e Y L (6.52)

(b) The proofs of part (b) and of Lemma in that case are completely analogous to part (a).

—1,7

(c) We prove by a decreasing induction on j (with an inner decreasing induction on 7).
Let us note that once (6.50) is established for specific i, j and any r, s, the validity of for
the same i, j and arbitrary 7,7 is derived exactly as explained in the proof of (a) above. For the
base of induction, we shall consider the cases N = 2n and N = 2n + 1 separately.

Case 1: N =2nand j=n+m—1. -
First, we treat the case i = n 4+ m — 1 with n +m — 1 = 1. In this case, (6.50]) is equivalent to:

_ _ +s—1 (1
[eflrﬁ)—m—l,n—&-m—l—l’ensj-m—l,n—i-m] = [ 5:—&-72 1)n+m+1? gz—i)—m 1 n—i—m] : (653)
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If n+m = 0, then m follows from . On the other hand, for n +m = 1, we have

g 115(r) g )
Cntm—1ntm+1 = [ Cntm—1n4m> Entmntm+1 by - n+m Lndms Cntm—1 n+m =0 by " :
Therefore we get:

e 5(r) ats) | = H 5(r) g e 5(s) ] =
n+m 1,n+m—+1> n+m 1I,n+m n+m 1I,n+m> n+m n+m-+110> n+m 1,n+m

1 [—(T) G (1) a(s) 1] ® 1 7[—(T) [—( 5) W ] =

2 en+m71,n+m7 n+m,n+m-+1? n+m 1n+m n+m—1,n+m> en+m n+m-+1» n+m 1,n+m

_(1 () 1_(r+s—1 1
%[[ 7(1-1)—m 1n+m7 7(1—?-771 n+m+1]7 1(7,—1)—m 1n+m] - [€£1+m 1)n+m+1’ 7(1—5)—m 1n+m]'

This completes our proof of ((6.53)). B )
Next, we treat the case i = n+m —2. There are two cases to consider: n +m =1and n + m = 0.

() 1r5(r) =(1)

Ifn+m=1,then €,1,, 2, 1m+1 = 3[€ntm—2n+m: €ntmnims1) and so we have:

e () as) ]_ IE () g e (s) ] =

n+m 2n+m+1> n+m 1,n+ml — n+m 2,n+m> n+m n+m-+10 n+m 1,n+m
1 [é(T) G (1) (8) ]] ®) 1 [7(7") E ~(s) 7(1) H _
2 L*n+m—2,n+m> n+m nt+m—+1> Entm—1 n+mll — n+m—2,n+m> n+m nt+m+1> Entm—1 n+mll —
L) =) _(1) ®) [ (r+s-1) ) (619)

2 H Cnt+m—2 n+mo n+m n+m+1] en+m—1,n+m] [en—‘rm 2n+m+1> Cnt+m—1 n—l—m]

( 1)1+n+m 1+n+m—1-n+m —(7"+5 1)
n+m 2,n+m+2>

where we used an already established [e S_)Fm 2. n-tm> gjr)m 1n+m] = 0 in the second and fourth

equalities. If n + m = 0, then instead we have ea(w)rm—2,n+m+1 [_'El-l)-m 9.mtm—1s€ _Slm Lntme1] @8
well as [e S}rm Lntmt1s € T(lﬁ:r)m 1ntml = 0, due to (6.21)), cf. (6.57). Therefore, we obtain:

e =(r) as) | = [[—(T‘) Y, e =(s) ] =

n+m 2,n+m+1» n+m In+ml — n+m 2,n+m—1» n+m 1,n+m+11> n+m 1,n+m

n-+m— n+m— _(r (s (a)

(_1) * Hlnt 2) [ 7(1+)m 1 n+m+17[ 1(14)»m 2n+m717e7(14)rm71,n+m]] =
n+m— n+m— —(1 r4+s—1 —(1

- (_1) * Hlnt 2 [G'SL—‘?-m—l,TL+m+17|: 7(1+m 2)n+m 1761(1—i)-m—1 n—i—m]] =

[[ ~(r+s—1) _(1) ] (1) ] " 1)1+n+m 1 (r+s 1)
ener 2,n+m—1» n+m 1,n+m—+10 n+m 1I,n+m - n+m 2,n+m+2

The rest proceeds by a decreasing induction on i (with the base i = n + m — 2 established
above). To this end, we note:

—(r _(s —(r (1 —(s
[62,73+m+1’€1(1im 1n+m] = [[ gi)-x-l’ z(—i—)l n+m+1]’ fllm 1,n+m] =

[—(T) [—( ) g(s) ] =e 5(r) [—(5) (1) ] =

ei,i—i—l’ i+1,n+m+1> Cntm— 1,n+m zz+17 i+1,n+m+17€n+m—1,n+m

e o) 5(s) ], e =(1) ] = [é(r""s—l) Y, ] (6.46) (_1)1+n+m71(1+n+m)é(r+5—1)
”-i-l? z+1 n+m-+10 Cntm— 1,n+ml — Yin4+m+1 “nt+m—1n+ml i,n+m-+2

where in the first and fifth equalities we used already established cases of (6.38]), while the second

and fourth equalities relied on the commutativity [e Z(nz) 115€ g Jr)m 1n+m) = 0, due to (6.21).

Case 2: N=2n+1and j =n+m.
The proof is by a decreasing induction on i. We shall only give details for the base of induction
(i=n+mori=mn+m—1), as the step of induction is identical to the above one for even N.
If i = n +m with n + m = 1, then according to we get:

[é(r) é(s) ] _ [é(’r-i-s—l) é(l) ] _ é("""‘s_l)
n+m,n+m+1°’ “*n+m,n+m-+11 — "n+mn+m+1 “n+mn+m+11 = “n+mn+m—+2 -

If i =n+m with n +m = 0, then [églmﬂerH, éfflmmrm“] = 0 according to (6.11]).
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Let us now treat the case i =n+m — 1. If n +m = 0, then [égim7n+m+1, égﬁm7n+m+1] =0 as
just shown. Therefore:

e ~(r) s) = [[— r) ) e 5(s) ] _
n+m 1,n+m—+1> n+m n+m+1 n+m 1,n+m> n+m n+m+11» n+m n+m+11 —

_ [ 5(1) [ ~(r) (5) H (@) [—(1) ~(r+s—1) ]
n+m n+m+1» n+m 1,n+m> n+m n+m+1 n+m n+m+17en+m 1,n+m—+1

(r+s—1) ,(1) (6.46) ,(r+s 1)
[en—i—m 1,n+m+1» n+m n+m+1] - n+m 1,n+m+2 -

If n +m = 1, then according to (6.46) it suffices to verify:

T —(s r+s—1 1
[’Ez—i)—m 1n—|—m7 fz-?—m n+m+2] [;—‘rm 1)n+m’ Ez—i)-m n+m+2] (654)

To prove the latter, we recall (6.19) which implies [é,(lllmflmj s éfimm tmao) = 2é£f)rm717n g2
for any s > 1. We also recall that

1 1
€n+m—1,n+m+2 (1}) = elerm(v) = [[€n+m_1(7)), egL—i)-m,n—l—m—{—l]’ egL—l)—m,n—l—m—&—l] .

Applying the super Jacobi identity to the latter, we find

1
En+m—1,n+m+2 ('U) - %[en—l—m—l n+m(v)7 [ ’£L~|)>m n+m41s€ 1(1+)m n+m+1]]

so that égslm_17n+m+2 = [ fflm Lntm» € _fllJ)rm ntms2]- This establishes (6.54) for » =1, s > 1.
Commuting this further with h'EH)—m—l several times, we derive the equality (6.54) for any r, s > 1.

The above completes the base of induction on j. For the step of induction, we argue as follows:

_(’V‘) _S) () _ )
[ei(j+1)” §‘j+1] = (= 1)1+]+1+]+1 " [[6((J)+2)” €i+1 g+2]a §,J+1] =
T 14i+1-1+2 r=(r s (a) = r s 1
(_1)1+]+1+H1]+2 [65(3)’+2) le §+)1,J+2’ §,J)+1]] - (_1)H]+1+]+1 " I2 ((;+2)/7[ 531 j+2a€§‘,j)+1ﬂ =
FHIATHL 2 (T _(1 _(r+s—1) _(1)  (6406) sl
(=1)TTETTE e Z((J)+2)’7 5-31,]-1—2]7 g,J)—HH = [eﬁ(j;l),),e}}m =Y (—1)1HtI L (j+ )

Here, we used the induction hypothesis in the first and fifth equalities, while the second and fourth
equalities used the commutativity [é% +2yr ég?jll] = 0, due to already established cases of (6.38]).
This completes our proof of part (c). O

It remains to treat the cases (i, j) = (k,£). The case j = n+m+1 for N = 2n+1 has been already
treated in the proof of Lemma [6.47|(c) above. Otherwise, we need to show that [e Z(j), 753)] =0,
assuming1§i<j§i'—5;76. For j=i4+1 (aswellasfor]—z+2—n+m+lwhenN—2n
and n + m = 0), this commutativity follows from . Otherwise, let us use already established
cases of to write ég‘;—) =[e Ek), el )] for any i < k < j with k # j'. Then, [_( ) (S)] = 0 follows

ij zg
75;), Ek)] 0, [e Ej), e,(é)] = 0. The only case when such k& may

not exist is for N =2n withi=n+m—1,7=n+m+1,and n +m =1 (as the case n + m = 0

from already established equalities |

has been already treated above). However, e;lm Lntmil = =1le sllm Lntms élm ntma1] in this

case, and thus the desired commutativity [e glm Lntmt1r€ _S}rm 1nt+m+1] = 0 follows from already

: tiag [5(7) W (r+s—1) g
established equahtles [ Cntm— 1,n+m+1> n+m n+m+1] 0 [ nTJrr;sl 1,n+m+2> n+m n+m+1] 0.

This completes our proof of the equality ([6.38 , hence also of Theorem m O
Remark 6.55. We note that the “additional” relations (6.19} |6.20) were used in the proof of (6.54)).

Remark 6.56. While the Serre relations (6.21)—(6.32)) are literally the same as those for osp(V) in
Theorem the classical argument allows to deduce more general Serre relations by commuting
the above further with the Cartan series h;(u), cf. [T, Remark 2.61(b)]. Explicitly, we have:

(a) Generalizing (6.21} [6.22)), the following relations hold:

Sym [e;(un), [es(uz), -+ [ei(wimay, ) e;(0)] -] | =0, (6.57)



54 ROUVEN FRASSEK AND ALEXANDER TSYMBALIUK

Sym [filun), [filua). -+ i a,). f5(0)]--]] =0, (6.58)
where Sym denotes the symmetrization with respect to all permutations of {u,..., ul_aij}.
(b) Generalizing (6.25 [6.26]), the following relations hold (cf. (3.81])):
[[ej(U)aet(vl)]v [ex(v2), er(w)]] + [[e;(w), er(v2)]; [er(v1), ex(w)]] =0, (6.59)
[L£5(w), fe(wn)]s [fe(va), fr(w)]] + [[£f5(w), fe(v2)]s [fe(vr), fr(w)]] = 0. (6.60)

(c) Generalizing [6.28)), the following relations hold:
[er(w), les(v), ei(w)]] — [es(v), [er(u), es(w)]] =0, (6.61)
[fe(w), [fs(v), fi(w)] = [fs(v), [fe(u), fi(w)]] = O

(d) Generalizing [6.30)), the following relations hold:

Sym [e;(un). ex (1)), [[e (). ex(v2)]. er(vs). ex(w)]] | = 0, (6.63)

Sym [[£5(m), fi(or)], [1fs (u2), Fo(wa)], [fu(vs), fiw)]]] =0, (6.64)

where Sym denotes the symmetrization with respect to all permutations of {uy,us}, {vi,ve,vs}.

(e) Generalizing (6.31] [6.32)), the following relations hold:
Sym [[ei<z>, e un)ser(wn)] [les () er (el lea(ws), exw)]] = 0. (6.65)

Sy [[£i(2), Ly (), Fulon)]], [y, fulwa)), [fulus), fi(w)]]] = 0. (6.66)

where Sym denotes the symmetrization with respect to all permutations of {uy,us}, {vi,ve,vs}.

Remark 6.67. We note that we presently derived (6.59 from their simplest cases ((6.25) ,

unlike the super A-type of |[T| where we rather derived the former from the more general relations

[lejrr1seeals [esns ensial] = 0= [[firt1, fel, [ft 17fks+1]] Vrs>0. (6.68)
In fact, the only reason we used this more general form in [T] instead of just - - is

to treat the special case of gl(2|2) with the parity sequence (O 0,1,1) or (1,1,0,0).

6.2. Drinfeld orthosymplectic super Yangian.
Following the above notations, we define the Drinfeld Yangz'(m of osp(V'), denoted by Y (osp(V)),

to be the associative C-superalgebra generated by {xl ki E?<n +m With the Zy-grading given by

|x | =i+i+1, |k, =0 Vi<n4+m,1<n+m,r>0,

| X

9

n+m—1+n+m if N=2n,n+m=0
n+m+n+m-+1 otherwise

and subject to the defining relations (6.70)—(6.85]). To state the relations, form the generating series:
=Y xu T k(u) =14 kiuT (6.69)
r>0 r>0

We also recall the symmetrized Cartan matrix B = (b;;) of (2.14) with b;; = (a4, ;) and the
Cartan matrix A = (a;;) of (2.16]). The defining relations of Y (osp(V')) are as follows:

(ki kjs] =0 Vi<ij<n+m,r,s>0, (6.70)

X X5 = Gikirrs V1<ij<n+m,rs>0, (6.71)
[kz(),]s] :i:wa]S Vi<ij<n+m,s>0, (6.72)
[k@”l,x;fs] - [ki,r,X;sz] ” (ki pyxE X unless i = j and |o;| = 1, (6.73)

[kiﬂ” Xz;l,:s

]=0 for |o;| =1 unlessN:2n+1,n+mzi,i:n+m, (6.74)
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and in the latter case of N = 2n + 1,n + m = 1,i = n + m, we rather impose:

1 Xn-l—m(u - 1/2) n+m( ) + g X'r:—l-m(u + 1) - Xn—l—m(v))

[kn-i‘m(u)’x'r;—l—m(v)] = —kntm(u) (

3 u—v—1/2 3 u—v+1 ’
1 o —1/2) —xt. (v)  2xt . (u+1) =t (v)
(6.75)
b s
[xfrﬂ,xfs] — [xfr,xjfsﬂ] = ” {xzir7 ]is unless N=2n+1,n+m=1,i=j=n+m,
- (6.76)
and in the latter case of N =2n+1,n+m = 1,7 = j = n + m, we rather impose:
'+ '+ 2
X+(’U)_X+() e ()7 = X4y (V)
(), X5 ()] = Skt o8 Tt~ St
Xr—i_—i-m( ) n+m(u) n+m( ) 1—1~_+m(v) . (X:'L_—i-m(v) — X:—&-m(u))2
2(u — v) 2(u — v)? ’ (6.77)
- _ X (1) = o (V) X ()2 = X (0)?
[Xner(u)?Xner(v)] = u— Un = + — u— vn = +
Xr:—i-m(u)xg—&-m(v) — X;+m(v)xg+m(u) _ (X7:+m(u) B XT:—i-m(v))Q
2(u —v) 2(u — v)? ’
where we set
Xn—:m(u) = X:L_qu(u)z + [X;er(u)ax;’L—er,O] ’ Xn_er(u) = _X;er(u)Q - [Xr:+m(u)7xqz+m,0] )

for N =2n+1 and n +m = 1, we also impose:

" "

[sz—i-m—l,O’ Xn;m(v)] = _Xn—s?m (U + 1) Xn+m (U - 1) +

X1 (0 20X (0) Xy (V)X (0 = 1) = (= 1)U ()% (0 — 1), (6.78)

/ n m
[X'r—l_—l—m—l,o’xn—:-m(v)] = Xn—l-—l_m(v + ) + Xn—l——i_m( - 1) -

Xnt—m(v)xi-‘rm—l(v + 5) - X’rer—l-m—l(v - 1)Xn++m(v) - Xnim(v - 1)X7T+m(v) ) (679)

with
"_ . _ "_ _ _ _
Xn+m(v) = _[Xn+m—1(v)7xn+m,0] ) Xn—l—m(v) = [[Xn—i—m—l(v)’xn—i-m,O]’Xn+m,0] ’
1" "
Xnim(v) = _[Xx—s-m,O? X:—i—m—l(v)] ’ Xn—:_m(v) == [X:L_—i-m,O? [X;r—i-m,O?X?_l'_—&-m—l(U)H ’

as well as the standard Serre relations

(adxio)l_“ij (in,o) =0 for i#j, with a; #0ora; =0, (6.80)
[Xz‘j,EO’X;,tO] =0 if a;=0, (6.81)
and the following higher order Serre relations:
[[xfo,xfo], [xfo,xifo]] =0  for subdiagrams ([2.24) — (2.25) , (6.82)
[xaco, [xio,x;fo]} — [ijfm [xfo,xfo]] =0 for subdiagram (2.29) , (6.83)
{[xjfo, xti,o}, [[Xfo, xffo], [xico, xki?O]H =0 for subdiagram (2.31)), (6.84)

[[X?,Em [X]j‘f()a th,co]L [[in,mxato]? [X?,E()v X]:ct,O]H =0 for subdiagram (2.33)) . (6.85)
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Remark 6.86. (a) The relation (6.70]) can be equivalently written via the generating series as:

[ki(u), kj(v)] =0 V1<i,j<n+m. (6.87)
b) The relation (6.71)) can be equivalently written via the generating series as:
( q y g g
ki(u) — ki o
[xj(u),xj_(v)] = —0jj (uu)_v(v) Vi<ij<n+m. (6.88)

(¢) The relations (6.72)—(6.74) can be equivalently and uniformly written via the generating series:

i\U Xiu—x.iv
s (), xcE (v)] = nggz {ki(u), 5 (u) = x5 (v)}

(d) The relations (6.76]) imply the following equality on the generating series:

I (w), xE (0)] — [xE(v), xE(w)] = JF% {5 (1) = %7 (0), %" (u) = X" (v)}
v ’7) i ey .

2 uU—v
The left-hand side above is usually written as [x:t (u),xj»E (v)] + [x]i(u), x (v)] in non-super case,

but it rather becomes [xzi(u),x]i(v)] - [xji(u),x;t(v)] if both simple roots «;, oj are odd.
(e) It is not clear to us if alone imply unless 7 = j or b;; = 0. In non-super case,
one can first derive the r = s = 0 case of from , and then establish the general case
of by utilizing (6.89), see e.g. [T, Remark 2.61(b)]. In the present setup, since holds
always except for N = 2n,n+m = 1,4 = j = n + m, one can thus derive from
combined with for all cases but N +2m =5, |ve| = 1,4 # j.

Remark 6.91. We note that (6.75) can be equivalently written as follows (see (6.106)) below):

Vi<ij<n+m. (6.89)

u—"v

(6.90)

- L X (04 1/2) =X 00 (V) 2 Xy (U= 1) = X040 (V)
[kn—i-m(u)aanrm(U)] == <3 — w—v+t 1/2n o + 3 bl P 1” " kn+m(u),
Ui, (u+1/2) —xt (v) 2 xt o, (u—1)—xt . (v)
[kn_,_m(u),x;ﬁm(v)] = kpim(u) <3 S u—v+t 1/2n = 3 S w— v — 1n =
(6.92)
Let us now relate the above algebra Y (osp(V')) to Y (0sp(V)) of Subsection To do so, we
follow the same strategy as in A-type, see [T, §2.5]. First, we define a sequence uq, ..., Uptm via
b. .
Uy = U and Uir1 = U; + ”2“ for 1<i<n4+m. (6.93)
Thus, u; = uj_1 — % for 1 < i < n 4+ m, while wuy,,, satisfies
0 if N=2n,n+m=0
1 if N=2n,n+m=1
- = . 6.94
Un+m Un+m—1 % if N:Zn—i—l,n—i—m:O ( )

o=
-
=

N=2n+1,n+m=1
We also consider the following generating series with coefficients in X" (asp(V)):

X () = fiyri(w), X[ (u)= (—1)562',”1(%), Ki(w) = hi(u;) M hivi(uw) Y1<i<n+m,

(6.95)
while Xf;rm(u), Ky ym(u) are defined by (6.95) for odd N, and otherwise are given by:
X:_’_m(u) _ fn+m+1,n+m—1(un+m—1) lf N=2n,n+m= (:) ’ (6.96)
fn+m+1,n+m(un+m) it N=2n,n+m=1

_1n+mnm—nm n+m— if N =2n, =0
Xy =4 Y bt +1(unpm-1) menEm=0 69r)

(=1 eptmmtmt1(Unym) if N=2n,n+m=1
Kn+m(u) _ hn+mfl(un+ﬂ1;1)_1hn+m+1(un+mfl) lf N=2n,n+m= (:) ‘ (698)

Pt (Untm) ™ Pntmt1 (Untm) if N=2n,n+m=1
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We shall denote their coefficients by { X", X K, §§?<n+m, respectively, so that

1,7 <o

XFw) =Y XFu " Kiu=1+) K,u " (6.99)
r>0 r>0

We note right away that all these elements actually belong to Y™ (osp(V)) of (3.18).
The following is the main result of this subsection:
Theorem 6.100. The assignment
it XE L kiy— Ky, VY1<i<ndm,r>0 (6.101)

2,7 2,7

gives rise to a superalgebra isomorphism
T: Y (osp(V)) =Y (0sp(V)).

Proof. First, we verify that the currents X (u), K;(u) satisfy the defining relations (6.70)—(6.85),
so that the assignment (6.101)) gives rise to a superalgebra homomorphism

T: Y(osp(V)) — Y™ (0sp(V)).

For 1 <i,j < n+m (respectively, i,5 € {1,...,n+m—2,n+m} for N = 2n, n + m = 0), all these
relations follow from Corollary (respectively, Corollary combined with the corresponding
super A-type relations of [T}, Theorem 2.67]. In the remaining cases with max{i,j} = n + m and
|i — j| > 2, all the above relations follow from the commutativity statement of Corollary
It thus remains to treat the cases i = j = n+m or {i,j} = {n +m — 1,n + m}. Evoking
Theorem these actually reduce to the corresponding relations in rank 1 (four cases treated in
Subsection [5.1)) and rank 2 (eight cases treated in Subsection , which are verified case-by-case.
A uniform way to check the commutation formulas between K;(u) and XfE (v) with 4,5 €
{n+m,n+m—1} is to pull h;(u)~* and hiy1(u) to the leftmost and rightmost sides (in fact, only
one of the two options works, as the other produces poles) in both the left-hand and right-hand
sides of . The only exception from this rule are the cases i = j = n+m for odd N =2n+ 1.
The latter essentially reduces to the rank 1 cases of 0sp(3]|0) and osp(1|2), which we treat next:

o Verification of (6.89) for osp(3]0) (see also [JLM)]).
According to 1 , we have [ha(u), e12(v)] = hz(u)(egfg_b)y_)e”(v)) — (612(“_21(3‘__61}13(17;)”2(") and
[hi (1), e1a(v)] = — ez =e1(®) e Jatter equality implies:

uU—v

u—v—1

hi(u)"tern(v) = ( e12(v) + u1

u—"2v

- elg(u)) hy(u)™t. (6.102)
Therefore, we obtain:
[71.(w) ™ ha(u), e12(v)] = ha(u) ™ [ha(u), e12(0)] = ha (u) ™[R (u), era(v)]ha (u) " o (u) =
2(u1_v)h1(u)lh2(u) (e12(u) — e12(v)) — Q(U_lv_l)hl(u)l(em(u — 1) — e12(v)) ha(u) +
- ! (era() — ena(0)hn(w) ha(un). (6.103)

Using (6.102)), we see that the second summand above simplifies to:

) eralu = 1) — ena(e)hata) =~

Combining the above two equalities, we obtain the desired relation (cf. (6.89)):

_ 1{h1(u)—1h2(u), 612(u) — 612(’[})}
2 U —v ’

(e12(u) — e12(v))ha(u)~ ho(u) .

[71(u) " ha(u), e12(v)]

e Verification of (6.75]) for osp(1|2).



58 ROUVEN FRASSEK AND ALEXANDER TSYMBALIUK

According to (5.19} |5.20), we have [ha(u), e12(v)] = ha(u) (em(u)_em(v) + 612(1))_612@_1/2)) and

u—v u—v—1/2

[h1(w), e1a(v)] = Mlwdez@=enn®) Tpe Jagter equality also implies:

era ()1 (1)L = hy (u) L (
Therefore, we obtain:
[ha(u)hi(u) ™", e12(v)] = ho(w)[h(u) ™, e12(v)] + [ha(u), e12(v)]hi(u) ™" =

R Rl S e ey LI

uU— 1

mGlQ(’U) + m@lz(u + 1)) B (6104)

(6.105)
Using (6.104)) to move hq(u)~! to the leftmost part, we obtain the desired relation (cf. (6.75])):

e 0) ™ era(o)] = ha(uply o (-5 2= mrelt) B anlr Y Zonlt))

One could alternatively move both hy(u)~!, ha(u) to the rightmost part, thus deriving (cf. (6.92))):

(B (1) " ha(w), era(v)] = (_; 612(uu+_11{2_g 1/(;12(1}) B % e12(uu_17)) - fi12(v)> B ()~ B (1)
(6.106)

Let us also comment on the commutation formulas between X (u) and X ]i (v) for
i,j€{n+m,n+m—1}. Fori=j=n+m with N = 2n, the result follows from the commutator
formulas through Corollaries see also Remark e). Fori=j3=n+m,
N =2n+1, n+ m = 0, the relations follow from the similar relations ((5.11] in the rank 1
case of 0sp(3|0). Likewise, for i = j =n +m, N =2n+ 1, n + m = 1, the relation follows
from the similar relations in the rank 1 case of osp(1|2). Finally, verification of (6.76]
for {i,7} = {n+m —1,n+ m} reduces to the rank 2 cases. Unless N = 2n and n+ m = 0, the
corresponding relations always had the form:

[e12(u), e23(v)] = — (613(U) —e13(v) — e12(u)ess(v) + 612(”)623(0)) ;

[for(u), fa2(v)] = m(fm(v) — f31(u) + fa2(v) for(u) — f32(v)f21(’0)) ,

with # € {—1,1,2}. These relations imply (6.76): this is explained in [BK, End of §5] for ff = —1.
IfN=2n,n+m=0n+m—1=0, then [6.76]) follows from (5.60)). In the remaining case
N=2n,n+m=0,n+m— 1 =1, the relation (6.76)) follows in turn from 15.76|, 5.77)).

Combining the fact that the coefficients of {e;(w), fi(u), hy(u)}1 =i m*" generate X** (osp(V'))
with the tensor product decomposition (3.19)), description of the center ZX""*(0osp(V')), and the
factorization of the central generating series cy (u) from Lemmas [4.31}, [4.45] |4.49, we conclude
that the homomorphism Y is surjective. The injectivity of T follows from the injectivity of .

Alternatively, one can use and identify Y (osp(V)) with the preimage of Y™ (0sp(V))
under (6.35). This amounts to checking that the subalgebra of X (osp(V)) generated by the same-
named currents (6.95)—(6.98) is isomorphic to Y (0sp(V')) defined via generators and relations. [

Remark 6.107. The Serre relations ((6.80)—(6.85)) can be generalized exactly as in Remark
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APPENDIX A. LOW RANK IDENTIFICATION THROUGH 6-FOLD FUSION

For m = 0 (respectively, N = 0), our straightforward treatment of the corresponding RTT
orthogonal (respectively, symplectic) Yangians is slightly different from the one in [JLM]|. More
specifically, the arguments of [JLM]| crucially utilized (see the proof of [JLM| Proposition 5.4]) the
low level isomorphisms established in [AMR] Section 4]. The aim of this appendix is thus twofold.
Starting from the 6-fold R-matrix fusion argument of |[AMR], used to explicitly construct iso-
morphisms X**(s03) =~ Y™ (gl,) and Y™ (s03) ~ Y"*(sl,), we construct analogous isomorphismg]
X" (506) ~ Y™ (gl,) and Y™ (s06) ~ Y™ (sl4). Finally, we explain why applying this approach
to Y™ (gl(1]2)) recovers an algebra that looks surprisingly different] from Xt (0sp(2]2)).
® 503 Vs gly.

Consider the Yangian Y™ (gl,) = Y™ (gl(C?)) associated with the R-matrix R(u) =1 — £,
where P € End (C? ® C?) is the permutation operator. Here, we choose a basis {v1,va} of C? and

use T(u) to denote the corresponding 2 x 2 generator matrix of Y™ (gl,), see Subsection
The symmetric square V = S%(C?) = R(—1)(C? ® C?) has a basis

1
v =vi@vi, va=_5(Vi@vatva@vi), v3=-Va®va.

Let X" (s03) be the corresponding RTT extended orthogonal Yangian of Subsection Here,
N=3m=0,k=1/2,0, =02 =6035=1, P,Q are as in (3.1] , and R(u) is defined in (3.4).
Remark A.1. The above choice of V', its basis {v1,v2,v3}, and the key RTT-type construction of
Proposition are all crucially based on the following two simple observations:
(a) the assignment e — /2Fyo, f — \/2Fy, h — 2Fj1, where {h,e, f} denotes the standard
basis of sly and Fj; are as in (2.7)), gives rise to a Lie algebra isomorphism p: sly == s03;
(b) the vector space isomorphism p: S$?(C?) -~ C? mapping v1, v2, v3 to the standard basis of
C3 is compatible with the above Lie algebra isomorphism, that is: p(x(v)) = p(z)(p(v)).
Consider the tensor product space (C?)®4, and we shall view V ® V as a natural subspace of
(C%)®2 @ (C%)®? = (C?)®*. Moreover, the operator # : % = 1R12(—1)R34(—1) defines a
projection of (C?)®? @ (C?)®? onto this subspace V ® V. Let us consider the following
1+ P2 . 14+ Pay
2 2
which can be equivalently written as

6-fold fusion Rv(u) : . R14(2u — 1)R13(2u) R24(2u) R23(2u + 1) s (A2)

1+P 1+P
Ry (1) = Ros(2u + 1)Ry3(20)Roa (20)R1a(2u — 1) - +2 12 +2 34

since the R-matrix R(u) satisfies the Yang—Baxter equation (3.63]). The subspace V @ V is clearly
stable under the operator Ry (u). The following observation first appeared in [AMR] Lemma 4.5]:

Lemma A.3. We have the equality of operators in V ® V:
2u — 1 P Q 2u —1
— (1= = = . ) A4
Bvlv) =503 ( u+u1/2) Sur1 W) (A-4)
Thus, Ry (u) € End V®End V coincides with the R-matrix R(u) for sog = so(V'), up to a scalar

factor. Combining this result with the repeated application of the defining RTT-relation (3.64])
and the PBW theorem for X" (s03), one easily obtains [AMR) Proposition 4.4, Corollary 4.6]:

Proposition A.5. (a) The assignment

1+P 1+P
T(u) = —— - T1(20) Ta(2u + 1) = To(2u+ DT (2u) - ——

gives rise to an algebra isomorphism ¢: X" (s03) == Y (gl,).

(b) The restriction of the isomorphism from (a) to the subalgebra Y™ (s03) of X™(s03) gives rise
to an algebra isomorphism ¢: Y™ (s03) == Y (sly).

8These isomorphisms are known to experts, but we did not find explicit RTT-type realizations in the literature.
9We thank A. Molev who noted that there is actually an algebra isomorphism X (0sp(2|2)) ~ Y (gl(1]2)) between
the Drinfeld realizations of these Yangians, which however does not admit any nice RTT-type interpretation.
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We refer the interested reader to [AMR] for more details and the explicit formulas for ¢(t;;(u)).

® 506 Vs gly.

Consider the Yangian Y™ (gl,) = Y™ (gl(C*)) associated with the R-matrix R(u) = 1— L
of . Here, we apply the construction of Subsection to V = C%, and fix its specific basis
{v1,va,v3,v4}. We shall use T(u) to denote the corresponding 4 x 4 generator matrix of Y**(gl,).

The second exterior power V = A?(C*) = R(1)(C* ® C*) has a basis

V1 =Vi AVa, Vg =Vi AV3, U3 =Vo AV3, U4 = Vi AVg, U5 = Vg AVa, Ug = V3 AVy. (A.6)
Let X" (s06) be the corresponding RTT extended orthogonal Yangian of Subsection Here,
N=6m=0,k=2,0=---=05=1, P,Q are as in (3.1} , and R(u) is defined in (3.4)).

Remark A.7. The above choice of V, its basis {v;}$_,, and the key RTT-type construction of
Proposition are all crucially based on the following two simple observations:

(a) the assignment E12 — F23,E23 — F12,E34 —> F24, E21 — F32,E32 — F21,E43 —> F42,
with Fj; € gl(V) from , gives rise to a Lie algebra isomorphism p: sly — s0g;

(b) the vector space isomorphism p: A%(C*) -~ C% mapping vy, .. .,vs to the standard basis
of CY is compatible with the above Lie algebra isomorphism, that is: p(z(v)) = p(z)(p(v)).

Consider the tensor product space (C*)®4, and we shall view V ® V as a natural subspace
of (C*)®2 @ (C*)®? = (C*)®*. Moreover, the operator 1312 - 15031 = IR;5(1)Ryy(1) defines a
projection of (C*)®? ® (C*)®? onto this subspace V ® V. Let us consider the following

2 2
which can be equivalently written as

1—Pi2 1-Psy

Rv(u) = R23(u — 1)R13(U)R24(U)R14(u + 1) . 5 5 ,

since the R-matrix R(u) satisfies the Yang—Baxter equation (3.63]). The subspace V ® V' is clearly
stable under the operator Ry (u). The following result is analogous to Lemma

6-fold fusion Rv(u) = . R14(U + 1)R13(u) R24(u) Rgg(u - 1) N (AS)

Lemma A.9. We have the equality of operators in V @ V':

u— 2 P Q U — 2
- SN () = . ) Al
Ry (w) u—1 ( u+u—2) u—1 R(u) (4.10)
Proof. Straightforward computation. O

Thus, Ry (u) € End V ®End V coincides with the R-matrix R(u) for sog = so(V'), up to a scalar
factor. Combining this observation with the repeated application of the defining RTT-relation (|3.64])
and the PBW theorem for X™(s05), one obtains the following analogue of Proposition [A.5

Proposition A.11. (a) The assignment
1-P 1-P

Tu) = —— T+ 1Ta(w) = Ta(w)Te(u +1) - ——

gives rise to an algebra isomorphism ¢: X" (s0g) —= Y (gl,).

(b) The restriction of the isomorphism from (a) to the subalgebra Y™ (so0¢) of X" (s06) gives rise

to an algebra isomorphism ¢: Y™ (s04) == Y% (sly).

Remark A12. (a) As for any f(u) € 1+u1C[[u™!]] there exists g(u) € 1 +u~1C[[u"1]] satisfying
u) = g(u)g(u+ 1), we have gy 0 ¢ = ¢ o ¢, so that part (b) follows immediately from part (a).

f(u) = g(u)g( g 1y y

(b) Combining ¢ of Proposition [A.11|b) with the evaluation homomorphism Y™ (sl,) — U(sly)
(given by t;j(u) — 6;j + (Eij — 6i5 E11+E221'E33+E44)u_1) and the isomorphism U (sly) ~ U(s0g) of
Remark |[A.7|(a), we obtain an algebra epimorphism Y**(s04) — U(s0¢), cf. [AMR, Corollary 4.7].

(c) The images ¢(txe(u)) can be explicitly described as follows:

1
Otre(1)) = 5 (tap(t + Dtsq () = tag (u + Dty () — thy(u + Dtag () + tog (1 + Dtap(w))
for unique indices 1 < a, b, p, ¢ < 4 satisfying vy, = v, A vy and vy = v, A vy, see ((A.6).
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e 0sp(2]2) vs gl(1]2).

Consider a superspace V = C!? with a basis {vi,va,v3} whose parity is |[vi| = 1, [va| = 0, [v3| = 1
Let Y™ (gl(C!?)) be the corresponding RTT Yangian associated with the R-matrix R(u) =1— L
and let T(u) denote the corresponding 3 x 3 generator matrix of Y*"(gl(V)), see Subsection

We note that the g[(Cm)—modul C'? @ C'1? decomposes into the direct sum of 4-dimensional
S2(C'?) = R(—1)(C'? @ C'?) and 5-dimensional A?(C'?) = R(1)(C? ® C!1?) submodules. The
symmetric square V = S2(V) = §2(C!?) has a basis

V] =VI®Ve+vVvi®Vve, vV2=Va®Va, U3=VIQV3—V3RV], VUg=V2QRV3+V3RVa,

with a parity |v1| = |v4| = 1, Jva| = |vs] = 0. Let X™*(0sp(V)) be the corresponding RTT extended

orthosymplectic Yangian of Subsection Here, N = 2,m = 1, Kk = —1 according to (3.3,
01 =0y =03 = 1,04 = —1 according to (2.4), P,Q are as in (3.1, 3.2)), and R(u) is as in (3.4).

Remark A.13. (a) The Dynkin diagram of sl(C!1?) = A(C'?) is . - . which coincides
with the Dynkin diagram of osp(V') for the parity sequence YTy = (1,0), see Subsection
Therefore, one has an abstract isomorphism of Lie superalgebras sl(V) ~ osp(V).

(b) The assignment

1 1 1
Eip — ﬁﬂz, Ea3 — ﬁFm, Eq3— 5F14,

1 1 1
o1 = 5l Esp v —5l51, Bz gh,

Evi + Eyy v §(Fi1 + Fp), Es+ Esz — —5(Fi1 — Fa),
with Fj; € gl(V') of (2.7)), gives rise to a Lie superalgebra isomorphism p: sl(V) = 0sp(V), cf. (a).

(c) However, in contrast to Remarks (b)7 A.7|(b), there is no isomorphism between s[(V)-module
S2(V) and the natural osp(V)-module V, intertwined by the isomorphism p from part (b).

(d) According to [Ma], the Lie superalgebra sl(C'I?) admits a 1-parameter family of non-isomorphic
4-dimensional modules, denoted by [b,1/2]. The generators Sy, Vi,V of [Ma, §2.1] may be
related to ours via:

Vi < %Elg, Vi %323, V. & %Egg, V_ —%Eﬂ, S, < E13,S_ < E3. (A.14)

The explicit action of sI(C!?) on [b,1/2] is provided in [Ma), §4.1]. In particular, combining [Mal,
(21, 22)] with (A.14]), the lower-triangular generators can be represented by the following matrices:

0O 0 0 0 0 0 0 0 00 00
260 0 0 0 0 0 0 00 00
Ey — V2P , E3o — , B3 ,
0O 0 0 0 —V2a 0 0 0 00 0 0
0 0 —/2y 0 0 V2 0 0 1 000

with the constants «, 5,7, € satisfying 4ay = 1 + 2b,45e = 1 — 2b. It is now straightforward to
check that the 4-dimensional s[(V)-module S?(V) corresponds to b = —3/2, while the pull-back of
the 4-dimensional osp(V)-module V' under the isomorphism p of part (b) corresponds to b = 0.

Consider the tensor product space ((C1|2)®4. We shall view V ® V' as a natural subspace of
(C'2)®2 & (C!?)®2 = (C'?)®4, while the operator 112 . 181 — 1Ry (—1)R34(—1) defines a
projection of (C'2)®2 © (C'?)®2 onto this subspace V ® V. Similarly to (A.2), we consider
. 14+ P2 . 14 P3y
2 2

R23(’U, + 1)R13(U)R24(U)R14(u — 1) .

6-fold fusion Rv(u) : . R14(u — 1)R13(U)R24(’LL)R23('LL + 1) =

1+P12 1+Psy

2 2
The subspace V@V is clearly stable under Ry (u). Moreover, this operator satisfies the Yang-Baxter
equation according to our next result:

(A.15)

10Recall that in the super-case the action on the tensor product is given by z(v@w) = z(v)@w+(—1) vz (w).
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Lemma A.16. The operator Ry (u) € EndV ® End V' satisfies the Yang-Baxter equation (1.2]).

Proof. First, let us note the following equalities of operators in (End (C1|2)®4:
1+P1p 1+P3y 1+Pyp 1+P3y

- Py P13 = . P,
2 2 14513 5 5 14 5
1+Pi2 1+P3y 1+P12 1+Psy
. . PiaPos — . . P
2 2 14474 5 5 14 5
1+P 1+P 1+P 14+P
tri2 14 Pg . Py Pys = +1e 14+ Ps - Pi3Pyy, (A.17)
2 2 2 2
14+ P12 1+Psy 1+P1p 1+Psy
. . PraPon — . iy
5 5 134723 5 5 13 5
1+Pi2 1+Ps3y 1+P12 1+Psyy
. Py Poq = . - Poy .
5 5 2413 5 5 24
Using (A.17)), we obtain the following simplified formula for Ry (u) of (A.15]):
1+Ppg 1+Pgy ( Pra+ Poy+ Pis+ Pag | 2P13Poy >
R = . (1= . A.18
v(w) 2 2 u+t1 u(u+1) (A-18)
Therefore, the restriction of Ry (u) to V ® V is simply given by:
P, P P, P 2P 3P
Ry(u)=1— 14 + Foq + 13 + 13 134724 7 (A.19)

u+1 u(u+ 1)
cf. [AMR] (4.21)].

Using the formula (A.19)), it is easy now to compute the corresponding 16 x 16 matrix for the
action of Ry (u) in the ordered basis {v; ® v1,v] @ va,...,v4 @ V3,04 @ va} of VR V:

aw) 0 0 0O O O O O O O 0O O 0 0 0 O
0 bu) 0 0 ¢w) O O O O O 0O 0O 0 0 0 O
0 0dw 0 0 O O 0 ew O 0 0 0O 0 0 O
0 0 0 f(u) 0 0 —k(u) 0 0 —k(w) 0O 0 gu) 0O 0 O
0 c¢w) 0O 0 buy 0 O O O O O O 0 0 0 0
0 0 0 0 0 3iw O 0 O 0O 0 0 0 0 0 0
0 0 0 h(u 0 0 1 0 0 juw 0 0 —h(w) 0 0 O
| o o 0o 0o o o o0 Bw 0O 0 0 0 0 cu 0O O
Ry(u)=| o o efw) 0 0 O O O0dw O 0O O 0O 0 0 O (A.20)
0 0 0 h(w) 0 0 jw 0 O 1 0 0 —h(w) 0 0 0
0o 0 0 0 0 0 O 0 0 0 Iu O 0 0 0 0
00 0 0 0 0O O 0 0 0 0du 0 0 eu O
0 0 0 guw 0 0 k(w 0 0 k( 0 0 fluwy 0 0 O
00 0 0 0 0 0 c¢u 0 0 0 0 0 bu 0 0
00 0 0 0 0 0 0 0 0 0 eu 0 0 du 0
o0 0 0 0 0 O 0 O 0 0 0 0 0 0 au
where
—1 2 —2(u—1 2
a(u):M, c(u):L, e(u):L7
u(u+1) u(u+1) u(u+1)
u—2 . u—1)(u—2 . 2
o= =2 iy = DSy 2
u(u+1) u(u+1) u(u+1) (A.21)
u—1 u+2 U
b - - d = — [ J
W=7 dw=_—7, f="77,
—2 1 w2
hu)=——, k(u)=——, I(u)= :
W= Mw=—, ="
Finally, we have verified on the computer that the above matrix (A.20f |A.21)) indeed satisfies
the Yang-Baxter equation (|1.2)). O

However, in view of Remark [A.13(c,d), it is not surprising that Ry (u) is not a scalar multiple of
the orthosymplectic R-matrix R(au) of 0sp(2|2) = osp(V) for any a € C, in contrast to Lemma

Remark A.22. Let us match both the 6-fold fusion Ry (u) and the orthosymplectic R-matrix R(u)
with the special cases of the R-matrix from [RM]. We use Rras(u,b) to denote the 16 x 16 matrix
of [RM} (2)], which at u = 0 reduces to the identity and not to the permutation operator.
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(a) We have

(A.23)

yPS™!

3

v

SRRM(U, —

) RV (u)

u(u+1)
(u—1)(u+2

with

(A.24)

[=jelelololelololalolalol] OO_I_.

O OO0 OO0 O—HO OOO
O OO0 OO0O—HOOOOO OO0
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[ejeleleiolelololaeloleloleiol ]
O OO0 OO0 OCOOHOOOOO
OO0 OO—HOOOOOOOOO
OCO—HOOOOOOOOOO OO0
[ejeleloeiole]ololalolalolelolel]
O OO0 OO0 OHOOOOOO
OO0 O—HOOOOOOO OO
OO0 OO0 OO0

[e>Jenlenlen) 000000001_A oo
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We note that it is Rras(u,b) P and not Rrar(u,b) that satisfy the Yang-Baxter equation ((1.2)).

—1) with

(1,0) is explicitly given by the following matrix:

(b) Likewise, the orthosymplectic R-matrix R(u) of (3.4]) for N =2,m =1 (so that x

the parity sequence Ty,

(A.26)
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It is related to that of [RM, (2)] via the following equality:

u

(A.27)
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with P as in (A.24])).



64 ROUVEN FRASSEK AND ALEXANDER TSYMBALIUK

REFERENCES

[AACFR] D. Arnaudon, J. Avan, N. Crampé, L. Frappat, E. Ragoucy, R-matriz presentation for super-Yangians
Y (osp(m|2n)), J. Math. Phys. 44 (2003), no. 1, 302-308.

[ACFR] D. Arnaudon, N. Crampé, L. Frappat, E. Ragoucy, Super Yangian Y (0sp(1]2)) and the universal R-matriz
of its quantum double, Commun. Math. Phys. 240 (2003), no. 1-2, 31-51.

[AMR] D. Arnaudon, A. Molev, E. Ragoucy, On the R-matriz realization of Yangians and their representations,
Ann. Henri Poincaré 7 (2006), no. 7-8, 1269-1325.

[BFN] A. Braverman, M. Finkelberg, H. Nakajima, Coulomb branches of 3d N = 4 quiver gauge theories and
slices in the affine Grassmannian (with appendices by A. Braverman, M. Finkelberg, J. Kamnitzer, R. Kodera,
H. Nakajima, B. Webster, A. Weekes), Adv. Theor. Math. Phys. 23 (2019), no. 1, 75-166.

[BK] J. Brundan, A. Kleshchev, Parabolic presentations of the Yangian Y (gl,,), Commun. Math. Phys. 254 (2005),
no. 1, 191-220.

[D1] V. Drinfeld, Hopf algebras and the quantum Yang-Baxter equation, Dokl. Akad. Nauk SSSR 283 (1985), no. 5,
1060-1064.

[D2] V. Drinfeld, A New realization of Yangians and quantized affine algebras, Sov. Math. Dokl. 36 (1988), no. 2,
212-216.

[DF] J. Ding, I. Frenkel, Isomorphism of two realizations of quantum affine algebra Uq(g/[(\n)), Commun. Math.
Phys. 156 (1993), no. 2, 277-300.

[FKT] R. Frassek, I. Karpov, A. Tsymbaliuk, Transfer matrices of rational spin chains via novel BGG-type
resolutions, Commun. Math. Phys. 400 (2023), 1-82.

[FPT] R. Frassek, V. Pestun, A. Tsymbaliuk, Laz matrices from antidominantly shifted Yangians and quantum
affine algebras: A-type, Adv. Math. 401 (2022), Paper No. 108283, 73pp.

[FRT] L. Faddeev, N. Reshetikhin, L. Takhtadzhyan, Quantization of Lie groups and Lie algebras, Algebra i Analiz
1 (1989), no. 1, 178-206; translation in Leningrad Math. J. 1 (1990), no. 1, 193-225.

[FSS] L. Frappat, A. Sciarrino, P. Sorba, Structure of basic Lie superalgebras and of their affine extensions, Commun.
Math. Phys. 121 (1989), no. 3, 457-500.

[FT1] R. Frassek, A. Tsymbaliuk, Rational Laz matrices from antidominantly shifted extended Yangians: BCD types,
Commun. Math. Phys. 392 (2022), 545-619.

[FT2] R. Frassek, A. Tsymbaliuk, Orthosymplectic superoscillator Lax matrices, preprint, aryiv:2309.14199 (2023).

[G] L. Gow, Gauss decomposition of the Yangian Y (gl,,,), Commun. Math. Phys. 276 (2007), no. 3, 799-825.

[GK] N. Guay, B. Kettle, Yangians of orthosymplectic Lie superalgebras, in preparation.

[GNW] N. Guay, H. Nakajima, C. Wendlandt, Coproduct for Yangians of affine Kac-Moody algebras, Adv. Math.
338 (2018), 865-911.

[JLM] N. Jing, M. Liu, A. Molev, Isomorphism between the R-matriz and Drinfeld presentations of Yangian in
types B, C and D, Commun. Math. Phys. 361 (2018), no. 3, 827-872.

[LSS] D. Leites, M. Saveliev, V. Serganova, Embeddings of 0sp(N/2) and the associated nonlinear supersymmetric
equations, Group theoretical methods in physics, VNU Science Press Vol. I (Yurmala, 1985), 255-297.

[Ma] Z. Maassarani, Uzosp(2,2) lattice models, J. Phys. A 28 (1995), no. 5, 1305-1323.

[Mo] A. Molev, A Drinfeld-type presentation of the orthosymplectic Yangians, Alg. Represent. Theory (2023), 26pp.

[MR] A. Molev, E. Ragoucy, Gaussian generators for the Yangian associated with the Lie superalgebra osp(1|2m),
preprint, aryiv:2302.00977v3 (2023).

[N] M. Nazarov, Quantum Berezinian and the classical Capelli identity, Lett. Math. Phys. 21 (1991), no. 2, 123-131.

[P] Y.-N. Peng, Parabolic presentations of the super Yangian Y(g[M‘N) associated with arbitrary 01-sequences,
Commun. Math. Phys. 346 (2016), no. 1, 313-347.

[RM] P. Ramos, M. Martins, One-parameter family of an integrable spl(2|1) vertex model: algebraic Bethe ansatz
and ground state structure, Nuclear Phys. B 474 (1996), no. 3, 678-714.

[T] A. Tsymbaliuk, Shuffle algebra realizations of type A super Yangians and quantum affine superalgebras for all
Cartan data, Lett. Math. Phys. 110 (2020), no. 8, 2083-2111.

[W] C. Wendlandt, The R-matriz presentation for the Yangian of a simple Lie algebra, Commun. Math. Phys. 363
(2018), no. 1, 289-332.

[Y] H. Yamane, On defining relations of affine Lie superalgebras and affine quantized universal enveloping superal-
gebras, Publ. Res. Inst. Math. Sci. 35 (1999), no. 3, 321-390; Errata to: On defining relations of affine Lie
superalgebras and affine quantized universal enveloping superalgebras, Publ. Res. Inst. Math. Sci. 37 (2001),
no. 4, 615-619.

[Z] R. Zhang, Serre presentations of Lie superalgebras, Advances in Lie superalgebras, Springer INdAM Ser. 7
(2014), 235-280.

[ZZ] A. Zamolodchikov, A. Zamolodchikov, Factorized S-matrices in two dimensions as the exact solutions of certain
relativistic quantum field theory models, Ann. Physics 120 (1979), no. 2, 253-291.

R.F.: UNIVERSITY OF MODENA AND REGGIO EMILIA, FIM, Via G. CampI 213/B, 41125 MODENA, ITALY
Email address: rouven.frassek@unimore.it

A.T.: PURDUE UNIVERSITY, DEPARTMENT OF MATHEMATICS, WEST LAFAYETTE, IN 47907, USA
Email address: sashikts@gmail.com



	1. Introduction
	1.1. Summary
	1.2. Outline
	1.3. Acknowledgement

	2. Orthosymplectic Lie superalgebras
	2.1. Setup and notations
	2.2. Orthosymplectic Lie superalgebras
	2.3. Dynkin diagrams with labels via parity sequences
	2.4. Chevalley-Serre type presentation

	3. RTT orthosymplectic Yangians
	3.1. RTT extended orthosymplectic super Yangian
	3.2. RTT orthosymplectic super Yangian
	3.3. Relation to Lie superalgebras and PBW theorem
	3.4. Gauss decomposition and rank reduction
	3.5. Useful lemma
	3.6. RTT Yangian in super A-type: revision

	4. Explicit Gauss decomposition and higher order relations
	4.1. Upper triangular matrix explicitly
	4.2. Lower triangular matrix explicitly
	4.3. Diagonal matrix and central current explicitly
	4.4. Higher order relations for orthosymplectic super Yangians

	5. Rank 1 and 2 relations
	5.1. Rank 1 cases
	5.2. Rank 2 cases

	6. Drinfeld orthosymplectic Yangians
	6.1. Drinfeld extended orthosymplectic super Yangian
	6.2. Drinfeld orthosymplectic super Yangian

	Appendix A. Low rank identification through 6-fold fusion
	References

