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THEOREM

The Invertible Matrix Theorem

Let A be a square n x n matrix. Then the following statements are equivalent.
That is, for a given A, the statements are either all true or all false.
A 15 an invertible matrix.

A 1s row equivalent to the n x n identity matrix.

A has n pivot positions.

The equation Ax = 0 has only the trivial solution.

The columns of 4 form a linearly independent set.

The linear transformation X —+ AX 15 one-to-one.

The equation Ax = b has at least one solution for each b in " .
The columns of 4 span "

The linear transformation X — Ax maps &" onto R".
There 1s an n » n matnix C such that CA = 1.

There is an n x n matrix [) such that AD = 1.

AT is an mvertible matrix.
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The Invertible Matrix Theorem (continued)

Let A be an n = n matrix. Then the following statements are each equivalent to
the statement that A is an invertible matrix.

The columns of 4 form a basis of R".

Cold =R"

dimCol A =n

rank 4 =n

Nul 4 = {0}

dimNul 4 =0
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Consider A4 = [a,;] witha;; # 0. If we multiply the second and third rows of A by
a1 and then subtract appropriate mmiltiples of the first row from the other two rows, we
find that A is row equivalent to the following two matrices:

[ ap ay;  ani —| [an ajs ais
ajaz  apan andxs |~ 0 apan—apan anan —apdaa (1)
LHIIHM apldsz ﬂljﬂasJ [ 0 anas — apas ﬂllﬂ33—ﬂl3H3|J

Since A is invertible, either the (2. 2)-entry or the (3. 2)-entry on the right i (1) is
nonzero. Let us suppose that the (2. 2)-entry 15 nonzero. (Otherwise, we can make a
row interchange before proceeding.) Multiply row 3 by ajja2z — aj2a21, and then to the
new row 3 add —(aj a3 — ajpaz) ) imes row 2. This will show that

(ﬂu a2 i3 —‘
A~1 0 d11dn — ajpdz]  ddzs — ajaaz)
L 0 0 and J

where
A = ananas + anpdnds + aidands — dndsds; — dipdadss — dizdnds (2)

Since A 1s mvertible, A must be nonzero. The converse 1s te, too, as we will see mn
Section 3.2. We call A in (2) the determinani of the 3 x 3 matnx 4.



Chapter 4 Vector Spaces

A vector space 15 a nonempty set V' of objects, called vectors, on which are de-
fined two operations, called addition and multiplication by scalars (real numbers),
subject to the ten axioms (or rules) listed below ! The axioms must hold for all
vectors u, ¥, and w in V' and for all scalars ¢ and d .
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The sum of u and v, denoted by u + v, isin V.

n+v=v+4u

M+vV)+wW=u+ (V+ W)

Thete 15 a zero vector 0 1n V such thatu + 0 = u.

Foreachu in V', there is a vector —u in V' such thatua + (—ua) = 0.
The scalar multiple of u by ¢, denoted by e, 15 1n V.
c(l+v)=cu+cv.

(c +dm=cu+du

cldu) = (cd ).

Iun=u
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