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Abstract

We propose a high-order stochastic-statistical moment closure model for efficient ensemble prediction of
leading-order statistical moments and probability density functions in multiscale complex turbulent systems. The
statistical moment equations are closed by a precise calibration of the high-order feedbacks using ensemble solu-
tions of the consistent stochastic equations, suitable for modeling complex phenomena including non-Gaussian
statistics and extreme events. To address challenges associated with closely coupled spatio-temporal scales in
turbulent states and expensive large ensemble simulation for high-dimensional systems, we introduce efficient
computational strategies using the random batch method (RBM). This approach significantly reduces the re-
quired ensemble size while accurately capturing essential high-order structures. Only a small batch of small-scale
fluctuation modes is used for each time update of the samples, and exact convergence to the full model statistics
is ensured through frequent resampling of the batches during time evolution. Furthermore, we develop a reduced-
order model to handle systems with really high dimension by linking the large number of small-scale fluctuation
modes to ensemble samples of dominant leading modes. The effectiveness of the proposed models is validated by
numerical experiments on the one-layer and two-layer Lorenz '96 systems, which exhibit representative chaotic
features and various statistical regimes. The full and reduced-order RBM models demonstrate uniformly high
skill in capturing the time evolution of crucial leading-order statistics, non-Gaussian probability distributions,
while achieving significantly lower computational cost compared to direct Monte-Carlo approaches. The models
provide effective tools for a wide range of real-world applications in prediction, uncertainty quantification, and
data assimilation.

1 Introduction

Turbulent dynamical systems encountered in science and engineering [24] [34], 1], [19] exhibit distinguished character-
istics including a high-dimensional state space with multiple spatio-temporal scales and strong internal instabilities
[I1l 25]. Forecasting the intricate behaviors of such complex systems poses a significant challenge in uncertainty
quantification and data assimilation problems [39] 28], 29, [3]. One key aspect involves accurately quantifying the
multiscale interaction between the large-scale mean state and the many interacting small-scale fluctuations induced
by internal instability. The interplay between multiscale coupling and instability gives rise to a diverse array of
complex phenomena, such as bursting extreme structures and skewed non-Gaussian distributions [44} [5], [43] [38].
Small randomness in initial conditions and external stochastic effects is also rapidly amplified and redistributed
along the spectrum as the model evolves in time. Capturing these unique features with efficient algorithms remains
a central issue in many practical problems [4, [13] 14, [12]. For example in data assimilation, accurate prediction of
the mean and covariance statistics is essential, while the evolution of these low-order moments is closely linked to
higher-order feedbacks due to the nonlinear coupling. This requires the accurate and efficient quantification for the
extreme outliers and the related non-Gaussian statistics.

In developing efficient algorithms for accurate statistical prediction of complex turbulent systems featuring
multiscale interactions and strong nonlinearity, a probabilistic approach is usually needed to quantify the uncertainty
utilizing a probability density function (PDF) of the model states. Ensemble forecasting, through a Monte Carlo
(MC) type method, is commonly used to estimate the PDF evolution by independently sampling an ensemble of
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trajectories from an initial distribution [2I]. Ensemble-based approaches have been extensively applied to address
uncertainties arising from various sources in real world problems such as weather and climate forecast [16] [19]
33]. However, achieving accurate numerical prediction is hampered by the prohibitively high computational cost
attributed to the strongly coupled nonlinear interactions among different scales in a high dimensional space, known
as ‘curse of dimensionality’ [I0,0]. With insufficient samples, ensemble approximation often suffer from the collapse
of samples, leading to an inadequate coverage of the entire probability measure in the high-dimensional phase
space. Various strategies have been devised to increase the effective ensemble size and sufficiently characterize
the probability distribution [2, [I5]. Parameterization is often used for efficient approximation of the effects from
unresolved small-scale processes using information from the resolved large-scale states [40l 28|, 30}, (23, [36]. In the case
of high-dimensional turbulent systems, model errors are significantly amplified by internal instability and careful
calibrations of the feedbacks from the large number of unresolved processes are often required. Consequently, this
often leads to an inherent difficulty for generalization to high dimensional and strongly turbulent systems in realistic
applications.

In this paper, we aim to develop a systematic modeling and computational strategy for statistical prediction
and data assimilation of turbulent systems under a unified framework. The proposed formulation (D)) is applicable
to complex spatially extended nonlinear dynamical systems widely studied in many fields [20, 19, 8 25, 26]. In
particular, we construct a coupled stochastic-statistical model ([{]) that is suitable for both efficient prediction of
leading-order statistics (in the statistical equations) and explicit quantification of higher-order non-Gaussian features
(using the stochastic equations) at the same time. The stochastic and statistical equations are seamlessly coupled
through the nonlinear interaction terms and using an essential relaxation term for consistency. The statistical
equations admit a hierarchical structure requiring a closure form for the higher-order moment feedback induced by
the quadratic nonlinear term. Instead of the parameterization methods which usually require exhausting procedure
of model calibration, we close the moment equations by explicitly modeling the higher-order feedbacks through the
ensemble solution of the stochastic equations. This high-order moment closure through the stochastic-statistical
model provides a statistically consistent formulation that is able to correctly represent the crucial features involving
non-Gaussian and nonlinear phenomena.

The computational demand for solving the fully coupled system (7)) remains substantial when the state variable
resides in a high-dimensional space. For example, for a system with K -dimensional state space, one time step update
of the covariance dynamics requires computational cost of O (K 4) by evolving K x K matrix-valued differential
equations with K2 quadratic coupling terms in each entry. The ensemble simulation for the stochastic dynamics
further requires the computational cost of O (M K 3) by updating the K stochastic coefficients using M samples
(usually with exponential dependent on K). To overcome this issue, we use the effective random batch method
(RBM) |17, 18] for efficient computation of the large number of high-order coupling terms reaching a much reduced
computational cost. The proposed method generalizes the idea developed for simple mean-fluctuation systems in [37]
and provides efficient computational strategy for the more universal formulation (7)) valid for statistical prediction
in a large group of problems. Using the RBM approximation, the high-dimensional modes are divided into small
batches randomly drawn in each time updating interval. Then the nonlinear interaction is solely computed among a
small subset of modes within one batch so that the computational cost is maintained in a low level. During the time
evolution, the batches are frequently resampled at the start of each time updating step. The accuracy is preserved
by the ergodicity of the fast mixing modes, ensuring an equivalent statistics in high-order feedback. The resulting
RBM model ) offers significant computational reduction with a cost of O (p2K 2) for the covariance equations
and O (MpoK ) for the ensemble forecast, where a considerable smaller ensemble size M; < M is sufficient only
requiring sampling the batch subspace consisting of p = O (1) modes in one batch. The convergence of the mean
and variance using RBM approximation is proved through detailed error estimates dependent on the discrete time
step size. Furthermore, for really high dimensional systems with an extended spectrum, a reduced-order model
(10D is proposed to further reduce the computational cost to O (M1 (K 3+ p3)), making it independent of the full
dimension K by focusing on the first K leading modes and using RBM to approximation the rest K — K7 small-scale
fluctuation modes.

The performance of the stochastic-statistical model with RBM approximations is examined under the one-layer
and two-layer Lorenz 96 (L-96) systems [22] 46]. The Lorenz ’96 systems have been widely used as prototype
models for the atmosphere involving rich chaotic phenomena with direct link to realistic systems [41], [32], [15] [4].
In particular, the L-96 systems maintain a slowly decay variance spectrum involving a large number of unstable
modes (as illustrated in Figure [[land [7), setting up a very challenging testing case for effective ensemble prediction.
The direct MC approach requires a very large ensemble size of order O (105) to resolve the highly non-Gaussian



statistics. The strong internal instability leads to additional problems for easy divergence away from the final
equilibrium state (shown in Figure [2). Using the efficient RBM model, it is found that a small sample size of
O (100) is sufficient to fully recover the evolutions of statistical mean and variance as well as the non-Gaussian
PDFs in the 40-dimensional one-layer L-96 system (see Figure ] and []). In the genuinely high dimensional two-
layer L-96 system with full dimension K = 264. The RBM model becomes especially effective to capture the highly
non-Gaussian statistics using at most M; = 500 samples (see Figure [I0 and [[1)). The computational cost is further
reduced in the reduced-order model focusing on the leading K; = 8 large-scale modes enabling an even smaller
ensemble for all the small-scale modes.

In the remainder part of this paper, we introduce the general formulation of the stochastic-statistical model for
multiscale turbulent systems using high-order moment closure in Section 2] The efficient algorithms for solving the
coupled high-dimensional equations using the RBM approximation for ensemble prediction are developed in Section
Bltogether with the theoretical convergence analysis of the scheme. The performance of the methods is evaluated on
the concrete examples of the Lorenz 96 systems in Section @l The paper is closed with a summary and discussions
on future directions in Section

2 A statistically consistent modeling framework for multiscale turbulent
systems

Turbulent dynamical systems are characterized by multiscale nonlinear interactions, which redistribute energy across
a broad spectrum of stable and unstable modes, ultimately leading to a complicated statistical equilibrium. The
general formulation of complex turbulent systems can be introduced in the following canonical equations about the
state variable u € R? in a high-dimensional phase space (with d > 1)
du .

E:Au—i—B(u,u)—i—F(t)—i—a(t)W(t). (1)
The model state starts from an initial distribution u (0) ~ g (u) representing initial uncertainty. On the right hand
side of the equation (II), the first component, A = L — D, represents linear dispersion and dissipation effects, where
the dispersion L* = —L is an energy-conserving skew-symmetric operator; and the dissipation D < 0 is a negative-
definite operator. The model () emphasizes the important role of nonlinear interactions in a bilinear quadratic
form, B (u,u). This typical structure of nonlinear interactions is inherited from a discretization of the continuous
full system (for example, a spectral projection of the nonlinear advection in fluid models). The nonlinear interaction
ensures the energy conservation invariance, such that u- B (u,u) = 0 with the inner-product defined according to
the conserved quantity. In addition, the system is subject to external forcing effects that are decomposed into a
deterministic component, F (t), and a stochastic component represented by a Gaussian random process, o (t) W (t),
used to model the unresolved processes.

The evolution of the model state u depends on sensitivity to the randomness in initial conditions and stochastic
forcing effects. These uncertainties will be amplified in time by the inherent internal instability due to the nonlinear
coupling term in (II). The associated Fokker-Planck equation (FPE) [45]
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v Lrpp: = —divy [Au+ B (u,u) + F]p; + §dwuv (0'0' pt) , (2)
describes the time evolution of the probability density function (PDF) p; (u) = et£rr(W) 0 starting from an initial
distribution p;—g (u) = o (u). However, it remains a challenging task in directly solving the FPE () as a high
dimensional PDE system. As an alternative approach, ensemble forecast by tracking the Monte-Carlo (MC) solutions
estimates the model statistics through empirical averages among a group of independent samples drawn from the
initial distribution u(® (0) ~ po (u),i = 1,---, M at the starting time ¢ = 0. The PDF solution p; (u) and the
associated statistical expectation of any function ¢ (u) at each time instant ¢ > 0 are then approximated by the
empirical ensemble representation of the M samples, that is,

b = ) = LS (1), (), = (e = 3 (w0 0) 3)
' M =1 7 o o M 1=1 ,

where 0 is the Dirac delta function and <~>p is the expectation about the probability measure p. Still, the curse of
dimensionality [9, 6] arises in systems of even moderate dimension d since the model errors grow significantly as



the system dimension increases, while only a small ensemble size M is allowed in practical numerical methods due
to the limited computational resources. Clearly, efficient strategies and algorithms are still needed to effectively
reduce the computational cost and maintain high accuracy in sampling the high dimensional systems using a small
number of samples.

Remark. Many complex turbulent systems from nature and engineering can be categorized into the general math-
ematical framework in ({). The high-dimensional state u can be viewed as a finite dimensional truncation of the
corresponding continuous field with sufficient numerical resolution. One major group of examples comes from the
fluid flows including the Navier-Stokes equation and turbulence at high Reynolds number [IT], 20] and applications
to the geophysical models in coupled atmosphere and ocean systems involving rotation, stratification and topogra-
phy [34, 241 [T9] and controlled fusion in magnetically confined plasma systems [, [7]. In particular, we will consider
the prototype Lorenz '96 systems in (I)) and (1)) [22] I, 46] that admit all representative dynamical structures in
(@ as the main test model in this paper.

2.1 Statistical and stochastic formulations for multiscale systems

One major difficulty in complex turbulent systems is the fully coupled nonlinear interactions across scales. The
multiscale interactions involve a large-scale mean state, which can destabilize the smaller scales, while the excited
fluctuation energy contained in numerous small-scale modes can inversely impact the development of the coherent
structure at largest scale. Thus, disregarding contributions from small-scale modes through a simple high wavenum-
ber truncation is not a viable approach. To address this central issue of coupled interactions with mixed scales,
we start with a mean-fluctuation decomposition for the model state u, so that interactions between different scales
can be identified in detail. To achieve this, we view u as a random field (denoted by w due to randomness in initial
state and stochastic forcing) and separate it into the composition of a statistical mean state u and a wide spectrum
of stochastic fluctuations u’ in a finite K-dimensional projected representation under a fixed-in-time, orthonormal
basis {Vlc}?:l (usually with K = d for the full model and K < d for the reduced-order model)

K
u(tw) =u(t)+u (w) =u(t)+ > Zk (tw) vi. (4)
k=1

Above, 1 = <u>pt represents the statistical mean field usually capturing the dominant large-scale structure; and
Zy, (t;w) is the stochastic coefficient measuring the uncertainty in multiscale fluctuation processes u’ projected on
the eigenmode vi. The state decomposition (@) provides a convenient way to identify different components in the
multiscale interactions, thus can be used to derive new effective multiscale models.

One way to avoid the high computational cost in directly solving the FPE (2)) as well as the large ensemble MC
simulation of the full SDE () for the probability distribution p; (u) is to seek a hierarchical statistical description
of its moments (@ (u)>pt as the expectation with respect to the time-dependent probability measure p;. In most
situations, the primary interest lies in tracking the time evolution of the leading moments quantifying the most
essential statistical characteristics. We can first derive the dynamics for the mean state = (u),, and the covariance
among fluctuation modes Ry = (Z,Z]) e governed by the following set of deterministic statistical equations

_ K
d
d—‘; =Au+ B(u,u)+ Z R B (vi,vi) + F, (52)
k=1
dR _ /=
kl Z L’U km ml + kaLv)kl (U.) + Qa,kl (5b)

+ Z <ZmZnZl>pt B (Vmavn) “ Vi + <ZmZnZk>pt B (Vmavn) * Vi,

m,n=1

for all the wavenumbers 1 < k,! < K. In (Bb), the operator L, j; = [Av; + B (@, v;) + B (v;,0)] - v, characterizes
quasilinear coupling between the statistical mean and stochastic modes; the positive-definite operator Qs =
Y om (Vi - 0m) (0m - Vi) expresses energy injection from the stochastic forcing. Notably, the nonlinear flux term
involving all the third-order moments (Z,,, Z, Zk> enters the equation for the second-order covariance Ry; describing
nonlinear energy exchanges among fluctuation modes ending up with a still unclosed set of equations.



Accordingly, the stochastic coefficients {Zk}kK:1 in the decomposition (@) satisfy the associated stochastic fluc-
tuation equations
42, —ZK: Lot (8) Zon + 0 () W (1) -
a —m:1 v,km (U m g Vi
K (6)
+ > (ZnZn — Ron) B (Vim, Va) - Vi

m,n=1
The above equation is achieved by simply projecting the original equation () on each fluctuation mode vj and
removing the mean dynamics (a)). The second-order moments equation (Bh) is then derived by applying Ito’s
formula to ¢ (Zx) = |Zx|” using the stochastic equations ([@). Therefore, the above statistical and stochastic
formulations are consistent for the evolution of uncertainty in multiscale fluctuations. The detailed derivation of
the equations (@) and (@) from first principle can be found in [25] 28§].

Both the dynamical moment representation (B) and its stochastic counterpart (G) have their respective advan-
tages, they also both suffer several difficulties when applied to resolve the key statistical quantities. The statistical
moment equations (B) are easier to compute with its deterministic dynamics, while such hierarchical equations lead
to a non-closed system of infinite-dimensional ODEs as each lower-order moment equation is coupled to the next
higher-order moment. On the other hand, the stochastic equations (B) provide a closed formulation to include
all the higher-order information. However, direct simulation of the SDE requires a MC approach of large sample
size exponentially dependent on the state dimension. In addition, the computational cost of both statistical and
stochastic models remains prohibitive for the coupled high-dimensional systems characterized by an extended wide
spectrum of fluctuation modes K > 1. The situation becomes especially challenging when an ensemble approach
is required for accurate state estimation and data assimilation of extreme events represented by the extended PDF
tails.

2.2 A stochastic-statistical closure model with explicit higher-order feedbacks

We introduce a seamless high-order closure model that integrates the statistical equations (B]) with the stochastic
counterpart (6)) to effectively close the original non-closed equations. The resulting coupled stochastic-statistical
equations for the multiscale interacting model becomes

K

di
d—ltl:Al_l-l—B(ﬁ,ﬁ)—i— 3" RuB (vi,vi) + F, (7a)
k=1
47, = K ,
W = mzd Ly,km (u) Zm + mgzl Ymnk (ZmZn — Rmn) + o Wi, (7b)
K
dRy _ o
dt - Z Ly, (@) Rt + kaLv,mz (@) + Qo1 (7c)
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+ XK: [%nnk (ZmZnZi),, + Ymn (ZmZnprJ +et (<ZkZl>pt - sz) ;

m,n=1

with the coupling coefficients Ly gm = [AVi, + B (@, Vi) + B (Vi, 0)] - v, and Ypnk = B (v, Vi) - Vi derived from
the original equations. Above, the mean equation (Zal) for the leading-order statistics @ is kept the same aiming to
capturing the dominant large-scale mean structures. The covariance equation (Zd) for R is closed by computing the
expectations of the cubic terms under the probability measure p; discovered by the stochastic solution Z from (Zh),
so that the higher-order moment feedbacks are explicitly modeled. In addition, a relaxation term is added with
a small control parameter € to guarantee statistical consistency. Importantly, both the statistical and stochastic
equations become indispensable for the modeling of the fully coupled multiscale system: i) the stochastic equations
for the fluctuation modes Zj are introduced to provide exact closure for the covariance R; and ii) the covariance
dynamics for R serves as an auxiliary equation to facilitate the explicit interactions between the mean u and
stochastic modes Zj and can deal with the inherent instability in the turbulent systems.

In developing effective strategy to compute the high-order expectation in the covariance equation (7d) according
to the PDF p; of the stochastic solutions in (7h)), the stochastic equations for the random fluctuation modes Zj, are



solved through an ensemble approach using Z() = {Z ,(Cl)} with sample index ¢ = 1,--- , M. The higher-order feed-

backs are then approximated through the empirical average of the ensemble as in @), (¢ (Z)),, ~ = Zf\il ® (Z(i)).
Compared with the direct MC approach of the original system (II), the new coupled model (7l) adopting the explicitly
coupled stochastic-statistical dynamics presenting an attractive equivalent formulation that enjoys the flexibility of
developing efficient reduced-order models.

The new formulation provides a desirable framework that is suitable for the development of efficient compu-
tational methods and reduced-order models as described in the following sections of this paper. It can deal with
the inherent difficulties raised in the original formulation with irreducible equations. Instead of adding ad hoc ap-
proximations for the unresolved higher moments (such as the data-driven model in [36]), the crucial third moments
are captured explicitly through the ensemble estimation of the stochastic modes. In addition, we aim to control
computational cost by only running a very small ensemble for limited samples M; < M without sacrificing accuracy
(through the efficient random batch method introduced next in Section B)) compared with the original direct MC
approach which demands a large sample size M. This combined framework enables flexible modeling of both key
leading-order moments through the statistical equation, and achieves accurate non-Gaussian higher-order statistics
and fat-tailed PDFs in the extreme events. It is also more advantageous than the mean-fluctuation model using
only (7al) and (7h) (as proposed in [37]) which often leads to large numerical errors and unstable dynamics due to
the inherent instability in the turbulent systems (see examples in Figure [2] of Section E.T]).

3 Methods for efficient ensemble forecast using random batch approxi-
mation

We propose new efficient computational methods to address the inherent difficulties in complex turbulent systems
involving multiscale interaction terms by solving the coupled stochastic-statistical equations ([7]). Here, we describe
the general strategy in the new approach for efficient statistical prediction by running a very small ensemble
simulation of the stochastic fluctuation coefficients enabled by the random batch method (RBM) approximation.
The ideas will be further illustrated using concrete examples from the L-96 systems next in Section [l

3.1 Random batch method for coupled turbulent systems with a wide spectrum

It is realized that the most computational demanding part in solving the coupled equations comes from getting
accurate quantification for the combined nonlinear feedbacks in the stochastic coefficients and statistical covariance
equations (7h) and (7d), which involves high-order coupling terms involving a wide spectrum of stochastic modes
modes Z = {Zk}szl , K > 1 for each single trajectory. Furthermore, in order to resolve the necessary high-order
statistics with desirable accuracy, an extremely large ensemble {Z(l), o ZM )} € REXM (with the sample size M)
is required for the full high-dimensional modes. Thus using the direct MC method for the stochastic equations ends
up with a computational cost of O (M K 3) for the M samples and K modes and cost O (K 4) for the covariance
equation. The K3 cost is due to the quadratic interactions (of total number K2 for each mode) and then for all
K modes. In addition, the required ensemble size M to maintain sufficient accuracy in the empirical statistical
estimation (B)) grows with an exponential rate dependent on the dimension K. This is known as the curse of
dimensionality [6], [10] and sets an inherent obstacle for effective ensemble prediction of high-dimensional systems,
especially when non-Gaussian statistics amplifies the demand for an even larger ensemble to capture PDF tails.

Here, we propose to design a computational efficient model using random batch method (RBM) developed in
[L7, [I8]. The idea is proposed for the special mean-fluctuation systems in [37] concerning only the coupling between
the mean and fluctuation modes. Now, we aim to develop an effective practical strategy for the fully coupled
multiscale states using the general stochastic-statistical formulation (7). The crucial issue in constructing the RBM
approximation lies in devising an efficient estimation of the nonlinear cross-interaction terms Z,, Z,, in the stochastic
and covariance equations (7h) and (7d) without running a very large ensemble. This becomes especially important
in modeling high dimensional turbulent systems where a key feature is the nonlocal coupling of multiscale states
involving a large number of fluctuation modes Z.

In the main idea of the new RBM approach, we no longer compute the expensive nonlinear interactions among
the entire stochastic coefficients 1 < k < K in the stochastic and covariance equations. At the start of each
time updating step t = t, a partition {Ig} of the mode index is introduced with U,Z; = {k:1<k <K}, where



each batch only contains a small portion of |I§ | = p elements randomly drawn from the total K indices (ending
up with {%—‘ batches). Accordingly, the full spectrum of modes is also randomly divided into small batches
Z5 ={Zx (t) k€ T3} with UgZ8 = {Z; (t) : 1 <k < K} in the time interval ¢ € (ts,ts41]. Then, instead of taking
summation over all the wavenumbers m, n in the summation terms of (b)) and (Zd), only a small portion of the
modes Z € Z; with indices in the batch k € Z] are used to update the mode Zj during the time updating
interval. The exhausting procedure to resolve all high-order feedbacks is effectively avoided through this simple
RBM decomposition. The entire high-dimensional system is then decomposed into smaller subsystems for modes
{Zk, Ry} constrained inside each small batch {k,l} € Z; rather than the entire spectral space. The resulting RBM
model for the stochastic and statistical equations during the time interval ¢ € (ts, ts41] becomes

az¥

“E 7 Lo (0) 25 + Ak (2928 = Ronn ) + oW, (8a)
m,nEZ;
dR, - -
Tm = Z Lv,km (ﬁ) le + kaL;ml (ﬁ-) + Qa,kl
m,nel';
1 M 1 Mo
+ 3 A 2202070 e 3202 — Ry | (8b)
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’ q

Above, all the wavenumbers k,1,m,n € Z; belong to the same self-consistent random batch Z;. Importantly, new
coupling coefficients, Ev,km = C;Lmkmﬂmnk = c%wmnk (with the original coefficients Ly gy, and ypnk defined in

(@), are introduced in the new equations to guarantee consistent statistics with the scaling factors ¢’ = % and

P
% = %. It is based on the idea that the random batch approximation should yield an equivalent effect

in the summation of nonlinear coupling terms under probability expectation on the batch partition Z°. Detailed
explanation for the rescaling coefficients ¢,® can be found in the proof of Theorem M and [37]. A much smaller
ensemble size is used for the stochastic modes Z(9, i =1,---, M; in ([Ba)) to give empirical estimation of the higher-
order moments in (8D). Notice that in (Bal) within the time interval, each sample is updated independently. After
this time updating interval (¢4, ts41], the batches are resampled at the start of the new time step ¢ = t511 to repeat
the same procedure, so the modes from different batches get mixed.

The statistical consistency of the RBM approximation () is guaranteed by the ergodicity and fast mixing of the
high wavenumber modes. First, considering the typical property of the turbulent modes, the energy inside the single

small-scale mode Ry = <|Zk|2> decays fast as k grows large and de-correlates rapidly in time. Second, ergodicity

of the stochastic fluctuation modes Z implies that updating the key statistics using fractional fluctuation modes at
each time step with consistent time-averaged feedback can provide an equivalent total contribution. Therefore, the
total K spectral modes are divided into smaller batches to be updated individually during each time interval. As
a result, rather than running a large ensemble of high dimensional solutions of the full fluctuation modes Z(*) as in
the direct MC approach of (), only a small number of stochastic trajectories are needed as long as it is sufficient to
sample the p-dimensional modes inside each batch rather than the full K-dimensional space. We show the rigorous
convergence in leading-order statistics of this RBM approximation next in Section 3.3

As the first major reduction of the above RBM model, instead of using the entire spectrum of modes 1 < k < K
to update each wavenumber mode, we only consider the nonlinear interactions between modes in the a very small
subset Z; of size p. As shown in the numerical examples in Section AT the batch size p can be picked as a very
small number p = O (1). This leads to the effective computational reduction from O (K 3) in direct MC to O (p2K )
for time evolution of each single stochastic trajectory, and from O (K 4) to O (pQK 2) for the covariance equation.
In addition, through the RBM, only a very small number of modes are contained in each batch for the estimation
of the nonlinear coupling. Consequently, we don’t need to compute all the cubic terms Z,,Z,, Z; but only the modes
inside one batch of size p < K independent of the full dimension. This leads to the further significant reduction in
the required sample size from O (M K 3) to O (M1p2K ) in the ensemble prediction. Especially, the ensemble size
M only needs to sample the p-dimensional batch subspace in contrast to M in the full MC approach to sample the
K-dimensional full space. The algorithm using random batch method for ensemble simulation of high dimensional
turbulent system under the coupled stochastic-statistical closure model is summarized in Algorithm [1



Algorithm 1 Full RBM approximation for the coupled multiscale stochastic-statistical model

Initial condition: At initial time ¢t = 0, assign the initial mean and covariance for {uy, Ro} and draw samples Z
from the initial distribution .
1: for s =1 while s < [T/At], at the start of the time interval ¢ € (¢4, ts41] with time step At = t,y; — ts do
2: Partition the K modes into S batches (with pS = K) randomly as Z; = {Z (t) ,k € I} } with quleq =7
3: Update {Z}, (ts41), Ry (ts41)} for modes in batch k,1 € Z¢ independently according to (8al) and (8.
4: Update u (ts41) according to the original mean equation (7a) using all the batch outputs.
5: end for

3.2 Reduced-order model for efficient ensemble simulations

In the above model with the RBM approximation, we still need to run an ensemble simulation for the entire

K
spectral modes {Z ,(;)} even though with a much small number of samples i = 1, - , M7, which reaches the final

computational cost dependent on the full dimension K. On the other hand, in practical situations we are mostly
interested in the statistics in a much smaller number of leading modes 1 < k < K; < K (such as the largest scales
or the most energetic modes) rather than the entire spectrum. This leads to the second major approximation to
introduce the effective reduced-order modeling strategy focusing on the leading dominant modes while still taking
into account the contributions from the large number of small-scale fluctuation modes through the effective RBM
approximation allowing an even smaller sample size.

To achieve the model reduction, we utilize the idea introduced in [37] and extend it to the general coupled
stochastic-statistical model (7]). The key idea is still to notice that the large number of fast mixing small-scale modes
make an equivalent contribution through time average, thus we can decompose them into batches for updating
different ensemble samples of the central large-scale modes. We further introduce an explicit large-small scale
decomposition for the original fluctuation modes Z = (X,Y), where X = {X}} represents the small number of
leading modes (such as {Zj,k < K1}) while Y = {Y;} are all the rest large number of smaller scale fluctuation
modes (such as all the rest modes {Z;, K1 <1 < K}). We aim to use an ensemble empirical approximation for the
marginal distribution of X, that is,

M, K

A (0= 5 3 T8 (- X0 ). (9)

i=1 k=1

By focusing on the leading modes in a much lower dimension K; < K, the required ensemble size M; is further
reduced. Still, each large-scale mode X ,gz) is coupled to the unresolved small-scale modes Y; through the linear and
nonlinear coupling terms. Using the model reduction strategy to be combined with the RBM approximation, we
no longer run ensemble simulation for the large number of small-scale fluctuation modes Y. Instead, only one (or
at most a small number) of stochastic trajectory Y (¢) is solved in time. The total K — K7 spectral modes in Y
are then divided into small batches to update different ensemble members of X" i =1,--., M;. This leads to M;
batches from the small-scale modes with the relation pM; = K — K;. The idea here is to use the large number of
small-scale modes to update different large-scale ensemble samples at each time step.

In this way, we decompose the original stochastic equation of independent samples (Bal) into a coupled system

_ N K

with interacting samples in large-scale states X = {Z,gl)} ' ;¢ = 1,---,M; and one single trajectory of the
k=1

small-scale state Y = {Zl}fiKl (with K; < K). At the start of time step ¢ = t,, each large-scale sample X(*)

is grouped with one batch of the small-scale modes ); = {Y; (ts)};c7s, where Z7 is the RBM partition of the
small-scale modes with U,Zf = {l: K3 <[ < K}. Therefore, we get the coupled reduced-order RBM equations for

the i-th large-scale ensemble sample grouped with a batch of the small-scale modes {X ,gi), Yl}k<K er during the
<Ki,lel]

time updating interval ¢t € (ts,ts41]

) ,
Lo B (XOY) Y Lo (0 XY 4 G (XX — Bo) + 0, 1< k< K,

d m,n<Kjy

. (10)
o =G (X@ ) 7 Lutm (8) Yo + Fonnt (Vi Yo = Ronn) +oiWi, 1€ ZE

m,ne’L?



Above, Fj and G| contain the residual terms that represent the cross-coupling between the large and small scale
states. Usually, the state decomposition and the coupling dynamics will become straightforward according to the
specific dynamical structure of the multiscale system. The batches are then resampled each time at the start of
the new time updating cycle t = t541 same as the previous RBM strategy. It needs to be noticed that through
the above model approximation (I0), different ensemble samples X are no longer independent since they are
linked by the shared small-scale trajectory of Y. This is a reasonable assumption from the common observation
in turbulent systems that the large number of small-scale fluctuation modes can be viewed as almost independent
random processes with a rapidly decaying energy spectrum. Next in Section [£2] we will show the construction of
reduced-order model through one explicit example from the two-layer L-96 system.

Using the above decomposition, we can effectively reduce the computational cost by only sampling a much
smaller space of dimension K7, thus enabling an even smaller sample size. The final computational cost is then
reduced to O (M1 K} + (K — Kj) p2) =0 (M1 (Kf’ + p3)) (using the above partition relation for small-scale modes,
pM; = K — K1) rather than the cost O (M1 Kp2) in the full RBM model involving a very large number of K. The
ensemble size M; is then only sampling the very small large-scale modes of dimension K7 = O (1) rather than the
full state dimension K, together with the rest dimension K — K; only related to the small batch size p = O (1).
In this way, the curse of dimensionality is effectively avoided. Similarly, we summarize the reduced-order RBM
strategy in the following Algorithm

Algorithm 2 Reduced-order RBM approximation for the coupled multiscale stochastic-statistical model

Model Setup: Decompose the stochastic modes Z = X+7Y into large scales X € RX1 and small scales Y € RE—51
with K1 < K.
Initial condition: At initial time ¢ = 0, assign the initial mean and covariance for {9, Rp}. Draw samples for

the larg-scale modes X((f) ,i=1,---, M, and small-scale modes Y from the initial distribution.
1: for s =1 while s < [T/At], at the start of the time interval ¢ € (¢4, ts41] with time step At =t,; — ts do
2: Partition the K — K; small-scale modes into M; batches randomly. The i-th large-scale sample is grouped

with the small-scale modes in one batch as Z7 = {X(i), Yl}leI.S'

3: Update {X(i) (ts41), Y1 (ts+1)} for each batch | € ZF according to (I0).

4: Update the statistical mean and covariance to @ (ts41), R (ts+1) accordingly based on (7al) and (8L) using
all batch outputs.

5. end for

3.3 Error analysis for the RBM model approximation

Here, we provide convergence analysis on the RBM model Algorithm [lin (§) compared with the solution obtained
from the full stochastic-statistical equations (7). Through this analysis, we rigorously demonstrate the effectiveness
of the proposed RBM as a precise approximation to the direct MC solutions. Besides, it also provides error estimates
and guidelines for selecting appropriate model parameters in implementing the computational schemes.

First, we consider the convergence of the RBM approximation Zy of the stochastic equation (8al) to the full
stochastic equation (Th) of the coefficients Zj

dz . - . <
d—tk = Z Ly km (ﬂ) Zm + Ymnk (ZmZn - Rmn) + oW, (113‘)
m,neL;
de _ T
W = Z<K Lv,km (u) Zm + Ymnk (ZmZn - Rmn) + Ukau (11b)
with the RBM parameters Ev_,km = %Lv,km and Yppk = %%ﬂnk and p the batch size. We need the following

structure assumption for the model parameters:

Assumption. Suppose that the quasi-linear coupling coefficients in the stochastic equations are uniformly bounded

max Lim (7) < C, maX Yinnk <C. (12)

,m,n
And the quadratic coupling term satisfies the symmetry

B(ug,ur) =0, [B(ug,w)+ B(w,ug)]-u, =0, foranyk,l<K. (13)



In the above equations ([Ia) and (11D), we assume that the full and RBM model have consistent mean and
covariance 4, R from the statistical equations. In this way, we are able to focus on the approximation due to
the random batches Z;. Conditional on the accurate statistical mean state and covariance @ and R, the RBM
approximation adds additional randomness through the indices of the modes. The model dynamics fit into the
SDE systems discussed in [I7], 18], where the interacting particles are replaced by the coupled spectral modes in the
above turbulent multiscale model. We can find the statistical convergence in the stochastic coeflicients following
the similar argument as in [37].

Theorem 1. Under the assumptions (I2)), the statistical estimation of the RBM model [I1a) with time step At
converges to the statistics of the full model (I1D) up to the final time T as

1« . 1«
=Y Be (Zi) - = Y Ee(Z))
k=1 k=1

with the test function ¢ € CZ, and Z,j = 7 (ts), Zy = Zj (ts) the solutions at ts = sAt. Cy is the coefficient
independent of the model dimension K.

sup
sAt<T

<C, (T)At, (14)

The proof of Theorem [I] compares the backward equations for the two equations (IIa) and (IID) and uses
the fact that the expectation on the random batch samples gives back the original equation (which leads to the
precise forms of the rescaling factors Lo, %). The statistical consistency in the stochastic and statistical equations
are guaranteed by the additional relaxation term. We give the proof of the theorem in Appendix [Al Especially,
using the above conclusion and choosing ¢ (Z) = Z2, we find the convergence of the total variance in the ensemble
estimate of the stochastic equations.

Corollary 2. The total variance estimation in the RBM model ([8) converges to the true statistics as
N
1
N2
s=1

trR (t,) — trR (t,) trR, — trR,

< sup
sAt<T

<G, (T) KA, (15)

where trR (ts) =E ‘Z,ﬁ and trR (ts) = E|Z;| are the trace of the variance from the second moments of the stochastic

coefficients.

Second, we consider the error in the statistical mean state using the simplified version of the scalar mean equation
for RBM model and the full model

du

o = N+ B(@a)+ Y RuB(vi,vi) + F, (16a)
k<K

du

i —ATH—B(&,&)+klz<:KszB(Vk,Vz)+F- (16b)

In the above statistical mean equations, we assume only linear damping in the linear term and consider the error
from the RBM approximation of the second moments. R and R are the covariance matrix estimated in (). The
idea is to use the total statistical energy equation [28] which provides a balanced estimation for the statistical in
both mean and total variance, F = %2 + %trR. The assumption ([I3) provides a very simple equation describing
the evolution of the total statistical energy E. Using the estimate for the total variance, we find the error in the
RBM prediction in the mean state.

Theorem 3. Under the assumptions ([I3)), the statistical mean estimation for the RBM model ([IGal) converges to
the full model solution (I6D) with time step At and final time T as

@ —allg 7 < sup |u(ts) —a(ts)] < Cm (T) At (17)
sAt<T

Above, the error in mean state is taking over the time average ||fH[2O,T] =+ Ziv:l f? (ts) among solutions at each
time evaluation step ts = sAt up to the final time T = NAt.
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Again, we put the proof of the above theorem in Appendix [Al The estimates in ([[H) and ([I7) quantifies the
approximation errors dependent on the time step size At. In practice, it is always easier to apply a smaller time
step to effectively increase the prediction accuracy. The results in the mean and covariance convergence still rely
on the consistency in the stochastic and statistical equations (h) and (Zd) in the coupled model. This is implicitly
guaranteed by the essential relaxation term as e — 0. We leave the complete analysis of the coupled stochastic-
statistical equations (7)) as a mean field system [3] in future research.

4 Numerical performance on prototype models: the Lorenz ’96 systems

In evaluating the performance of the proposed methods, we start with a simple prototype model which is still able
to capture key properties of the general turbulent systems. The Lorenz '96 (L-96) systems provide a desirable
testbed exhibiting a range of representative statistical features such as interaction of variables from different scales
and non-Gaussian statistics. The model is originally introduced to study the mid-latitude weather in a simpler
one-layer form [22], and is later generalized to a two-layer form to include strong multiscale spatiotemporal coupling
[46]. In this section, we illustrate the application of the full and reduced-order RBM methods for predicting leading
statistics and non-Gaussian PDFs using the one-layer and two-layer L-96 systems.

4.1 The one-layer L-96 system

First, we consider the one-layer L-96 system [22] that can be expressed as a 40-dimensional ODE system with
homogeneous damping and forcing

de .

E:(ujJrl_ujfZ)ujfl_uj‘i'F;.]:1;"'7J:407 (18)
with wyy1 = u; and constant uniform damping and forcing. The model state is defined with periodic boundary
condition u; 47 = u; mimicking geophysical waves at J equally distributed locations along a constant mid-latitude
circle (see the diagram in Figure[l). The ODE system has a moderate dimension J = 40. Various representative
statistical features comparable with the real data from observations can be generated in the L-96 solutions (IS
by simply changing the constant forcing F'. A smaller forcing F' is related to a weaker mean state and stronger
non-Gaussian statistics, while a large forcing value F leads to stronger mixing and near-Gaussian statistics [27]. As
illustrated in the typical solution trajectories plotted in Figure[I] the one-layer L-96 solutions display the distinctive
dynamical transition from more regular wave patterns (with ' = 6) to more chaotic flow features (with F' = 8).
The model also maintains a spectrum of large number of unstable and energetic stochastic modes (see Figure 2l and
B). Accordingly, the PDFs of spectral modes demonstrate the statistical transition from non-Gaussian distributions
to near-Gaussian ones between the two regimes (see Figures M and [ for the marginal and joint PDFs). Thus, it
established a challenging and important test case for accurate prediction of model statistics and PDFs.

4.1.1 Explicit formulation and RBM approximation for the one-layer L-96 system

Here, we derive the explicit stochastic-statistical formulation for the one-layer L-96 system as an example to illustrate
the main ideas and performance in the proposed strategy. In the L-96 system (I8]), randomness comes only from the
initial condition and is amplified due to the internal instability. We seek the probability solution of the model state
pt ({u;}) starting from an initial distribution pg ({u;}). Clearly, the L-96 system fits into the general framework (IJ).
The periodic boundary condition implies the mean-fluctuation decomposition as in [{@l) by a Galerkin projection on
the Fourier basis 1

uj =1 + 5 > Zi(t)ery, (19)

|k|<J/2

where u; = (uj)pt is the statistical mean and {Z;} are stochastic coefficients with <Zk>pt = 0. Due to the constant
forcing and damping terms, the resulting statistics in each moment of the solution state is translation invariant
[28, 35]. It implies that the mean state, (u;), = u(t), is uniform; and the off-diagonal covariance entries are all
vanishing, R (t) = (ZZ*),, = diag{rx (t)}. Therefore, we can focus on the dynamical equations for the scalar mean
4 and variance ri of each Fourier mode together with the stochastic coefficients Zj to recover the entire statistics
in this system.

11



diagram for 1-layer L-96 model
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Figure 1: Tllustration of the model structure and typical solutions of the one-layer L-96 system (IS]).

The explicit full stochastic-statistical formulation (7)) and the corresponding RBM model (8)) for the L-96 system
are listed in Appendix [A.]] Due to the still relatively low dimension J = 40 of the one-layer model, we apply the
full RBM model in Algorithm [IJand test the random batch approximation for the full spectrum prediction involving
a large number of highly unstable and energetic modes. We summarize several main features observed from using
the RBM model on the one-layer L-96 system before showing the detailed discussions on the numerical results in
the next section:

e The computational cost for the full model (BI) is O (J + MJ? + MJ?) = O (J (1 +2MJ)) where J is the
full dimension of the system and M is the ensemble size to sufficiently sample the J-dimensional space. In
the RBM approximation (B2]), the computational cost is effectively reduced to O (J (1 + 2Mip)) with p the
batch size and M; < M is the sample size only required to sample the much smaller p-dimensional subspace
in each batch. Especially, p does not increase as the dimensional J increases.

e The coupled formulation combining the variance equations for r and stochastic equations for Z; with the
relaxation factor e is essential to reach the correct final equilibrium state. Using purely the stochastic equations
for Zj is insufficient to recover the correct statistics when the sample size becomes small due to the strong
model instability.

e The RBM approximation relies on the ergodicity and fast mixing of the small-scale modes. The L-96 system
possesses a wide spectrum with large number of fluctuation modes showing distinctive time scales, making it a
difficult test case for the RBM model. Still, accurate statistical prediction is achieved even with an extremely
small batch size p = 2. Prediction results can be further improved by reducing the time step size At.

4.1.2 Numerical tests on the one-layer L-96 model

In the numerical tests, we take two typical regimes of the L-96 system with F' = 6 (showing non-Gaussian statistics)
and F' = 8 (showing near-Gaussian statistics). Th standard 4th-order Runge-Kutta scheme is adopted for the time
integration with time step size At = 1 x 1074, A large ensemble size M = 1 x 10° is needed to capture the true
model statistics accurately from the direct MC simulation. In the RBM prediction, different batch sizes p = 2,5, 10

12
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Figure 2: Effects of instability in the one-layer L-96 system with F' = 6. Left: quasilinear growth rate in each
wavenumber —Re (/@ + 1) at several time instants; Right: direct solutions from the full model with different
relaxation strengths e.

are used to compute the high-order interactions compared with the full model using the entire J = 40 modes.
Therefore, only a very small sample size M; = 100 becomes sufficient, allowing for efficient computation.

First, we illustrate the inherent difficulty in running ensemble prediction for turbulent systems with instability.
In the full model (BIl), the variance equations for 75 (as well as the stochastic equations for Zj) are subject to
internal instability due to the real part of the coupling coefficient — (v;@ + 1) representing interaction with the mean
state @. As illustrated in the left panel of Figure Bl positive growth rates are induced in a large number of modes as
the system evolves in time. This indicates the crucial role of the combined third order moments (Z,,Z Z;) acting
as a balancing factor for these internally unstable modes. On the other hand, with insufficient sample size, large
errors can be introduced to the empirical estimation of the higher-order feedback term. The inherent instability in
the turbulent model formulation can be also seen in the zeroth mode equation (20). It shows that the equation is
only marginally stable thus small errors in the ensemble estimation will lead to large errors.

In the practical simulation of the ensemble scheme, the internal instabilities will amplify the small errors and
lead to disastrous result. The situation will become increasingly serious if we only want to use a small ensemble
size. As a typical example shown on the right panel of Figure 2 we get the truth from the direct MC simulation of
([I8) with an extremely large ensemble size M = 1 x 10°. In comparison, we run the full model (BI) with several

different values € in the additional relaxation term e? (<|Zk|2> - rk). It shows that even with this moderate

dimension J = 40 and very large ensemble size, the solution for the statistical mean and variance will diverge
without the relaxation term e = oo, while equilibrium consistency is guaranteed when smaller value of € is added.
It demonstrates the crucial role of the additional relaxation term to guarantee equilibrium converge. It also shows
that the model is robust with consistent final statistics for a wide range of values of € as long as it is not too large.

Remark. As a simple example to illustrate the internal instability, the explicit equation for the zeroth mode Z; in

the full model (BI)) gives
dZ 1
d—to =7 Z”Yk (|Zk|2 - Tk) — Zo, (20)

k

with v = cos # — cos @ The consistent final equilibrium requires (Zo) = 2>, v (<|Zk|2> - rk) = 0, while

instability will be introduced through errors due to the empirical average <|Zk|2> ~ 1. This will lead to inherent

difficulty even with a very large sample size as shown in Figure

Next, we check the performance of the RBM prediction with different batch sizes. In the one-layer L96 model
with J = 40, we will focus on the fully resolved RBM model (B2) described in Algorithm [l In Figure [3 the
time-series of the mean @ and total variance trR = 3 71, as well as the prediction for the detailed variance spectrum
in each mode during the time evolution are plotted. Two batch sizes p = 5,2 with M; = 100 samples from the
RBM model prediction are compared with the truth from the direct MC simulation using M = 1 x 10° samples for
the full dimension J = 40. Furthermore, we also test an extreme case with only p = 2 modes (that is, only using
one term in the high-order feedback for the strongly unstable dynamics) in each batch and a very small sample
size M7 = 20 in computing the statistics. It shows that all the RBM results accurately track the truth statistics
with lines overlapping on each other while save a lot of computational cost using the extremely small ensemble. In
particular, the L-96 system sets a challenging test model for the RBM model since it contains a wider spectrum
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Figure 3: Time evolutions of the mean and total variance as well as the variance spectra from the RBM prediction
with batch size p = 2,5 and ensemble size M; = 100, 20. Results from the two test regimes F' = 6 and F' = 8 are
shown and the truth is recovered from a direct MC simulation with a large sample size M =1 x 10°.

of energetic modes containing large degrees of instabilities. Still, as shown in the energy spectra from the starting
transient stage to the final equilibrium, the variances in all the modes are captured with high precision.

Then, another important goal of the RBM model is to accurately characterize the PDFs of the model states.
This is especially important in application to uncertainty quantification and data assimilation, where an accurate
estimate of PDFs using limited number of samples is crucial. In the RBM approach, the PDFs are captured by the
empirical distribution (@) of the stochastic coefficients Z. Figuredfirst plots the 1D marginally PDFs in the leading
Fourier modes Zj, of the one-layer L-96 system in the two test regimes. It shows that the F' = 6 regime generates
stronger non-Gaussian PDFs while the F' = 8 regime is closer to Gaussian but still contains non-negligible non-
Gaussian features. Usually, a very large ensemble is essential to capture such non-Gaussian statistics in the direct
MC approach. Using the efficient RBM approximation, the shapes PDFs including the skewed and sub-Gaussian
structures are accurately characterized using a very small ensemble size M; = 100. As a more precise calibration
of the prediction of PDFs, we plot the 2D joint PDFs between the most important modes in Figure Bl The non-
Gaussian structures can be observed more clearly in the joint distributions. The outliers in the sampled PDFs
play an important role to characterize the occurrence of extreme events and have crucial impact in many practical
applications with limited samples. The RBM model successfully captures the joint PDFs especially recovers the
representative non-Gaussian shapes in the outlier regions though using only a very small number of samples.

Finally, we provide a quantitative quantification of the model errors of the RBM prediction with different batch
sizes p. In particular, one of the central quantities to estimate in the RBM is the second moments, thus we consider
the time-averaged errors in the variance prediction | Ry — Re|| = + Zivzl Yok |mmyk (ts) — 7ok (t5)] where Ry, is the
RBM prediction and Ry is the truth. Figure [l plots the errors with the batch sizes p = 2,5,10 and sample size
M; = 500. We use a relatively larger sample size to reduce the fluctuation errors from the small ensemble. The
convergence of RBM estimates depends on the average on the random batches (thus equivalently on time average of
the fast mixing modes), therefore the errors grow as the time step size At increases. A smaller batch size will lead to
larger errors due to the fewer high-order terms explicitly modeled at each time updating step. When the time step
decreases to smaller values, the major source of errors is taken over by the fluctuation errors from the small ensemble
size, so the decay of the errors starts to slow down. Also the larger batch size p = 10 shows a slower decay rate
since it needs to sample a relatively larger dimensional batch subspace in computing the nonlinear coupling terms.
Overall, the error plot shows that the RBM model remains uniformly high prediction skill in accurately recovering
the key statistics with a much lower affordable computational cost. It also implies that it is a good strategy to
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Figure 4: 1D marginal PDFs of the stochastic coefficients Zj in the two test regimes F' = 6,8 of the one-layer L-96
system. The RBM predictions with sample size M; = 100 are compared with the truth from direct MC simulation
with M = 1 x 10°. The Gaussian fits of the PDFs with the same mean and variance are also plotted in dashed lines.
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Figure 5: 2D joint PDFs of the leading modes in the two test regimes F' = 6,8 of the one-layer L-96 system.
The RBM predictions with sample size M; = 100 are compared with the truth from direct MC simulation with
M =1 x 10°.
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Figure 6: Errors in the total variance from the RBM prediction with different batch sizes p = 2,5,10 in the two
test regimes F' = 6, 8 of the one-layer L-96 system.

improve the prediction accuracy by taking a smaller time step At without increasing much of the computational
cost.

4.2 The two-layer L-96 system

In the second test model, we examine the model effectiveness in handling truly high-dimensional systems with
multiscale structures by considering the more complicate two-layer 1-96 system. As a further generalization of
the original one-layer system, the two-layer L-96 system [I], [46] introduces an additional second layer state v;,i =
1,---,JL to the first layer state u;,j =1,---,J such that

JL

du; he
—L = (e —wja)ujor —uy + F—— Y v,
dt b £
i=L(j—1)+1 (21)
dv; c
g =—cb (’Ui_,_g — Uz‘—l) Viy1 — CU; + ?U[%]Jﬂ,

both with periodic boundary conditions, uj+s = u; and vi4 s = v;. Above, u is usually referred to as the large-
scale slow variables and v as the small-scale fast variables. On the right hand sides of (21), the double layer states
follow the same energy-conserving nonlinear self-coupling structure as well as uniform linear damping effect as in
the one-layer case. The two states of different scales are then coupled through three additional model parameters,
¢, b, h: c signifies the time-scale separation; b controls the ratio between the amplitudes of two layer states u; and
v;; and h characterizes the coupling strength between the two states. We illustrate the coupling structure of the
two-layer system in the diagram of Figure [l In particular, the second layer states v; for i = 1,---, JL are locally
coupled with one corresponding first layer state u; with the index j = [1] + 1 (where [a] takes the integer part
of a), and are globally linked with each other by the nonlinear self-interactions. Inversely, each first layer state u;
receives the combined feedback from a sequence of L second layer states v;, ¢ = L(j — 1)+ 1,---,jL. This leads
to a fully coupled high-dimensional system including the two-level states {u;,v;} with a total of J (L + 1) state
variables. The multiscale structure of the dynamical solution is demonstrated by a typical time-series of the large
and small scale processes. It is clear to observe the distinctive time and spatial scales and close correlation between
the two scales.

The model parameters used in the numerical tests are listed in Table [Il taken the standard model setup as in
[46, [T, 15]. Especially, we consider two typical parameter regimes with a mild time-scale separation ¢ = 4 and a
strong time-scale separation ¢ = 10. Again, the two-layer L-96 system displays strong internal instability containing
a large number of unstable modes with positive growth rates as shown in Figure [l To recover the true model
statistics with sufficient accuracy, we need to take a small time step At = 1 x 107% in order to completely resolve
the extremely fast time scales in the second layer variables v;. A forth-order Runge-Kutta scheme is adopted for the
time integration in both the direct MC simulation and the RBM approaches. A very large ensemble size M = 5x 10°
is required considering the very high-dimension d = J (L + 1) = 264 of the system. In contrast, it is sufficient to
only use M; = O (100) samples in both the full and reduced-order RBM approaches.
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Table 1: Model parameters used for the two-layer L-96 model (21
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Figure 7: Ilustration of the two-layer L-96 system with large-scale size J = 8 and small-scale size JL = 256. Upper:
diagram for the model structure and growth rates in the small-scale modes; Lower: a typical time-series solution
for the large and small scale states with ¢ = 4,0 =10,h = 1.
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4.2.1 Stochastic-statistical formulation for the two-layer L-96 system

Similar to the one-layer L-96 system, we can project the large and small scale states to the Fourier modes due to
the periodic boundary condition for both u; and v; as

. F 1 . i
2 Z@e I, wi=vd gy ), Yi(n)err, (22)

kI<J/2 ll<TL/2

where Zj and Y, are the stochastic coefficients for the large and small scale states correspondingly. The two-layer
L-96 system (1) also accepts the general system structure (). Using the translation invariance in both large and

small scales, the statistical prediction aims to recover the homogeneous mean states u = <uj>pr and v = (v;) .o and

the variances in large and small scale modes r} = <|Zk|2> Ty = <|Yl|2> according to the model probability
Pt Pt
measure p;. The detailed equations involving various linear and nonlinear coupling effects between different scales

become very complicated. We list the explicit mean and covariance equations involving complicated higher-order
coupling terms across the scales in Appendix

The most important ideas concerning the RBM approximation of the two-layer L96 system (2I]) can be illustrated
in the stochastic equations for the large and small scale fluctuation modes

az, 1 ) 1 L2
% =7 (ZnZy, = Tm0mn) Yin — duli = 7 Yo NewssYeros,
m—n=k s=—L/2+41 (23)
dY;
P JL Z To0pa) Ypg — QoY1 + NiZmod(1,)-
p—q=l
Above, we have the coupling coeflicients ~%, = P e Vg = cb (e_%”%q —62”i252q), A=
™ L

@%, and the quasilinear operator for interaction with the mean states, d, =1 +v;*u, d, = c(1 + by}*
b 27 k

l—e
(see the detalled model parameters in (B4])). Notice that in the large-scale modes, the indices in the summation for
nonlinear coupling go through all the wavenumbers, |m| < J/2, while in the small-scale modes the indices for non-
linear coupling include all the small-scale wavenumbers, |p| < JL/2. This leads to an extremely high computational
overload considering the high dimension of the small-scale modes. Finally, the large and small scale modes are
coupled through the last linear terms. Especially, the small-scale modes Yy, |s| < L/2 give a combined feedback
to the large-scale mode 7, while each Zj is acting on a sequence of small-scale modes Yy 4. It is realized that in
[23) the most computational demanding part comes from the summation terms going through all the wavenumbers
representing both linear and nonlinear coupling between scales.

Next, we present the performance of the RBM models on the two-layer L-96 with genuinely high dimensional and
multscale scale processes. In particular, we first consider the full RBM model in Algorithm [Il then further reduce
the computational cost by applying the reduced-order RBM model in Algorithm [2] exploiting the large number of
fast-mixing small-scale modes.

4.2.2 Numerical results for the full RBM model

First, we consider the full RBM approximation, that is, to introduce random batch decomposition in both the large
and small scale stochastic modes {Z,iz), Yl(l)}, while still run independent samples for ensemble simulation of the

entire stochastic equations during each time updating interval. This leads to the full RBM model for the stochastic
coefficients of the two-layer L-96 system following the general formulation (8]

dZ(Z i 1) % u w [ * 4
—Cp Z (Z( Z() 6m1m7k) FYm,TTL7k_duZ]S;) — Cy, Z Ak“rSJYkZ(-'r)SJ’

meTLs k+sJeJ? (24)
d}/l(Z) ; (1
ar = Cq Z (Y( )Y - 5pp l) F)/pp [ dy Y +)\lZmod(l J)?
peJ;’

18



with independent samples ¢ = 1,---,M;. In the RBM approximation at each time updating step ¢t = t,, we
choose the batches UpZ; = {k: |k| < £} with batch size p = |Z;| for the large-scale modes Zj, and batches
UJ® = {l:]l| < £} with ¢ = |J?| for the small-scale modes ¥;. Then the original summation terms taking over
the entire spectrum space are reduced to the summation for modes restricted inside one batch of very small size
(p,q) (with the pair elements corresponding to large and small scale batch sizes). The new normalization factors

_1J-1 _ 1 JL—1 _1L-1 . o
can be found as ¢, = Cq = JE =T and cf, = e following the same principle as the one-layer case. The

corresponding RBM ed]ug,tilons for the associated covariance equations can be derived accordingly. We list the explicit
equations in Appendix [A.2l In this way, the computational cost for the nonlinear coupling terms, particularly the
small scales with a large number of modes, are greatly saved by constraining the high-order interactions only inside
the very small batch. This leads to the effective reduction in computational cost to O (M1J (p + Lg)) in solving the
stochastic equations compared to the original cost O (M J? (1 + L2)) in the direct MC approach in computing the
full ensemble of size M > M.

In the numerical test of the full RBM model, we take the model parameters for the standard regime ¢ = 10,b =
10,h = 1,F = 20 and J = 8,L = 32. The resulting coupled large and small-scale processes form a very high
total dimension d = J (L + 1) = 264. In particular, the small-scale variable v; has a much faster time scale and
the large scale state u;. This leads to a more challenging multiscale problem since we have to resolve the large
number of small scale modes even that we are only interested in the large-scale state. In order to get accurate
statistical prediction resolving all the multiscale features, we use a very large ensemble size M = 5 x 10° for the
direct MC simulation to accurate recover the true reference solution. In the RBM model, three different batch pairs
(p,q) = (4,16),(4,8),(2,4) are tested in contrast to the total number of modes (J, JL) = (8,256). A much smaller
ensemble size M7 = 500 is used and this is made possible by sampling only the g-dimensional subspace instead of
the JL-dimensional full space of the small scales.

In Figure[8] we first show the RBM model prediction for the mean u, v and average total variance Y r}*/J,> 7} /JL
with three different batch sizes, as well as the pointwise errors in mean and total varianc at each time step. It
shows accurate recovery of the key statistics in both the mean and variance, and in both the starting transient
stage and final equilibrium. The high accuracy is maintained with almost indistinguishable results as we reduce
the batch sizes (p,q). Relatively larger errors are observed in the starting transient stage when a small batch size
is applied. Notice that significant computational reduction is achieved where the smallest batch size refers using
only ¢ = 4 nonlinear coupling terms for each Y; out of the total JL = 256 terms. In addition, the detailed model
prediction for the variance spectra in each large and small scale modes is shown in Figure[dl A wide range of the
small-scale modes with high wavenumbers are excited due to the instability in small scales, as illustrate in Figure
[[l This presents a highly challenging scenario as we only resolve a very small batch of modes for the nonlinear
coupling term to stabilize the large number of unstable modes. Again, the energy spectrum is recovered exactly
with uniformly high skill using the three extremely small batch sizes. This highlights the robust skill in the RBM
model to achieve computational efficiency and maintain high prediction accuracy at the same time.

Next, we proceed to check the ability of the RBM model to capture the PDFs of the dominant modes. Figure [0
shows the marginal PDFs of the leading stochastic modes in both large and small scales. In this case of the two-layer
1-96 system, even stronger non-Gaussian statistics are displayed with highly skewed and fat-tailed PDFs. Accurate
characterization of such non-Gaussian PDFs becomes even more critical issue in statistical prediction of such high-
dimensional systems. Usually, the small number of samples tend to concentrate near the central part of the PDF
and miss the crucial extreme events featuring the edge regions of the large phase space. Using the RBM model with
a very small ensemble size, the strongly non-Gaussian PDFs are successfully captured confirming the very high skill
of the RBM approach in recovering the true model statistics not only in the leading moments but also in the more
challenging higher-order statistics. In addition, we also compare the joint PDFs in the predicted leading modes in
Figure Il The non-Gaussian structures become more pronounced in the 2D distributions, revealing bimodal PDFs
as already indicated in the marginal PDFs. The RBM predictions maintain very accurate in recover the highly
non-Gaussian statistics despite using a very small ensemble size.

Finally, we provide a quantitative comparison of the RBM model prediction errors as the key model parameters
change. In Figure[IZ] we show the averaged errors in the total variance | Ry, — Ry|| = + Eévzl Dok Tk (ts) — 7ok (Ls)]
two batch sizes (p, q) = (4,16), (4? 8; and two ensemble sizes M7 = 500, 100. The errors grow with larger time step
size and with smaller ensemble and batch sizes agreeing with the intuition. Among the range of large to moderate
time step sizes, reducing the time step can effectively improve the prediction accuracy since it is corresponding to
more frequent resampling (thus more equivalent samples in the time average) in the RBM approximation. With

and the mean ||t — 5¢]]* = + ZN |Um (ts) — B¢ (t5)|? according to the time integration step At = t,q — t, with
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Figure 8: Prediction of the mean and averaged variance in both large and small scale modes from full RBM model
with different batch sizes (p, q) compared with the full MC model with JL = 256 modes in small scales and sample
size M = 5 x 10°. M; = 500 samples are used for all the RBM models. The trajectory errors in the mean and
variance are also compared.
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Figure 9: Prediction of the variance spectra for large and small scale modes in full RBM model with different batch
sizes (p, q) compared with the full MC model with JL = 256 modes in small scales and sample size M = 5 x 10°.

PDF Z, PDF 7, . PDF Z,

\ 10

— — Gau. fit
—fulmMC| I \
—RBM \ /

-2 0 2 4 4 -2 0 2 4

1072

102!

(a) large-scale modes

PDF Y, PDF V3 PDF V; ) PDF Y,
10
S~ y
AN 7
0 \
1071/ A 100 // \
\ \ 0
A 10
\ 0
\ 10
Y il ) 100
0.1 0 01 %1 0 01 -01 0 0.1 005 0 005 002 0 002

(b) small-scale modes

Figure 10: 1D marginal PDFs of the leading large and small scale stochastic modes Zj,Y; of the two-layer L-96
system. The RBM predictions are compared with the truth from direct MC simulation. The Gaussian fits of the
PDFs with the same mean and variance are also plotted in dashed lines.
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Figure 11: 2D joint PDFs of the leading large and small scale stochastic modes Zy, Y] of the two-layer L-96 system.
The RBM predictions are compared with the truth from direct MC simulation.
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Figure 12: Errors in the statistical mean and total variance from the RBM prediction with different batch and
ensemble sizes for the two-layer L-96 system.

very small time step size though, the error will saturate because the small ensemble size will account for the major
error in the statistical estimates. It also implies that it might be useful to use a smaller batch size ¢ with a relatively
larger ensemble to achieve accurate prediction with minimum computational cost.

4.2.3 Numerical results for the reduced-order RBM model

Next, we consider a further reduction of computation cost by applying the reduced-order RBM model as described
in Algorithm 2l In the reduced RBM model, we still keep the statistical mean and covariance equations (B3) and
(BE) the same as the full RBM model case. In the two-layer 1.-96 system, most of the computational cost comes from
the ensemble simulation for the stochastic coefficients in ([23]) for the wide range of small-scale modes Y;. In most
situations, we are mostly interested in the statistics in the main large-scale modes Z; while the small-scale modes
give crucial combined feedback to affect the large-scale state, thus their contributions cannot be simply ignored.
The unstable growth (shown in Figure [7) and excited small scales in equilibrium energy spectrum (in Figure [
emphasize the non-negligible role of these small-scale modes. This sets the inherent obstacle in developing effective
reduced-order models for multiscale systems.

To enable further computational reduction for the small-scale modes, following the idea in ({I0) we group the
ensemble members in the large scale modes Z(",i = 1,--- , M; with one single small-scale state Y. In applying
the RBM approximation, the same partition Z; is applied to the small number of large-scale modes. The model
reduction strategy is applied to the expensive small-scale equations. The large number of small-scale modes are
then divided into the batches J;°, satisfying UMY 7* = {I : || < JL/2}. According to the modes in the batches, the
full system is decomposed into much smaller subsystems with one large-scale sample Z() together with a portion
of the small-scale modes Y;,! € J;°. The model reduction is made possible by the very large number of fast-mixing
small-scale modes. This leads to the coupled equations for the stochastic coefficients in subsets {Z(i), Y, } legs during
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the time interval ¢ € (s, ts11]

h =Cp Z (Z,(,? anlk - T%5m,m—k) Yrmm—k — duZ,i) —CL Z Netsg Yitss

dt

mGIg k-‘,—sJGJi‘S (25)
dY; * v v 3 () n
O Ca Z (YoYyy = 150p.p1) Vppt — do¥i + AL od(t, 7)) Le g

pejin

Above, the ensemble is used only to sample the low-dimensional large-scale state Z(? € R’ while only a small
portion of small-scale modes {Y;}, ez, are grouped with the i-th sample Z() together for the time update at t = t,.
The union of all the randomly sampled groups form the entire spectrum of small-scale modes. In this way, we no
longer need to run a very large ensemble for the small scales Y; by exploiting its wide spectrum of modes acting at
different large-scale samples. Notice that the samples Z(? will no longer stay independent and will be linked by the
small-scale modes through the random batches. Still, the important correlations between the small and large scale
modes are maintained through this splitting of small-scale modes.

Remark. In practice, we may still want to run a small number of small-scale modes Y@, j = 1,-.., M,. This is
equivalent to introduce an ensemble of size My to the above block model (25)), so that the model parameters have
the relation x = % = ‘;—qL. For consistent statistics, the large and small scale coupling coefficient needs to be
updated as \; = \/&X;. This leads to the computational reduction from O (M3J (p + Lg)) in the full RBM model to
O (M1Jp+ MyJLg) = O (M1 (q2 + pJ)) which is only dependent on the dimension J of the large-scale state and

independent of the small scale dimension JL.

In the numerical test of the reduced-order model, we consider the parameter regime of the two-layer L.-96 system
with ¢ = 4,b = 10,h = 1, F = 20. This regime gives a weaker scale separation between the large and small scales
thus sets a more important role for the small-scale processes with a non-negligible contribution to the large-scale
modes. We fix the batch size as (p,q) = (4,32). The relatively large batch size ¢ = 32 (compared with the full
dimension JL = 256) is used to ensure a larger allowed sample size My = 2f1]I‘L/[1 for the small-scale modes. We pick a
moderate sample size M7 = 500 to sample the large-scale mode of dimension J and the large number of small-scale
modes only requires a small sample size My = 125. Another extreme sample size M; = 100, My = 25 is also tested.
The reduced-order model enables even more efficient computation compared with the very high dimension of the
full system d = J (L 4 1) = 264.

We show the prediction results in the reduced-order RBM model in Figure I3l It can be seen that the reduced
model maintains the high skill to capture the leading statistics in both the large and small scale states while save
additional computational cost by avoiding running the large ensemble simulation. The pointwise errors in mean and
variance further confirm the accurate statistical prediction even with a small and reduced sample size. Accordingly,
we show the detailed prediction of the energy spectra at several time instants in both large and small scale modes
in Figure [4l In the case of reduced-order model due to the very small ensemble size, it is expected the small-
scale modes will become very noisy and have larger fluctuation errors especially for the large wavenumber modes.
Still, the reduced-order RBM model successfully captures the structure of spectra in both large and small scales.
These encouraging results suggest further applications of the RBM models to more practical and realistic systems
exhibiting stronger multiscale coupling and a very wide spectrum covering a large number of scales.

5 Summary

We present a systematic closure modeling framework that enables efficient ensemble prediction of leading-order
statistics and non-Gaussian PDFs in complex turbulent systems, which are characterized by strong internal insta-
bility and interactions of coupled spatio-temporal scales. A general stochastic-statistical formulation is established
derived from a generic multiscale nonlinear system, capable of modeling a wide range of complex phenomena ob-
served in natural and engineering systems. A mean and fluctuation decomposition of the original model state is
introduced to deal with the irreducible dynamics in the high-dimensional equations. The fluctuation modes, which
capture large uncertainty in multiscale modes, are modeled using stochastic equations that depend on the mean state
and covariance of fluctuation modes. The leading-order statistical equations for the mean and covariance incorpo-
rate higher-order moment feedback from different scales. A precise high-order closure is introduced using empirical
average of the ensemble prediction of the stochastic equation solution, which explicitly captures detailed multiscale
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Figure 13: Prediction of the mean and variances in the reduced-order RBM model with batch size (p,q) = (4,32)
and sample size (M, M) = (500,125), (100, 25) with for M; samples for large-scale state and My for small-scale
state. The time evolutions of the errors in mean and variance are also compared.
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interactions. The coupling between stochastic and statistical equations is further reinforced by a relaxation term
for statistical consistency. This approach effectively balances the strong internal instability often encountered in
turbulent systems, mitigating the inherent problem of numerical divergence in the statistical solution. The model
achieves high skill in capturing non-Gaussian statistics and extreme outliers by explicitly resolving crucial higher-
order moments instead of relying on insufficient low-order parameterizations. The stochastic-statistical formulation
offers a flexible approach for recovering essential model statistics, making it applicable to a wide range of problems
in uncertainty quantification and data assimilation [42} [39] [3].

To enable efficient computation using a small ensemble size for the stochastic equation and limit the number
of high-order nonlinear coupling terms during each time update, we generalize the idea in RBM approximation for
mean-fluctuation equations [37]. The approach decomposes the wide spectrum involving large number of multiscale
modes into small random batches. A much smaller ensemble size is made possible by just sampling the nonlinear
coupling terms involving modes in a low-dimensional subspace inside one batch. Simutaneously, the contribution
from all the other modes is fully modeled by resampling the batches at each time step, exploiting the ergodicity
of the stochastic modes. Consequently, high prediction accuracy concerning all high-order feedbacks is achieved.
For systems with exceptionally high dimensionality, a model reduction strategy is proposed to further reduce the
computational cost by linking the large number of small-scale fluctuation modes to the ensemble samples of large-
scale state. The resulting algorithms are straightforward to implement and are well-suited for a wide range of
multiscale turbulent systems. We evaluate the performance of the proposed RBM models using the representative
one-layer and two-layer L-96 systems, which exhibit strong multiscale coupling and a wide spectrum of energetic
unstable modes. The models demonstrate uniform high prediction skill for the leading order mean and variance,
and more notably, capture the highly non-Gaussian PDFs and extreme events using a very small ensemble. As a
result, the computational cost is reduced to an affordable level for genuinely high dimensional systems. In future
research directions, we aim to develop a complete theory to analyze the general stochastic-statistical modeling
framework building upon the preliminary estimates presented in this paper. The promising results also suggest
potential applications to more realistic high-dimensional systems. The reduced-order RBM model shows potential
in overcoming the curse of dimensionality and providing an effective tool for a wide range of practical problems
related to prediction and data assimilation.
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A Proof of theorems in Section 3.3

Proof of Theorem [l Define the following functions according to solutions to ([Ta)) and (I1h)
1« .
D 00) =g 3 Exs (Ze ),

| K
w (x,1) e ; Exp (Z1 (1)),
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with the test function ¢ € C? and initial state Z (0) = Z (0) = x € R¥. The the functions (AI) defined in the time
interval t € (ts,¢s+1] are governed by the backward Kolmogorov equation [45] as

1 K
a0+ 5 > oroz i,

k=1 k=1
K

8tw:£wzz

k=1

K
oy = Ly = Z [Z I3 (m) Loy o (@) Ty + I () I3 (0) Arnnk (TmZn — Ronn)

m,n

(A2)
Z Lv,km (’U,) Ty + Ymnk (xmxn - Rmn)

m,n

1 X
O, w + 3 ;U,%aﬁkw.

Above in (A2), the backward equation for the RBM model w is subject to the additional randomness due to the
partition Z° = {Z;} during the time updating interval. We introduce the index function defined in time ¢ € (s, ts41]

I3 (m) 1, ifmeZ},
m) =
g 0, otherwise.

Notice that the functions If is kept constant during each time interval (¢s,¢s+1] and will change values subject to
the resampling of the random batches. According to the conclusion in [37], we have the expectation of the partition
functions by counting the ordered combinations of the random batches

b

§a _pp-1
K’

EI}; (m) I} (n)
This leads to the consistent condition on the expectation with the partition using the proper choice of the coupling

coefficients }
EZ EIS - E

Using the semigroup operator S acting on the function w (x,ts) and the above identity, we have
Sw (X, ts) —w (X, tep1) = EZ" eAtlzey (x,t5) —w (X, ts41)

At . 5 2 .
= / (At — 1) {EI (EIS) eTFT EQGTL} w (x,ts)dr.
0

By the assumptions ([I2]), the residual terms on the last equality are uniformly bounded
~ 2 5
H(ﬁzs) ef‘fﬁw<yt)H <0, |2 tw (|| <C
o0

Therefore, the one-step error for between the RBM solution Sw (x,ts) and the full model w (x, ts11) can be estimated
as
ng (,ts) —w (-,t5+1)H < CAt%.

Finally, by applying S on the initial function w (x,0) = ¢ (x) s times and recurrently using the above contraction
property, we compute the total error at ¢t = ¢, as

[SREIOEEIN

mgHSﬁ@ﬁww—w@mqﬂkﬁw&ﬂﬁ#ﬂ—wﬁm

S HS(Sil)Qp () —w ('7 ts—l)H + ng ('7ts—1) —w ('7t5)
<y st (o) —w ()| <o) At
i=1 o
This completes the proof of the theorem. O
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Proof of Theorem[3d Under the structure assumptions of the bilinear term (I3)), the total statistical energy F =
u? + %trR from the solutions of the mean and covariance equations in () satisfies

dFE
— =-2dE+u-F.
1 +u

Similarly, the RBM model (8] also satisfies the corresponding energy equation with E = @+ %tr}? with the
consistent structure symmetry ~

dE -

— =—-2dE+u-F.

dt

By taking the difference between the above two equations, we can write the solution for the difference between the
statistical energy in truth and RBM approximation formally as

1 ¢
SE (t) = 0u® + EétrR = / e 24957 (s5) - F (s)ds,
0
where we assume the initial states are the same, F (0) = E (0), and 6E = E — E, 6t = 4 — @. Then using the

statistical estimation for the total variance derived in (I4)), we find

- 1 . ¢
M |sul < |@® —@?| < = trR—trR} +/ e~ 249 53| - |F| ds
0

t
< C(T) At—i—/ |6a] - |F| e~ 24(t=2)ds. (A3)
0

Above on the left hand side, we use the assumption that the mean states |a + 4| > M have a uniformly common
bound from below. This is observed in the numerical simulations. Finally, applying Gronwall’s inequality to (A3]),
we have the uniformly bound for the convergence of the statistical mean state

62| (t) < C (T) Atels|Fle™>"7ds < o (T) At

The final result (7)) is achieved by taking the supremum for ¢ € [0, T7. O

A.1 Explicit equations for the one-layer L-96 system

According to the general equations (), the full stochastic-statistical formulation for the L-96 system (I8]) can be

derived as
du 1

— = Z”Yka —u+F,
dt J .
d’l"k 1 * r7x * *
m—n=k (Bl)
—92 (Re’ykl_l, —+ 1) Te + 671 (<|Zk|2> - Tk) 5
p
dz, 1 N .
At T Z (ZmZy, — TmOmn) Ymn — (ViU + 1) Zg.
m—n=k

Above we have the coupling coefficients v,,, = exp (i2ﬂ'm7+”) — exp (—i27r and i = vgk. The first two

equations are deterministic providing the statistical mean and variance dynamics. The third equation characterizes
the stochastic evolution of the coefficients Zj (with randomness from the initial ensemble). The higher-order
moments in the variance equations are recovered by the stochastic equation containing non-Gaussian information,
(f) = | fdp. Therefore, the above equations (BI]) provide a closed system by coupling the statistical and stochastic
equations including all the higher-order feedbacks. Especially, additional relaxation term is added to the variance
equation for r; to guarantee the consistent statistical mean and variance in the model prediction. In one time
update of the above full equations, the mean equation requires J operations for the summation of all the variance;
Each component of the J variances requires J operations in the summation together with M operations needed in

niIQm)

26



computing the empirical average of the third moments; Finally, the ensemble simulation of the stochastic coefficients
requires J2 operations for each of the M samples.

Correspondingly, we can derive the RBM model for the one-layer L-96 system (BI) in the time updating interval
t € (ts,tsy1] as

du 1 _

- 2—22%7‘1@ —u+F,

dt J k
di * * * *

dt =Cp Z <ZmZm—ka >;DM Ym,m—k + <ZmZm—7€Z/€>pM /Ym,m—k

meZ;

—2Re”ykﬂrk—2rk —I—e_l (<|Zk|2> —Tk> ,
ys

k :Cp Z (Zr(é)an)_k - Tm(smn) 'Ym,mfk - (FYk’U’ + 1) Zlg )
meL;

Above, the deterministic solutions of the statistical mean @ and variances rj are closed by the stochastic equation
for the coefficients Zy, which are sampled by an ensemble simulation using a small sample size of trajectories
i =1,---,M;. The empirical statistics in the dynamics are computed from the ensemble average of the sample
realizations at each time updating step

1 & .
<f>ZDM = E Zf (Z(Z)) ’
=1

Importantly, it is crucial to use the consistent scaling factor ¢, = %% according to the batch size p in the
summation for higher-order feedback. Through the RBM approach, the set of total spectral modes {Zk}‘ k|<.J/2 Are
randomly divided into small batches Z; with size p at each time step ¢ = ¢;. This enables the large computational
reduction from O(J?) to O(Jp) for each single sample trajectory and reduces the sample size from a very large M

to M; < M sampling only the p-dimensional batch subspace.

A.2 Explicit equations for the two-layer L-96 system

Following the same procedure using the general formulation (7)), we first derive the mean equations for the large
and small scale states of the two-layer L-96 system (ZI])

du 1 h
Y 7 Z ”y}C‘TZ—ﬁ—I—F——CLT),

dt |k|<J/2 b
dv cb v v _ he (B3)
PPy Z Y — U+ 7 v

[<JL/2
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Next, we have the set of covariance equations associated with the large and small scale stochastic coefficients from
the Fourier decomposition in (22))

dry 1

== > UZmZyZi) Vi + (23 Zn Zi) i) — 2 (1 + Reypa) v
m—n==k
L/2
he 1 * T — u
b L Z NovssThiss T€ ! (<|Zk|2>—7°k>a k| < J/2,
S:fL/QJrl
d’l”z" cb P V53 .U
< =TI (VYY) vy + (Y YY) v ] — 2¢ (1 + bRey D) 1y
P (B4)
h
e (o))
d'f'l cb vk * wuk — V= T
dt Z /Ymn Z Z Y > JL Z qu <Y;7 YZZZmOd(le)> - (,ymOd(le)u + Cb/yl v+1+ C) "
m—n=Kk p—q=l

1 - * T
/\z < Tmod(l,J) — er) + ¢ ((Zmoaw. Vi) —11) NIl <JL/2,

where r} = <|Z;€|2> 7= <|Yl|2> are the variances for the large and small scales, and rf = <Zmod(l”])Yl*>

m+n

: . . . _ - 2m—n _ -ptq .2p—q
gives the cross-covariance. The coupling coefficients are 7%, = e?™ e 2= Ypg = € 2mitin — e2mTIT
1
_ 1-e "y _ 4 -2 _ 4 2
)\l_j’and,}/k 67”1—6 7”‘]’}/ —e TI'ZJL_eTFlJL
€

Correspondingly, the RBM approximation for the covariance equations are derived according to the full and
reduced-order stochastic equations proposed in ([24]) and (25). The explicit RBM model equations during the time
interval ¢ € (ts,ts41] can be found as

U
dry

UL ey S {2 k20 Vo + AL Tk Zi) Vi) — 2 (1 Ry}
mEIE
2 u
- CL? Z NitsiThess € (<|Zk| > - Tk) ’
k+sJETS
dry v v
d_tl =cqcb Z YY Y Ypp—t T <Y Yy 1Y) v 1] = 2¢(1+ bRev} ) 1|
jSN (B5)
h
+ TC)\lle +et (<|Yl|2> - rl”) ,
drf

ETR D Ve ZmZ V7)Y +cqed > At (Y Vo1 Zmoaq ) — (ﬁ%d(l,J)ﬁ +cbyv+1+ C) i
mEIS pEJL

h 1 _ * T
b —A (Tmod(l J) ) +e ! (<Zm0d(lyJ)Yl > -n ) J

: : . _ 1J-— _ 1 JL—1 _ 1L-1
with the important rescaling parameters ¢, = 7p— Cq = FL T and cp = I In the same way as the

one-layer case, the higher-order moments are computed through the empirical average of the computed samples.
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