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Abstract

Control of complex turbulent dynamical systems involving strong non-
linearity and high degrees of internal instability is an important topic in
practice. Different from traditional methods for controlling individual tra-
jectories, controlling the statistical features of a turbulent system offers
a more robust and efficient approach. Crude first-order linear response
approximations were typically employed in previous works for statisti-
cal control with small initial perturbations. This paper aims to develop
two new statistical control strategies for scenarios with more significant
initial perturbations and stronger nonlinear responses, allowing the statis-
tical control framework to be applied to a much wider range of problems.
First, higher-order methods, incorporating the second-order terms, are
developed to resolve the full control-forcing relation. The corresponding
changes to recovering the forcing perturbation effectively improve the per-
formance of the statistical control strategy. Second, a mean closure model
for the mean response is developed, which is based on the explicit mean
dynamics given by the underlying turbulent dynamical system. The de-
pendence of the mean dynamics on higher-order moments is closed using
linear response theory but for the response of the second-order moments
to the forcing perturbation rather than the mean response directly. The
performance of these methods is evaluated extensively on prototype non-
linear test models, which exhibit crucial turbulent features, including non-
Gaussian statistics and regime switching with large initial perturbations.
The numerical results illustrate the feasibility of different approaches due
to their physical and statistical structures and provide detailed guidelines
for choosing the most suitable method based on the model properties.

1 Introduction

Complex turbulent dynamical systems emerge throughout fields in science and
technology, including in geophysics, engineering, neural science, and plasma



physics, to name a few [15}/16},25/4043//53//60,62164466]. These turbulent systems
are characterized by high-dimensional state spaces with substantial nonlinear en-
ergy transfers between scales [3l/43}/56]. The control of such turbulent dynamical
systems has grand importance and broad applications. The goal of control is to
design an optimal course of action (the control) to drive the perturbed state of
interest back to a desired final target state under minimum cost within a finite
time window. For example, active and passive control strategies can reduce the
aerodynamic drag of vehicles such as aircraft and cargo ships [2,9}/34./55}/63] and
increase the efficiency of liquid and gas transport through pipelines [5,[31}/57].
Various control strategies have also been designed for applications in industrial
mixing and manufacturing [11133l54]. In addition, control of turbulent systems
has significant implications for climate change mitigation involving large-scale
models with high uncertainties [20}29}/37,38]. However, controlling turbulent
systems, in general, has proven a formidable challenge. The central obstacles
involve the development of efficient algorithms to deal with the genuinely high
dimensionality and a large number of unstable modes. Linear control theory is
a well-developed field [10L[18]/61] and linear control strategies have been applied
to turbulent systems under a variety of circumstances where the system can
be linearized about a fixed-point and stabilized by the control. For example,
linear control with closed-loop feedback from the system has successfully been
used to delay the transition from laminar to turbulent flow [6,7,[21]. However,
linear control techniques do not scale well computationally when the dimension-
ality of the system becomes large [19}32]. Thus low-dimensional reduced-order
approximations are frequently employed through model reduction and system
identification [13,23,[30},/59,/67]. Besides linear control, there have been many
other innovative approaches to the control of turbulent systems. Machine learn-
ing, for example, has been used to design control laws for turbulent systems
using data [12[141/19]. In addition, there have been open-loop approaches where
a predetermined control is applied [57}/65].

Statistical control offers a fundamentally different approach compared with
the traditional trajectory control methods. Statistical control aims to control
certain statistical features of the underlying system. These features can be con-
sidered as each statistical moment of the critical model state and are estimated
by averaging an ensemble of model states. Note that even deterministic systems
can fall under the statistical control framework due to the uncertainties in the
initial conditions and observations. These initial uncertainties are propagated
and amplified in time as a response to the strong instability considering the tur-
bulent nature of the system. Statistical control has several unique advantages.
First, there is no need to exploit exhausting procedures to resolve the full so-
lution of each high-dimensional chaotic trajectory of the underlying turbulent
dynamics. The control strategy is achieved effectively by considering only the
contributions of the leading order moments. This significantly reduces the com-
putational cost and avoids the randomness of individual trajectories in affecting
the control results. Second, although individual trajectories are turbulent, the
time evolution of the statistics is deterministic and is more stable. This can be
seen by noticing that the Fokker-Planck equation, which is the time evolution



of the probability density function (PDF) of the state variables, is always lin-
ear despite the associated underlying dynamical system being highly nonlinear
and turbulent. Therefore, the statistics are more controllable. Third, statisti-
cal control can naturally account for uncertainties and incorporate stochastic
reduced-order models [49,|50]. It allows a large degree of freedom to design
suitable strategies for efficient controls.

Statistical energy is a measure of the total statistical mean and variance of
the system state across all scales. It is a natural scalar quantity to consider in
the context of controlling turbulence [22,42,[58]. Previous works [48//50,51] have
demonstrated that statistical responses in the key states can be successfully
controlled using the statistical energy by making use of an energy-conservation
principle that appears in numerous turbulent dynamical systems [27,/42,/43]. In
particular, exploiting symmetry in the total statistical energy dynamics avoids
the inherent nonlinear structure containing instability. Consequently, this ap-
proach eliminates the need to track and control a large number of unstable
modes. In its current formulation, this statistical control strategy is run in
an open-loop manner without requiring online feedback from the system, al-
lowing for the prescribed control forcing to be determined offline for efficient
computation. In addition, using the scalar-valued total statistical energy as the
control object circumvents the computational issues raised by high-dimensional
systems. These factors point to promising applications of statistical turbulent
control considering different dynamical features of the targeting turbulent sys-
tems.

The statistical control strategy aims to control the statistical energy from
a perturbed state back to the target equilibrium state by exerting an external
control forcing in the underlying turbulent system. From a high-level descrip-
tion, the strategy consists of two consecutive steps: calculating the optimal
energy control and the inversion of a nonlocal control-forcing relation. In the
first step, the explicit dynamics of statistical energy are derived using the afore-
mentioned statistical energy-conservation principle. The original control of the
high-dimensional system gets reduced to a linear control problem for the scalar
energy, which can then be solved using the Hamilton-Jacobi-Bellman (HJB)
equations directly [4,/8]. In the second step, a nonlocal inversion problem is
solved to find the deterministic external control forcing in the underlying system,
which yields the optimal control of the original turbulent system. This nonlocal
inversion problem uses the coupling of the optimal energy control found in the
first step with both the deterministic external forcing and the response of the
statistical mean of the system to the external forcing. Direct simulation of the
response of the mean would be prohibitively expensive, so a crude first-order lin-
ear response approximation was employed in previous works instead [41},46}50].
Notably, the second-order feedback term in the full control-forcing relation was
truncated. This simplifies the analysis and remains consistent with the first-
order approximation valid for small amplitude perturbations within the linear
regime. This approach effectively controlled the statistical energy to the target
equilibrium state from small initial perturbations.

This paper aims to develop new statistical control strategies for scenarios



with more significant initial perturbations and stronger nonlinear responses, al-
lowing the statistical control framework to be applied to a much wider range
of problems. Note that the second-order term in the control-forcing relation,
consisting of the product of the external forcing perturbation and the mean re-
sponse to the forcing, is significant for large initial perturbations from the equi-
librium state and thus cannot be neglected. While this term can be truncated
for small perturbations, it must be included to guarantee proper performance
under most large perturbations. In scenarios where the initial mean perturba-
tion is the dominant component of the initial energy perturbation, the inclusion
of the second-order term is reflected by the initial external forcing perturbation
prescribed by the strategy. Even when the initial mean perturbation is small,
the required strong external forcing coupled with dominant nonlinear terms to
efficiently control the system usually has a correspondingly strong mean re-
sponse. In such a case, the external forcing perturbation is strongly influenced
by the second-order term in the control-forcing relation.

To address these difficulties, two new statistical control methods are devel-
oped in this paper. First, the higher-order methods, incorporating the second-
order term, is developed to fully resolve the control-forcing relation given the
mean response. The corresponding changes to recovering the forcing pertur-
bation effectively improve the performance of the statistical control strategy in
most test cases. Second, the accuracy of the mean response used in the exist-
ing statistical control methods to the external forcing also dramatically impacts
the performance of the statistical control strategy. With large perturbations,
although linear response theory can provide reasonable results in some special
cases [28]/46,/52], the assumptions justifying the use of linear response theory
breaks down and the existing methods often lead to significant errors. In par-
ticular, the mean linear response is inadequate when the system is perturbed
into a different dynamical regime than the equilibrium state. Due to these lim-
itations, a mean closure model for the mean response as an alternative to the
mean linear response is developed in this work. The mean closure model is based
on the explicit mean dynamics given by the underlying turbulent dynamical sys-
tem. The dependence of the mean dynamics on higher-order moments is closed
using linear response theory but for the response of the second-order moments
to the forcing perturbation rather than the mean response directly. Despite
still incorporating linear response theory, the introduction of explicit dynamical
information from the underlying model allows the mean closure model to bet-
ter reflect the properties of the perturbed regime compared to the mean linear
response, which only contains information from the equilibrium statistics.

The rest of the paper is organized as follows. Section [2| reviews the gen-
eral strategies of energy-conserving turbulent dynamical systems, including the
relevant assumptions and properties needed for the statistical control strategy.
The statistical energy control problem is formulated in Section |3| along with
the strategies for recovering the optimal forcing perturbation from the optimal
energy control, namely combining the low-order or high-order methods with
either the mean linear response or the mean closure model. In Section [d] the
control strategies are evaluated in detail based on two prototype models. The



first model is a prototypical test model that can exhibit various behaviors and
dynamical regimes. The second model is the Lorenz 96 model, which is high-
dimensional and exhibits multiple dynamical regimes based on the magnitude of
the external forcing. Section [5] discusses the results and provides guidance and
suggestions for when the various strategies should be applied. Lastly, Section [f]
concludes the paper and offers potential future research directions.

2 Background on Statistical Modeling

2.1 Statistical formulation of the turbulent systems

Turbulent dynamical systems with quadratic energy-conserving nonlinearity can
be represented in the following general canonical form [43,45,[49] on the state
variable u € RY satisfying the dynamics
du .

i (L+ D)u+ B(u,u) + F(t) + o(t)W(t). (1)
Above, the linear component of the operator is decomposed into two matrices: a
skew-symmetric matrix representing linear dispersion effects, L, and a negative
definite matrix representing dissipation effects, D. The quadratic nonlinear-
ity is given by a bilinear operator, B(-,-), which satisfies the following energy
conservation law,

u- B(u,u) =0. (2)

Here “” denotes the Euclidean inner product. The last two terms of equation
(1) represent the external forcing of the system, which is composed of the deter-
ministic component of the forcing, F(t), and the random component, o (t)W(t),
where W is Gaussian noise.

It is useful to decompose the state u into a deterministic mean state, u(t) =

(u(t)), and the stochastic fluctuations about each mode

N

u=1u+>» Z(t)ex, (3)

k=1

where (-) denotes statistical expectation, and ey, is the predetermined orthonor-
mal basis. The covariance matrix of u is defined as R(t) = (ZZ*) where
Z = (Zy,...,ZN)T and -* denotes the conjugate transpose. Using the above
mean-fluctuation decomposition of u and equation (/1) the dynamics of the mean
of u can be explicitly written as

dua _ o

— = (L+D)u+B(3, )+ Y Ri;B(ei,e;) +F, (4)

i,J

The operator L, incorporates the energy transfers between modes from the
linear dispersion and dissipation effects

{Lu}ij = (L + D)e; + B(u, e;) + B(ej, u)] - e;. (5)



Importantly, note that the mean dynamics given in equation are not
closed due to the dependence on the covariance through the interactions with
the nonlinearity. Further, even by including the next-order covariance dynamics
from the equation. The covariance equation for R can be derived as

aR _

{Qr}i; = (ZnZnZ;)Blem,en) - € + (ZmZnZ;)Blem,en) - €. (7)

Qpr is the energy flux that accounts for the energy transfer from higher-order
non-Gaussian statistics, and Q, = Y, (e; - o) (0% - €;) is positive definite and
gives the energy transfer from the stochastic component of the external forcing.
The system with @ is still not closed due to the third-order moments that ap-
pear in the energy flux term Q. This means that the statistical mean response
to external forcing cannot be fully resolved in this hierarchical approach, so in
practice, various approximations and closures are needed [49].

2.2 Statistical Energy and Response to External Forcing

One quantity of primary interest is the total statistical energy of the system,
defined as a combination of the energy in the mean and total covariance
E=—-u-u+

tr(R). (8)

N =

Here, u is the mean vector of u, and tr(R) is the trace of the covariance matrix.
In addition to the energy conservation principle given in equation , the fol-
lowing assumptions, detailed in [42], are needed to formulate the dynamics of
the statistical energy FE, that is,

B(e;,e;) =0, 1<i<N, 9)

and
e; - [B(ej,e;) + B(e;,e;)] =0 for any 1, j. (10)

The above identities characterize the general symmetry in the system that the
self-interactions and the closed interactions between pairs of modes vanish under
the quadratic nonlinearity. To simplify the notation used in this discussion, we
also assume uniform damping D = —dI with d > 0. Under these assumptions
and using equations and @, the total statistical energy satisfies

B = —2dE+ﬁ-F+1tr(Qa). (11)
dt 2

Statistical energy generally decays to the equilibrium state exponentially. No-
tably, the dynamics depends only directly on the external forcing and first-order
mean state, not the covariance or higher-order moments. This allows for con-
trolling the response to external forcing from determining the total statistical



energy and solely considering the external forcing and the response of the mean
to the forcing.

To determine the response of the statistical energy to perturbations of the
deterministic external forcing, denote the statistical energy of the system un-
der the equilibrium distribution as F.q and denote the energy perturbation as
E'(t) = E(t) — Eeq. The equilibrium energy satisfies dEeq/dt = 0, so, using
equation , the equilibrium energy can be explicitly computed using only
first-order mean state by

1 _ 1
Eoq = 570cq - Feq + 1d tr(Qo).- (12)

2d

Using the above equation and further denoting the deterministic forcing per-
turbation as 6F = F — F, and the corresponding mean perturbation as éu =
U — Ueq, the energy perturbation, E’, satisfies

dE'’
dt

Again, for simplicity, assuming that the stochastic component of the external
forcing is not perturbed and does not contribute to the energy perturbation
dynamics. It is useful to further decompose the response of the energy pertur-
bation for each mode, i.e.

= —2dE" + (Feq - 00 + Ueq - OF) + 01 - OF.

N
dE'’
W = —2dF' + Z [ﬂeq,k’ . Kk(t) + Feq,k . 5ﬂk(t; K) + Hk(t) . 5ﬂk(t; Ii)] s (13)
k=1
E'(0) = Ey, (14)

where ky, is the kth component of 0F. Likewise, Feq i, Ueq,k, and 0ty are the
kth components of Foq, Ueq, and d1 respectively. To emphasize the central
role of the forcing perturbation in each component, the mean response, duy,
dependence on the forcing perturbation, K = (k1,...,%n)7, is noted explicitly
in the above equation.

3 Methods on Statistical Control

This section describes the control strategies for high-dimensional turbulent sys-
tems, including large-amplitude perturbations. The method is generally split
into two consecutive steps: i) the recovery of the optimal energy control for
the total statistical energy, and ii) the attribution of the forcing contribution
for each detailed spectral mode. Especially, high-order accuracy is achieved by
considering different ways to approximate the mean responses and high-order
feedback in the control. We illustrate the general idea in the diagram in Figure

3.1 Optimal Control of the Perturbed Energy

As the first step of the statistical control strategy, the objective is to drive the to-
tal statistical energy from a perturbed state back to a target equilibrium state



with a minimized cost through prescribing the deterministic external forcing
perturbation in each mode, k. The direct optimal control of the energy dy-
namics is achieved by controlling the much simpler scalar equation independent
of the full dimensionality of the system. In the second step, the external forcing
perturbation that yields this optimal control will be recovered by attributing
the contribution to the total energy from each individual mode.

In this and future sections, the energy perturbation will be denoted as E to
simplify the notation. Define the energy control problem as

N
dFE

— = —-2dF 1
7 +;Ck (15)

where the objective is to control the energy perturbation, F, back to zero over
the time interval [0, T] using the controls Ci, representing the total contribution
to the energy perturbation from each mode. The cost functional of this control
problem is proposed as

FaolC())] = /t ds + kp E*(T), (16)

M
E*(s) + ) aiCii(s)
k=1

where «j, gives the relative weights between each control and the total energy
perturbation. kp is the cost coefficient for the final energy perturbation from
the equilibrium state at time 7. From the above setups, the control of total
energy becomes a standard linear control problem with a quadratic cost, and so
the Hamilton-Jacobi-Bellman (HJB) equation [4,/8] can be applied to find the
optimal control C;. In addition, the total statistical energy is a scalar quantity,
so the associated energy control problem is tractable even when the underlying
system is high-dimensional.
Solving the HJB equations [51] leads to the following Riccati equation

dK _
E:ZaleQ-i—zldK—l, 0<t<T (17)
k
K(T) =kr (18)

which is solved backward in time. The quantity K is a factor of the value
function that appears in the HJB equations. The full details of this application
of the HJB equations can be found in [51]. Using the solution of K, the optimal
response of the energy perturbation, F*, is given by the forward equation

dE* —1 *
7 —<2d+zk:ozk K)E, 0<t<T, (19)
E(0) =E. (20)

Finally, the optimal control in each mode, C};, can be calculated as

Ci(t) = — ay 'K (t)E*(¢). (21)



3.2 Inversion of the Control-Forcing Relation

The goal is to find the forcing perturbation in each mode xj that yields the
optional control discovered from the energy perturbation. For simplicity in
notation, the optimal control of each mode found in the previous section will be
denoted by Cj, where the superscript “x” is dropped. Using equation yields
the following relation between the energy control and the forcing perturbation
in each mode:

Ck(t) = Ueq,k Kjk(t) + Feq,k . (5ﬂk(t; K) + Iik(t) . §ﬂk(t; K). (22)

The mean perturbation response, duy, depends on the forcing perturbation k.
Inverting this relation for kj involves solving an ODE system which couples the
optimal control, Ci, the forcing perturbation, xj, and the mean response, dty.

3.2.1 The Low-Order Method

In previous works, small forcing perturbation and mean state response are as-
sumed. Thus, the second-order term, kj - duy, is omitted in equation SO
that the relation only accounts for the dominant leading-order response of the
energy to the forcing perturbation [48./51]. This assumption is justified by using
leading order approximations for the mean response for small initial pertur-
bations, which introduce O(§?) errors in the same order as the second-order
perturbation term. In doing so, the inversion relation is linearized, leading to
simplified analytical solutions. The ODE resulting from this linearized relation,
referred to in this paper as the “low-order method”, is given by

dkg 1 dCy, dug
— _— . 2
At Ueqr ( dt e T ) (23)
1
ik (0) == (C(0) = Foq i - 01x(0)) . (24)
Ueq,k

Here dCy/dt can be explicitly calculated using equations , , and

dc

= o BT (1) (24K () — 1) (25)

The term dux(0) denotes the mean perturbation in the initial perturbed state.
Solving this ODE system involves approximating the response of the mean,
diy/dt, to the forcing perturbation. Strategies for computing the mean re-
sponses are detailed in sections [3.3]

3.2.2 The High-Order Method

The second-order term in the control forcing relation was truncated in the low-
order method. However, large errors might be introduced due to this omission
when the perturbation amplitude grows large. Still, the same analysis can be



Step 1: Calculation of Optimal Energy Control

[ HJB/Riccati Equation]

Legend
K K HJB value function
E  Optimal energy response
[Energy Dynamics] C Optimal control
K,E k  Forcing perturbation
u  Mean response

[Optimal Control]

Step 2: Inversion of Control-Forcing Relation

C
Forcing Mean Response
: [Forcing (Low—Order)] : : [Mean Linear Response] :
: ) :
: OR | OR :
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Figure 1: Schematic diagram of the statistical control strategy. Step 1 is the
calculation the optimal control, Cy, for each mode. First, a Riccati equation,
equation , is solved. This is used to calculate the optimal energy response
using equation . The optimal control is then calculated using equation (21)).
Step 2 consists of finding the forcing perturbation, xy, which yields the optimal
control in each mode. Inverting the control-forcing relation involves solving
coupled equations for the forcing and the mean response to that forcing. There
are two choices for the forcing equations: the low order equations, equation
(23), and the high order equations, equation (26)). For the mean response there
are two strategies: a linear response for the mean, equation , and the mean
dynamics with a closure for the higher-order moments, equation . Choosing
one strategy from each category yields four strategies total.
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done by including this additional term. The ODE resulting from inverting
equation , including all contributing terms, is given by

dlﬁ:k 1 de dﬁk
U wer £ 0un(D) (dt ~ (Feau + ri(®)) dt) (26)
(0) = (CR(0) — Fuq i - 64 (0)) (27)

 Ueq.k + 0% (0)

where dCy,/dt is given by equation and 0% (0) is the initial mean perturba-
tion in the perturbed state. Compared to equation , equation contains
one more perturbation term that accounts for the higher-order contributions to
the energy response. For large perturbations from the target equilibrium state,
the high-order feedback term becomes necessary to accurately recover the true
forcing forms. The inversion of the full control-forcing relation will be referred
to in this paper as the “high-order method” in which the response of the energy
to the forcing and mean perturbations is fully resolved. On the other hand, the
extra terms in the denominator may lead to additional numerical complications,
but the improved performance is generally worth the additional sophistication.
We will discuss the performance in the detailed numerical tests in Section [4]

3.3 Different Strategies to Recover Mean Responses

The inversion of the control-forcing relation given by equations and
requires the response of the mean to the forcing perturbation. Unfortunately,
a direct simulation for the mean responses would be prohibitively expensive
considering the extremely high dimensional problem, so approximations for the
mean response are developed instead. In this subsection, we develop two ap-
proaches to efficiently estimate the mean responses without directly solving the
full equations. The first strategy uses linear response theory as a convenient way
to recover the leading-order mean response based on the Fluctuation-Dissipation
Theorem (FDT) [35,[39]. The second approximation provides a more accurate
high-order approximation based on solving the explicit mean dynamical equa-
tion with a high-order closure.

3.3.1 Mean Linear Response to Forcing

The linear mean response to the forcing perturbation s is computed by

N t 0
Sty = Z [/ Rake(t — s)ke(s)ds + / Raxe(t —8)0F, ds| + O(5?), (28)
=1 /0 —oo

where the linear response operator is given by
Rake(t) = ((r(t) = teq,k) Ge[0(0)])eq, (29)

and
Gﬁ(u) = —Peq diVu(elpeq(u))v (30)

11



where peq(u) is the equilibrium probability density of u. The basis vector e,
corresponds with the /th mode. The forcing perturbation 0F} ; is the constant
external forcing perturbation corresponding to the initial perturbed state. This
is contrasted with k, which is the time-dependent forcing perturbation based
on the control that takes over at time ¢ = 0. The linear response operator
only depends on the PDF of the target equilibrium state. This explicit formula
provides a great computation reduction for convenient calculation of the mean
responses but only in the leading order.

Then, the linear response approximation is incorporated into the low-order
and high-order methods given in equations and . The equations of the
mean response are given by

N

duy,
W = ; |:Rk Y4 / Ru ké t — S Iig( )dS - Rk7g(t)5Fp,g:| (31)

with initial condition

511, (0 [ / Rape(t — 5)0F, ds] : (32)

While the linear response includes contributions from all modes, typically, only
the contribution from a few modes is relevant, allowing the rest to be truncated
to further save the computation cost.

As further notice, the linear response operator can still be difficult to cal-
culate. In this paper, we adopt the quasi-Gaussian approximation |24} |35/ 44]
where the equilibrium probability density, peq(u), is approximated by a Gaus-
sian distribution. In this case

Gf(u) =€ Re_ql(u - ﬁeq) (33)

is used in equation . Notice this approximation is quasi-Gaussian since the
higher-order moments will still be involved due to the probability expectation
in based on the true solution rather than only the Gaussian closure.

There are many other strategies for approximating the linear response op-
erator [50]. While the quasi-Gaussian approximation is more than sufficient for
our purposes, other strategies can be investigated. The previous works on the
statistical control strategy have used an exponential fit based on an information
theory criterion to approximate the linear response operator

Rie(t) ~ exp(—xt). (34)

This is justified with a quasi-Gaussian approximation and a diagonal covariance
matrix where the linear response operator reduces to an autocorrelation func-
tion of u, which frequently have exponential and oscillatory structures. While
this exponential fit is not utilized in this paper, it is noted for its potential ap-
plication as a useful approximation in practical settings and for the theoretical
convenience of having an explicit form of the linear response operator.

12



3.3.2 Mean Dynamical Equation Closure for Response to Forcing

While directly using linear response theory for the mean response provides a
useful approximation, as in section [3:3.1] the linear response is proved inad-
equate in many cases with large perturbations. This paper develops another
strategy to incorporate the mean response based directly on the mean dynami-
cal equation explicitly given in equation subject to the forcing perturbation
k. For this method, the dependence of the mean dynamics on the second-
order moments through the nonlinearity is closed using a linear response for
the covariance. Compared to the linear response of the mean, which only in-
corporates statistical information from the target equilibrium distribution, the
use of the mean dynamical equation incorporates crucial additional dynamical
information. This can be particularly useful when the system is perturbed into
a different dynamical regime.
The mean dynamical equation in the mean closure method is given by
du

o =(L + D)u+ B(a, ) +ZRij(n)B(ei,ej) + Feq + K. (35)
Z’j

This equation still requires the solution of the second-order covariances R in-
versely dependent on the form of the forcing perturbation . A closure model
is constructed using linear response theory for the response of the covariance,
R;j, to the external forcing

N t
Rij(t; K,) = Req@‘ + Z |:/0 RRJ‘jg(t — S)KJ[(S) ds
=1

0
+ Rr.ije(t — 8)0F, ¢ ds| + O(5?), (36)

— 00

where the linear response operator for the covariance is given by
RR,ije(t) = ((Ui(t) = teq,i) (U (1) — teq,;)Ge[0(0)])eq, (37)
and

Gé(u) = —Peq divy (elpcq)'

The higher-order closure of the mean equation enables a better characterization
of the mean responses respecting its explicit nonlinear dynamics. The errors
from the linear response approximation then appear in the second-order co-
variances rather than the first-order mean. The linear response in will
require the computation of lagged third moments, adding more non-Gaussian
information into the approximation. As in Section [3.3.1] a quasi-Gaussian ap-
proximation is used for the linear response operator to efficiently compute the
response operators.

13



4 Numerical Results

We examine the performance of the methods developed in Section [3| using de-
tailed numerical tests. Combining the high-order or low-order methods with the
mean equation closure or mean linear response gives a total of four approaches
to compare. These methods concern different aspects of component approxima-
tions of the statistical control strategy, and the choice to implement each one
can be made accordingly based on the specific problem.

These four strategies are evaluated on two complex nonlinear models ex-
hibiting various dynamical and statistical behaviors. The first test model is a
prototypical triad nonlinear model [49] focusing on a generic coupling between
three modes of a turbulent system. It can exhibit a wide variety of nonlinear and
non-Gaussian behaviors. Two regimes of this model are considered, including
a nearly Gaussian regime with nonlinear energy transfers between modes and a
non-Gaussian regime exhibiting an energy cascade representing the transition to
turbulence. The second test model is the classic Lorenz '96 model [36] with 40
dimensions which shows multiple dynamical regimes depending on the magni-
tude of the external forcing. Large perturbations inducing regime switching will
be the primary consideration. These test models will illustrate the differences
between the statistical control strategies.

The experimental setup is as follows. First, the external forcing perturba-
tion is calculated offline using different statistical control strategies. The optimal
energy control is calculated using equations , , and . The forcing
perturbation which yields this optimal control is found using either the high-
order method given in equation or the low-order method given in equation
(23). The mean response to the forcing perturbation is approximated by the
mean equation closure model described in equations and or by the
mean linear response in equations and . Second, the external forcing
perturbation is applied to a Monte Carlo simulation of the underlying dynam-
ical system. An initial ensemble of model trajectories of size M = 1 x 10* is
drawn from the initial distribution. The perturbed initial state is created by
a deterministic forcing perturbation. The deterministic component of the ex-
ternal forcing Fq is perturbed by a constant forcing amplitude 0F, to drive
the ensemble is forced into a perturbed state away from the original statistical
equilibrium.

At the time ¢t = 0, the control strategy takes over. Thus the previous forcing
perturbation is replaced by the statistical control forcing, x. The response of the
statistical energy to the forcing is calculated from the ensemble and is tracked
as the system is controlled back to the equilibrium state. The energy responses
from each strategy are compared to the theoretically optimal energy response
in equation . The uncontrolled case where no control forcing perturbation
is applied, in which the energy naturally decays back to the original equilibrium
state, is also used as a point of comparison. Other quantities, such as the
mean response, variance response, and empirical control, are also compared for
tracking the performance.
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4.1 A Prototype Nonlinear Triad Model

The first test model is a prototypical 3-dimensional model equipped with a
quadratic energy-conserving nonlinearity, which is referred to in this paper as
the triad model. The triad model represents a generic nonlinear coupling be-
tween three variables universal in turbulent flows [17/47,/49]. Such a triad inter-
acting structure would emerge as the bare truncation of three identified modes
from a high-dimensional turbulent model. The triad model can also generate a
wide variety of nonlinear and non-Gaussian behaviors due to the dominant role
of the nonlinear coupling term. This sets a desirable first test model to evaluate
the skills of the different proposed approaches considering the high-order contri-
butions in the mean state and the energy equation. Despite the nonlinearity, the
triad model is analytically tractable in terms of the equilibrium statistics when
the linear parts have certain special structures [47], making it an appropriate
test model used to have an in-depth study of the different features of the four
proposed strategies.

The state variables of the triad model are represented by u = (u1, ug, ug)’
with governing differential equations:

d .
% =Louz — Laug — dyui + Brusug + F1 + o1 W1, (38)
d’ILQ .
g =Lguy — Liug — doug + Bouguy + Fo + ooWs, (39)
d’IL3 .
a =Lqius — Louy — d3usg + Bsujus + F5 4+ o3Ws. (40)

In addition, the quadratic coupling coefficients satisfy
By + Bs + B3 =0, (41)

which ensures the general energy-conserving property of the turbulent dy-
namical system framework. Figure [2[ shows two typical regimes of the triad
model used to evaluate the strategies: one has near-Gaussian statistics, while
the other is highly non-Gaussian.

4.1.1 Control on a Near-Gaussian Regime

The first test regime for the triad model is a near-Gaussian regime which
nonetheless contains strong nonlinear energy transfers between modes to reach
the equipartition of energy. Sample trajectories and equilibrium distributions
for this regime are pictured in Regime I in Figure Nearly Gaussian and
weakly non-Gaussian features are common in practice, such as in fully tur-
bulent flow with strong mixing. The damping coefficients for this regime are
dy = dy = d3 = 1. The linear dispersion coefficients are L1 = 3, Ly = 2, and

Ls = —1. The nonlinear quadratic coupling coefficients are B; = 1, By = —0.6,
and By = —0.4. The deterministic external forcing for the equilibrium state
is given by F; = F» = 1 and F3 = —1 while the stochastic external forcing

coefficients are given by o1 = 092 = 03 = 0.5. To perturb the model state, F3 is
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Regime I: Near-Gaussian Regime

(a) Sample Trajectories (b) State Variable Distributions
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Regime II: Highly Non-Gaussian Regime
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Figure 2: The dynamics and equilibrium distributions of the prototype triad
model under two different regimes. Panels (a) and (c¢) show sample trajectories
of each regime of the model. Panels (b) and (d) show the equilibrium marginal
distributions of the state variables as well as their pairwise joint distributions in
each regime. The nonlinearity in the model produces non-Gaussian distributions
in each regime. In particular Regime II exhibits intermittency and highly non-
Gaussian statistics.
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perturbed by 6F}, 3 = —4 until time ¢ = 0. While only F3 is perturbed initially,
all modes are used to control the system back to the equilibrium state.

The control of the system from the perturbed state back to the equilibrium
state under different strategies is shown in Figure [3] All the methods show
faster convergence than the no-control scenario to efficiently return the unper-
turbed equilibrium state. Notably, the high-order method achieves the most
accurate near-optimal performance, particularly the high-order method with a
mean equation closure. In contrast, the low-order methods overshoot the re-
sponse incurring relatively higher costs. This is the first confirmation of the
crucial role of the higher-order correction in the energy equation when nonlin-
earity is dominant, as in the triad system. There is a stark difference in the
control forcing perturbations between the high-order and low-order methods
which can be seen by ks and k3 in panel (d) of Figure [3l The initial forcing
perturbation for ko differs entirely from the low-order and high-order methods.
This is because the corresponding initial mean perturbation, dts, pictured in
panel (e), is relatively large; thus, the initial contribution of the second-order
Ko - 0y term to the control-forcing relation is quite significant. Indeed, the
low-order method overcompensates for lacking this high-order term with a large
initial forcing perturbation. In contrast, the initial forcing perturbation for the
high-order method is significantly smaller. For the third mode, 3, the initial
forcing perturbation is comparable between the high-order and low-order meth-
ods due to the initial mean perturbation dus(0) being relatively small. However,
the high-order method produces a stronger forcing perturbation in k3 shortly
after the initial time. This is explained by the observation that in all meth-
ods, the mean perturbation response, du3, quickly takes on a large value. So
the second-order k3 - du3 term in the control-forcing relation is non-negligible.
Because of this, only the high-order method can account for the contribution
of the second-order term to the energy response. One can also see a difference
between the initial forcing perturbation for x£; between the mean linear response
and mean equation closure methods. This is an example where the mean linear
response does not accurately produce the initial mean perturbation, while the
mean closure model directly incorporates the initial mean perturbation.

4.1.2 Control on a highly non-Gaussian Regime

The second test regime, shown in Regime IT of Figure[2] has highly non-Gaussian
statistics and intermittency. It features an energy cascade from w; to us and
ug reminiscent of the transition to turbulence. The damping coefficients are
dy = ds = d3 = 1, the quadratic nonlinear coupling coefficient are B; = 2 and
By = B3 = —1, and the linear dispersion coefficients are L; = 0.03, Ly = 0.02,
and Ly = —0.01. The unperturbed deterministic external forcing is given by
Fy = F5 = F3 = 2 and the stochastic external forcing coefficients are o1 = 2 and
09 = 03 = 1. The perturbed state is achieved through constant deterministic
forcing perturbations 0Fy, 1 = 0F, 2 = 0F,3 = 2 until time ¢t = 0. Figure
shows the results of applying the control strategies to Regime II of the triad
model. We focus on the performance of the dominant mode u;. The other
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Figure 4: Example of controlling a highly non-Gaussian regime in the proto-
typical triad model. Panel (a) shows the response of the energy to the forcing
perturbation for all strategies. Panel (b) shows the control for each strategy for
the u; mode. Panel (c) shows the forcing perturbation in the u; mode. Panel
(d) shows the mean response in the u; mode.

two modes usus have qualitatively similar performance and are omitted for a
cleaner representation. Similar to the near-Gaussian regime, there is a strong
forcing perturbation in x; for the high-order method after the initial time. The
initial forcing using different methods is comparable due to the relatively small
initial mean perturbation §a;(0) but the mean response shortly after the initial
time requires the high-order method to capture the subsequent response by the
energy. In addition, this example illustrates how the mean equation closure
model can produce more accurate forcing perturbations under a strongly non-
linear non-Gaussian regime even when the initial perturbation is similar. As
expected, stronger non-Gaussianity requires a more accurate calibration of the
mean responses taking into account the higher-order statistics. The high-order
equation closure gains a more accurate estimation of the mean state, thus lead-
ing to the most accurate result. For low-order methods, lacking the higher-order
correction term often leads to larger errors. We suspect that the agreement in
the low-order linear response approach comes as an accidental cancellation of
errors.

4.2 A High-Dimensional Model with Multiple Regimes

The Lorenz ’96 model is a standard test model which mimics geophysical waves
and exhibits phenomena such as mid-latitude baroclinic instability . The
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Figure 5: Sample trajectories and distributions of the 40-dimensional Lorenz
96 model for both the F' =5 (weakly chaotic; highly non-Gaussian) and F = 8
(strongly chaotic; nearly Gaussian) regimes. Panel (a) shows sample trajectories
for one sample of each regime in the form of the Hovmoller diagram. Panel (b)
shows the autocorrelation functions (ACFs) for each regime. Note that the ACF
for the F' = 5 regime exhibits long-term oscillatory behavior while the ACF of
the F' = 8 regime decays very fast. Panel (c¢) shows the equilibrium distribution
for each regime. The F' = 5 regime is highly non-Gaussian while the F' = 8
regime is nearly Gaussian.
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model is defined in a 40-dimension vector state by

du]'

dt
Here, the variables are indexed periodically, e.g., u4; = u1. The external forcing
F' is the same for each mode, and so the equilibrium statistics of the system
are spatially invariant. Note that quadratic nonlinearity satisfies the energy
conservation law given in equation , which can be shown by the symmetry
of the nonlinearity in equation .

A key property of the Lorenz 96 model is that it exhibits a variety of dy-
namical and statistical regimes by altering the value of F'. Multiple dynamical
regimes are typical of complex turbulent systems and represent a classic obsta-
cle to effective control. Figure [5] exhibits two dynamical regimes corresponding
to ' = 5 and FF = 8 The F = 5 regime is weakly chaotic. It has highly
non-Gaussian statistics and a long decorrelation time. Meanwhile, the regime
corresponding to F' = 8 features near-Gaussian statistics and strongly chaotic
dynamics with a correspondingly short decorrelation time. Previous results [48]
have shown the statistical control strategy to be effective at controlling small
perturbations in the Lorenz ’96 model back to the equilibrium state.

In the current experiment, we show the efficacy of the strategies on a large
perturbation which drive the system into a different dynamical regime. This
leads to a much more challenging problem since the model state goes through
a statistical transition between two distinctive regimes. The linear response
estimation is no longer valid since the model moves far beyond the linear and
near-Gaussian regime. The higher-order corrections become necessary to guar-
antee effective control performance. In this case, the Foq = F = 5 regime is
taken as the equilibrium state and §F}, = 3 so that the perturbed state is in the
F = 8 regime. Figure[0]shows the control strategies for this large perturbation.
In this case, the high-order method with the mean dynamical equation closure
shows the most effective strategy. In fact, it shows that combining both the
high-order and the mean closure methods is essential to achieve good perfor-
mance. This is a typical example to confirm the necessity of including high-order
corrections when nonlinear and non-Gaussian features become dominant.

= (Uj+1 — Uj_g)u]‘_l —u; +F, j=1,...,40 (42)

5 Further Discussions

The statistical control strategies extend the effective control methods beyond
the small perturbation scenario and demonstrate promise for applications to a
broader range of turbulent situations. To summarize, they enjoy several at-
tractive features. Using the total energy as the object of control, there is no
need to track and control a large dimension of instabilities due to the energy-
conservation principle. Thus, the computational cost is significantly reduced
and independent of the dimensionality of the system. Further, the control can
be determined entirely offline and only requires statistical information about
the target equilibrium state, which is usually available from history observation
data in many realistic applications.

21



(a) Energy Response to (b) Energy Response to

Low—Order Forcmg ngh Order Forcmg
— No Forcing I — No Forcing
Lin. Resp. 4 Lin. Resp.
Closure ol Closure
—-—-Optimal —-=—-Optimal
0 ._\._._._._/._I.:/._\.,‘g ot .....
0 5 10 15 20 0 5 10 15 20
(c) Compamson of Controls (d) Forcing Perturbation
o " =] 1f ' ' '
-g V S A ‘fvd\'\ 0 I AT ST e =
-4 j -1r :M
! 1T
0 : ——— :
B 0 | 7
:421 § Cr | -1t Kl
0 5 10 15 20 0 5 10 15 20
(e) Mean Response (f) Variance Response
1 ' ' ' 8= - - -
ol e [ \__
9 S —
| e
0 5 10 15 20 0 5 10 15 20
t t

Figure 6: The control of the Lorenz 96 model from the perturbed state of
F = 8 back to the equilibrium state of F' = 5. Note this is a large perturbation
into a regime with very different dynamics and statistics from the equilibrium.
Panels (a) and (b) show the response of the energy perturbation to the control
forcing for the low-order strategies and high-order strategies respectively. The
energy perturbation is normalized by the dimension of the system. Panels (c)-
(f) show the controls, forcing, mean response, and variance response for each
mode. Note the system is translationally invariant, so the corresponding values
for each mode are the same.
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Here, we discuss several key features in the new high-order control strategies
based on the observations from the numerical experiments.

5.1 The High-Order Correction

The control-forcing relation, which encodes the energy response to the exter-
nal deterministic forcing perturbation, has a second-order perturbation term,
OF - §u, which accounts for the higher-order contributions of the deterministic
forcing perturbation to the energy response. This term consists of the product
of the forcing perturbation and the mean perturbation in response to the forc-
ing. Under the circumstances with small perturbations from the equilibrium
state, both the mean perturbation and the forcing perturbation are small, so
this term can be truncated without compromising the accuracy of the energy
response. This method, where only the leading-order contributions to the en-
ergy response are considered, is the low-order method. However, for most large
perturbations, the second-order term becomes large and significantly affects the
energy response. The high-order approach incorporates this second-order term
in the inversion of the control-forcing relation, fully resolving the energy re-
sponse given the forcing perturbation and mean response. We explore several
circumstances where the second-order perturbation term significantly impacts
the energy response; thus, adding the high-order method can yield significant
improvements over the low-order method.

When the initial mean perturbation is large, the initial value of the exter-
nal forcing perturbation is greatly affected by the presence of the second-order
term. This can be seen in equations and where the initial condition
for the high-order method includes an extra term for the initial mean perturba-
tion du(0). The effect of the initial mean perturbation on the resulting forcing
perturbation can also be seen in ko of Figure |§| in the control of Regime I in
Section However, a large initial mean perturbation is unnecessary, and the
second-order term can still have a significant effect even when the initial mean
perturbation is relatively small if there is still a large initial energy perturbation
due to the variance. Because the initial energy perturbation is large, the relative
balance of the mean and variance in the total energy perturbation can shift over
time, resulting in a potentially large mean perturbation after the initial time.
In this case, the second-order term significantly impacts the evolution of the
forcing perturbation even with the same initial conditions. Several examples
of this phenomenon can be seen in the numerical tests in Sections and
especially in Figure [6], where a drastic phase transition is shown.

As a further comment, whether to use the low-order or high-order methods
can be made independently for each mode. For example, in a multiscale system,
the effect of the second-order term may be small relative to the total energy
response for small-scale modes and only be significant for larger-scale modes.
In this case, the high-order method could be applied to only a subset of large-
scale modes, while the low-order method is used for the rest, simplifying the
dynamics in those small-scale modes without compromising performance.
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5.2 The Mean Closure Equation

The response of statistical energy to the external forcing depends directly on
the mean response to the forcing. It is indirectly linked to the higher-order
moments through the mean dynamical equation. This property is critical to
formulating the statistical control strategy, allowing for attributing an exter-
nal forcing perturbation to the optimal control by solving the control-forcing
relation. Therefore, accurately approximating the mean response to external
forcing is vital to the success of the statistical control strategy. Linear response
theory effectively approximates the mean response for small perturbations, and
it can perform well for larger perturbations in some cases when non-Gaussian
statistics is not so important. However, its skill degenerates when the system
is largely perturbed to a different dynamical regime where the linear response
operator, based solely on the unperturbed dynamics, can provide very little
information for the future perturbed state.

Using a mean closure equation for the mean response, which directly incorpo-
rates dynamics from the model, is expected to show improved performance when
the initial perturbation spans multiple dynamical regimes. A mean dynamical
closure equation is based on the explicit mean dynamics given in equation ,
in which the dependence on higher-order moments is closed using a suitable
approximation. The closure considered in this paper utilizes a linear response
for the higher-order contribution of the covariance described in equations
and . While this mean closure equation still relies on the linear response
for the covariance, the mean dynamics still provide more information about the
perturbed regime than the mean linear response.

The initial forcing perturbation is affected by the choice of mean response.
The mean linear response cannot directly use the initial mean perturbation
and instead must use the initial mean perturbation predicted by the linear
response to a constant forcing perturbation. This is necessary to guarantee the
convergence of the forcing perturbation to zero in the linear response case. The
mean closure model, however, can utilize the initial mean perturbation directly.
This is illustrated by x; in Figure [3|in Regime I of Section where the initial
mean response differs between the linear response and mean closure methods.
In this case, the mean equation closure achieves better performance. Even
when the initial mean perturbation is similar to the initial mean perturbation
predicted by the linear response, the mean closure model can provide more
accurate dynamics in many cases. In Section the mean equation closure
method performs better among all cases, especially in Regime II. In Section
the Lorenz 96 model is perturbed from a non-Gaussian regime to a near-
Gaussian turbulent regime. The mean equation closure again performs better
than the linear response in this case with multiple dynamical regimes.

5.3 Convergence to the Equilibrium State

The total statistical energy bounds the total mean and variance. Ideally, one
hopes that the efficient control of the equilibrium energy will also achieve the
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Figure 7: An example where the optimal energy response is achieved, but the
system is forced to a different equilibrium state. The triad model has parameters
di =dy =d3 =1, L1 = Ly = L3 =0, By =1, By = —0.6, By = —0.4,
Fy = F;, = F3 = 0.5, and 07 = 02 = g3 = 0.5. The perturbed state has
F3; = —1. Panel (a) shows the energy response to the low-order and high-order
control strategies. Panel (b) shows the forcing perturbations in each mode. Note
that the forcing perturbation for the high-order method does not converge to
zero. Panel (c) shows the equilibrium distribution, the perturbed distribution,
and the alternative distribution achieved by the high-order method that yields
the same statistical energy.

efficient control of the mean and variance back to the equilibrium state. While
this appears to be the case in most applications, this is not mathematically
guaranteed by the statistical control strategy. Figure [7] illustrates an example
where the optimal energy response is achieved through the high-order mean
closure strategy, but the external forcing perturbation converges to a constant
non-zero state. Essentially the system converges to a different equilibrium with
a different constant external forcing but the same equilibrium energy.

The cost functional given in equation only penalizes the strength of the
direct energy control Cy rather than the external forcing perturbations xj that
yield that control. In addition, the control-forcing relation given in Equation
admits multiple solutions in the limit in both the low-order and high-order
formulations. One natural fix for such an issue is incorporating additional terms
into the cost function, for example, explicitly excluding the mean state.



6 Conclusion

An efficient method of controlling the complex turbulent system with energy
conserving nonlinearity is achieved through control of the total statistical en-
ergy from a perturbed state back to equilibrium without controlling the large
number of multiscale and potentially unstable modes. This paper proposed
new statistical control strategies by extending previous works [48,[51], which
had been restricted to scenarios with small perturbations from the equilibrium
state. Incorporating the high-order term in the control-forcing relation accounts
for the second-order contribution of the perturbations to the statistical energy,
allowing the strategy to account for the response of the energy more accurately
to large amplitude external forcing perturbations. Additionally, introducing a
mean dynamical closure model allows the statistical control strategy to better
account for large perturbations that drive the system into different dynamical
regimes whose dynamics cannot be adequately reflected directly by a mean lin-
ear response approximation. These strategies allow for the practical application
of the statistical control strategy to a wider variety of perturbations and regimes
than previously possible.

The field of statistical control theory remains relatively underexplored, pro-
viding many promising research directions. The results presented in this paper
could be further refined by developing more sophisticated methods for incor-
porating the mean and covariance dynamics into the mean response. Besides,
other designs for mean closure models could be considered, several of which are
described in [49]. It may also be possible to incorporate other more suitable
statistical functionals into the control strategy in addition to the statistical en-
ergy. This would allow, for example, the direct control of the statistical mean,
giving finer control over the response of the system. Lastly, while the current
statistical control strategy is conducted in an open-loop fashion, determining
the control offline, a natural extension would be incorporating feedback from
the system into a closed-loop statistical control strategy. This could be accom-
plished, for example, by combining measurements of the actual mean response
of the system into the inversion of the control-forcing relation. The computa-
tional advantages of the statistical control strategy would be very advantageous
in such a closed-loop formulation, which requires real-time incorporation of the
model feedback.
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