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Abstract

We present a new strategy for filtering high-dimensional multiscale systems characterized by high-order non-

Gaussian statistics using observations from leading-order moments. A closed stochastic-statistical modeling

framework suitable for systematic theoretical analysis and efficient numerical simulations is designed. Optimal

filtering solutions are derived based on the explicit coupling structures of stochastic and statistical equations

subject to linear operators, which satisfy an infinite-dimensional Kalman-Bucy filter with conditional Gaussian

dynamics. To facilitate practical implementation, we develop a finite-dimensional stochastic filter model that

approximates the optimal filter solution. We prove that this approximating filter effectively captures key non-

Gaussian features, demonstrating consistent statistics with the optimal filter first in its analysis step update,

then at the long-time limit guaranteeing stable convergence to the optimal filter. Finally, we build a practical

ensemble filter algorithm based on the approximating filtering model, which enables accurate recovery of the

true model statistics. The proposed modeling and filtering strategies are applicable to a wide range challenging

problems in science and engineering, particularly for statistical prediction and uncertainty quantification of

multiscale turbulent states.

1 Introduction

Complex turbulent phenomena are widely observed in various science and engineering systems [51, 14, 42]. Such
systems are characterized by a wide spectrum of nonlinearly coupled spatiotemporal scales and high degrees of
inherent internal instability [37, 21]. A probabilistic formulation containing highly non-Gaussian statistics is required
to quantify uncertainties in the high-dimensional turbulent state [44, 38]. Traditional ensemble approaches using a
particle system representation to approximate the probability evolution quickly become computationally prohibitive
since a sufficiently large sample size is necessary to capture the extreme non-Gaussian outliers even for relatively
low dimensional systems [35, 55]. As a result, rigorous analysis often becomes intractable and direct numerical
simulations are likely to be expensive and inaccurate.

Filtering strategies [50, 33, 52] have long been used for finding the optimal probability estimates of a stochastic
state with large uncertainty based on partial and noisy observation data. Applications to improve the probability
forecast can be found in various practical dynamical systems [23, 29, 3, 5]. In predicting nonlinear turbulent signals,
ensemble Kalman filters [18, 26, 19] as well as the related particle methods [13, 15, 7] provide an effective tool for
state and parameter estimations. Filtering theories [58, 8, 45] and corresponding numerical solutions [32, 4, 9] for
general nonlinear systems have been investigated through different approaches. Despite wide applications [17, 40,
12], difficulties persist for accurate statistical forecast of turbulent states especially when non-Gaussian features
are present in the target probability distribution. Conventional ensemble-based approaches often suffer inherent
difficulties in estimating the crucial higher-order moment statistics and maintaining stable prediction with finite
number of particles [53, 24, 54]. On the other hand, in many situations observations of the statistical states, such
as the mean and covariance, are easier to extract from various sources of data [39]. Therefore, a promising research
direction is to propose new ensemble filtering models to recover the highly non-Gaussian probability distributions
using statistical observations from the leading-order mean and covariance [1].
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1.1 General problem setup

We start with a general mathematical formulation [38] modeling a high-dimensional stochastic state variable ut ∈ R
d

involving nonlinear multiscale interactions satisfying the following stochastic differential equation (SDE)

dut
dt

= Λut +B (ut, ut) + Ft + σtẆt. (1.1)

On the right hand side of the above equation, the linear operator, Λ : Rd → R
d, represents linear dispersion and

dissipation effects. The nonlinear effect in the dynamical system is introduced via a bilinear quadratic operator,
B : Rd × R

d → R
d. The system is subject to external forcing effects that are decomposed into a deterministic

component, Ft, and a stochastic component represented by a Gaussian white noise Wt ∈ R
s with σt ∈ R

d×s. The
model emphasizes the important role of quadratic interactions through B (u, u). This typical structure is inherited
from a finite-dimensional truncation of the continuous system, for example, a spectral projection of the nonlinear
advection in fluid model [34]. Many realistic systems with wide applications [27, 48, 22] can be categorized in the
general dynamical equation (1.1).

The evolution of the model state ut depends on the sensitivity to the randomness in initial conditions and
external stochastic effects, which will be further amplified in time by the inherent internal instability due to the
nonlinear coupling term [37, 49]. Assuming that the stochastic solution satisfies a continuous probability density
function (PDF), the time evolution of the PDF pt is given by the associated Fokker-Planck equation (FPE)

∂pt
∂t

= LFPpt := −∇u · [(Λu+B (u, u) + Ft) pt] +
1

2
∇u · [∇u · (σtσ

⊺

t pt)] , pt=0 = p0, (1.2)

where LFP represents the Fokker-Planck operator with ∇· (∇ ·A) =
∑

k,l
∂2Akl

∂uk∂ul
. However, it remains a challenging

task for directly solving the FPE (1.2) as a high-dimensional PDE. As an alternative approach, ensemble forecast
by tracking the Monte-Carlo solutions estimates the essential statistics through empirical averages among a group
of samples drawn i.i.d. from the initial distribution u(i) (0) ∼ p0 at the starting time t = 0. The PDF solution
pt (u) and the associated statistical expectation of any test function ϕ (u) at each time instant t > 0 are then
approximated by the empirical ensemble representation

pt (u) ≃ pNt (u) :=
1

N

N
∑

i=1

δ
(

u− u
(i)
t

)

, Ept
ϕ (u) ≃ EpN

t
ϕ (u) =

1

N

N
∑

i=1

ϕ
(

u
(i)
t

)

, (1.3)

In practice, large errors will be introduced in the above empirical estimations since only a finite sample approximation
is available in modeling the probability distribution and statistics in a high dimensional system.

It is expected that the model errors in the predicted PDF of the stochastic states from the finite ensemble
simulation can be effectively corrected through the available observation data. In designing new filtering strategies,
we propose to use statistical observations from mean and covariance to improve the accuracy and stability in the
finite ensemble forecast using the finite ensemble approximation. However, the general formulation (1.1) as well as
the associated FPE (1.2) becomes inconvenient to use since all the multiscale stochastic processes in the equation
are mixed together containing all high-order statistics. The main goal of this paper is thus to develop a systematic
modeling framework with strategies to accurately capture the (potentially highly non-Gaussian) PDF pt with the
help of statistical measurements in the leading moments.

1.2 Overview of the paper

In this paper, we study nonlinear filtering of the general multiscale turbulent system (1.1) according to the two-step
filtering procedure. In the first forecast step, a new modeling framework is designed combining statistical equations
(2.3) for the leading moments and stochastic equations (2.5) for capturing higher-order statistics. In the second
analysis step, we propose the observation process from the statistical equations of the leading-order mean and
covariance to improve the probability prediction of the stochastic model. The statistical equations for observation
processes (3.1b) then become linearly dependent on the PDF of stochastic state, while the evolution of the PDF is
also subject to conditional linear dynamics (3.1a). Therefore, optimal filtering equations can be explicitly derived
based on the linearity in both signal and observation processes. Finally, the expensive optimal filter equations are
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Figure 1.1: Diagram illustrating main ideas in constructing the modeling framework

approximated by an efficient filtering model demonstrating equivalent statistics according to the most important
observation functions (3.4).

The new multiscale nonlinear filtering model is constructed under the following step-by-step procedure, which
will finally be combined to build a practical ensemble filtering strategy able to recover non-Gaussian PDFs:

• First, we propose a precise coupled stochastic-statistical formulation (2.7) as the forecast model for multiscale
turbulence: the stochastic dynamics will serve as the signal process in filtering including high-order non-
Gaussian features, while the reinforced statistical equations provide the observation process;

• Second, the optimal filtering problem is formulated based on the particular coupling structure in the multiscale
stochastic-statistical model: the optimal filter solution (3.12) is given based on the PDF of the stochastic state,
combined with the mean and covariance as a natural choice of the observed state;

• Third, an effective statistical filtering model (3.16) is developed approximating the optimal filter solution
in key leading-order statistics: an equivalent McKean-Vlasov SDE containing higher moments feedbacks is
adapted from the optimal filter solution;

• Last, discrete ensemble filtering schemes (5.2) are constructed as a particle approximation of the statistical
filtering model: the filter SDE is approximated by interacting particles and the statistical moments are
computed by empirical ensemble averages.

The coupled stochastic-statistical model (2.7) by itself can serve as an effective tool for statistical forecasts and
uncertainty quantification. Efficient computational algorithms have been developed [47, 48] that demonstrate high
skill in capturing crucial non-Gaussian phenomena such as extreme events and fat-tailed PDFs. Then combined
with the observation data, the resulting filtering McKean-Vlasov SDE (3.16) is only implicitly dependent on the
probability distribution, which can be computed directly from the statistical equations. This enables efficient
computational strategies to effectively improve the accuracy and stability in capturing high-order non-Gaussian
features based on only observation from the lower moments. We illustrate the main steps in building effective
models for capturing probability distributions in Fig. 1.1.

Our main focus of this paper is to provide a detailed description of the forecast and analysis step of the filtering
method so that various applications can directly follow based on this highly adaptive general framework. We provide
detailed discussion in each component of the proposed model and methods: i) we show in Proposition 2 that the
highly tractable closure model (2.7) demonstrates consistent statistics as the original system (1.1) which plays a
fundamental role in the construction of the filtering methods; ii) the filter solution (3.12) is shown optimal in the
mean square sense by exploiting the conditional Gaussian structure of the forward equation, and the approximation
model is shown to recover the same key statistics during the analysis step update in Theorem 7; iii) the long-
time convergence in statistics to the optimal filter is demonstrated in Theorem 9 concerning the complete filtering
procedure using the statistical filtering model (3.16); and iv) the ensemble approximation with discrete time step
is shown to recover to the true statistics at the large ensemble limit.

The structure of the paper is organized as follows: In Section 2, we first set up a statistically consistent
formulation for the general multiscale system (1.1) that is suitable for the construction of the statistical filtering
models. Section 3 shows the major ideas of finding the optimal filter solution and constructing approximate filtering
models. Long-time convergence and stability of the approximation filter model is then discussed in Section 4.
Combining each component of the ideas, the final ensemble statistical filtering model is developed in Section 5
Finally, a summary of this paper is given in Section 6.
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2 A statistically consistent modeling framework for multiscale dynami-

cal systems

In this section, we first introduce a new formulation for the original system (1.1) using an explicit macroscopic
and microscopic decomposition of the multiscale state. In particular, we show that the new formulation provides
consistent statistics with the original system in the explicit leading moment equations, as well as higher-order
statistics in the stochastic equation. In addition, the new formulation also enjoys a more tractable dynamical
structure to be adapted to the filtering framework.

2.1 The statistical and stochastic equations as macroscopic and microscopic states

In order to identify the detailed multiscale interactions in the general system (1.1), we decompose the random
model state ut into the composition of a statistical mean ūt and stochastic fluctuations u′t in a finite-dimensional
representation under an orthonormal basis {v̂k}

d
k=1 with v̂k · v̂l = δkl

ut = ūt + u′t =

d
∑

k=1

ūk,tv̂k +

d
∑

k=1

Zk,tv̂k, with ūk,t = v̂k · ūt, Zk,t = v̂k · (ut − ūt) . (2.1)

Above, ūt ∈ R
d represents the dominant largest-scale structure (for example, the zonal jets in geophysical turbulence

or the coherent radial flow in fusion plasmas); and Zt = [Z1,t, · · · , Zd,t]
⊺ ∈ R

d are stochastic coefficients projected
on each eigenmode v̂k, whose randomness illustrates the uncertainty in each single scale of u′t. In particular, we will
show that the dynamics of the stochastic modes Zt contain nonlinear interactions among a large number of coupled
multiscale fluctuations, which demonstrate the charactering feature in turbulent systems demonstrating forward
and backward energy cascades [21, 37].

2.1.1 Statistical equations for the macroscopic states

First, we define the leading-order mean and covariance according to the state decomposition (2.1)

ūt = Ept
[u] :=

∫

Rd

upt (du) , Rkl,t = Ept
[Zk,tZl,t] :=

∫

Rd

v̂k · (u− ūt) (u− ūt) · v̂lpt (du) , 1 ≤ k, l ≤ d, (2.2)

where the expectations are with respect to the law pt from the PDF solution of (1.2). Above, statistical mean
ūt and covariance Rt can represent the macroscopic physical quantities that are easiest to achieve from direct
measurements. The dynamical equations for the mean and covariance can be derived by the following statistical
equations for 1 ≤ k, l ≤ d

dūk,t
dt

= v̂k · [Λūt +B (ūt, ūt)] +

d
∑

m,n=1

γkmnEpt
[Zm,tZn,t] + v̂k · Ft, (2.3a)

dRkl,t

dt
=

d
∑

m=1

[Lkm (ūt)Rt,ml +Rt,kmLlm (ūt)] +Qt,kl, (2.3b)

+

d
∑

m,n=1

γkmnEpt
[Zm,tZn,tZl,t] + γlmnEpt

[Zm,tZn,tZk,t] .

Above, we define the nonlinear coupling coefficients γkmn = v̂k ·B (v̂m, v̂n), and the white noise coefficient is defined
as Σt =

[

(v̂⊺1σt)
⊺
, · · · , (v̂⊺dσt)

⊺
]⊺

with Qt = ΣtΣ
⊺

t ∈ R
d×d. The mean-fluctuation coupling operator L (ūt) ∈ R

d×d

dependent on the statistical mean state ūt is defined as

Lkl (u) = v̂k · [Λv̂l +B (u, v̂l) +B (v̂l, u)] . (2.4)

Notice that the right hand side of (2.3b) involves the fluctuation modes Zt defined from ut in (2.1), then the
expectations on third moments are taken w.r.t. the PDF pt. Therefore, the resulting statistical equations (2.3) are
not closed and need to be combined with the FPE (1.2) to achieve a closed formulation for the leading-order mean
and covariance in the nonlinear system.
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2.1.2 Stochastic equations for the microscopic processes

Second, we introduce the SDE describing the time evolution of the multiscale stochastic processes Zt as the micro-
scopic state consisting of the many subscale fluctuations

dZt = L (ūt)Ztdt+ Γ (ZtZ
⊺

t −Rt) dt+ΣtdWt. (2.5)

Above, L (ūt) is the same mean-fluctuation coupling operator defined in (2.4) involving the statistical mean ūt, and
we define the quadratic coupling operator Γ : Rd×d → R

d as a linear combination of the entries of the input matrix
R ∈ R

d×d describing the nonlinear multiscale coupling involving the covariance Rt

Γk (R) =

d
∑

m,n=1

v̂k ·B (v̂m, v̂n)Rmn. (2.6)

Similar to the statistical equations, the dynamics on the right hand side of (2.5) is linked to the macroscopic
quantities ūt and Rt, which in tern requires additional information of pt from the original model state ut. This
makes the stochastic equation also unclosed requiring additional information from the PDF solution (1.2) from the
original system. The derivations of the above statistical and stochastic equations (2.3) and (2.5) from the original
general formulation (1.1) are shown in the proof of Proposition 2.

2.2 A coupled stochastic-statistical closure model with explicit higher-order feed-

backs

Combining the ideas in the closely related stochastic equation (2.5) and the statistical equations (2.3), we propose
a statistically consistent stochastic-statistical closure model based on the following self-consistent coupling of the
microscopic stochastic processes Zt and the macroscopic statistics ū, Rt

dZt = L (ūt)Ztdt+ Γ (ZtZ
⊺

t −Rt) dt+ΣtdWt,

dūt
dt

=M (ūt) +Qm (E [Zt ⊗ Zt]) + Ft,

dRt

dt
= L (ūt)Rt + RtL (ūt)

⊺ +Qv (E [Zt ⊗ Zt ⊗ Zt])

+ ΣtΣ
⊺

t + ǫ−1 (E [ZtZ
⊺

t ]−Rt) .

(2.7)

Above, the expectations are all w.r.t. the PDF ρt of the stochastic states Zt. In the first moment equation
for ūt, with a bit abuse of notation, we denote ūt = [ū1,t, · · · , ūd,t]

⊺ ∈ R
d with each component ūk,t = ūt · v̂k,

M = [M1, · · · ,Md]
⊺ ∈ R

d where Mk (ūt) =
∑

p,q v̂k · [Λv̂pūp,t +B (v̂p, v̂q) ūp,tūq,t] for 1 ≤ k ≤ d and Ft =

[v̂1 · Ft, · · · , v̂d · Ft]; in the second moment equation for Rt ∈ R
d×d, the operator L (ūt) ∈ R

d×d indicates mean-
fluctuation interactions defined in (2.4); and in the stochastic equation for Zt, Γ : Rd×d → R

d is the quadratic
coupling operator defined in (2.6). The two higher-moment feedbacks for the mean and covariance, Qm, Qv, related
to the second and third moments of Zt respectively, are defined as

Qm,k (E [Zt ⊗ Zt]) =

d
∑

p,q=1

γkpqE [Zp,tZq,t] ,

Qv,kl (E [Zt ⊗ Zt ⊗ Zt]) =

d
∑

p,q=1

γkpqE [Zp,tZq,tZl,t] + γlpqE [Zp,tZq,tZk,t] ,

(2.8)

for 1 ≤ k, l ≤ d with coupling coefficients γkmn = v̂k · B (v̂m, v̂n). Above, Qm models the feedback in the mean
equation due to the second moments E [Zt ⊗ Zt], and Qv,kl is the symmetric feedback in the covariance equation
due to all the third moments E [Zt ⊗ Zt ⊗ Zt]. Notice that Qm, Qv can be both viewed as linear operators w.r.t. ρt.
Besides, in the second moment equation an additional relaxation term with a parameter ǫ > 0 is introduced. This
term will not modify the model dynamics with statistical consistency, but is playing a crucial role as a ‘reinforcement’
term in maintaining stable numerical performance (for example, see [47]) especially with highly instability induced
by the strong mean-fluctuation coupling from L (ūt).
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Different from the inherently coupled stochastic and statistical equations (2.5) and (2.3) through the PDF pt of
the original model state ut, the new closure model (2.7) provides a clean self-consistent formulation for tractable
theoretical analysis and direct numerical implementations. A new PDF ρt of the stochastic process Zt is introduced
to close the system. The statistical states ūt, Rt are first treated as new individual processes subject to higher-order
moments w.r.t. ρt. Then, the microscopic stochastic equation for Zt models the high-dimensional multiscale process
with explicit dependence on the macroscopic states ūt and Rt. Thus, the whole system is closed by the law of the
stochastic state Zt itself. No additional information about the intractable PDF pt will be needed for solving the
FPE of the original system.

In the rest part of this section, we built precise link between the new closure model (2.7) and the coupled
equations (2.5) and (2.3) from the original system. First, the following lemma provides the self-consistency in the
leading moments of the stochastic modes Zk and statistical states ūt, Rt in (2.7).

Lemma 1. With consistent initial conditions E [Z0] = 0 and E [Z0Z
⊺

0 ] = R0, the leading moments of the stochastic
modes Zt of the closure model (2.7) satisfy that for all t > 0

E [Zt] = 0, E [ZtZ
⊺

t ] = Rt, (2.9)

where the expectation is taken w.r.t. the PDF ρt of Zt, and Rt is the solution of the second moment equation in
(2.7).

The proof can be found through the direct application of Itô’s formula and we put the detailed proof in Ap-
pendix B. Lemma 1 demonstrates that the law of Zt indeed recovers the same covariance of the fluctuation modes,
while it also contains more information in the higher-order statistics. Furthermore, the closed coupled stochastic-
statistical model generates the same statistical solution as the original system (1.1). The following proposition
describes the statistical consistency between the coupled model (2.7) and the original system (1.1).

Proposition 2. Assume that the solution ut of the system (1.1) has a continuous PDF pt, and the solution
{ūt, Rt;Zt} of the stochastic-statistical closure model (2.7) has the continuous PDF ρt for Zt together with the
deterministic solutions for ūt and Rt. Then from the same initial conditions, the two models give the same statistical
solution, that is, for all t > 0

Ept
[ut] = ūt, Ept

[

u′tu
′⊺
t

]

= Rt, (2.10)

where u′t = ut − Ept
[ut]. Furthermore, for both models with any function ϕ ∈ C2

(

R
d
)

we have

Ept
[ϕ (u′t)] = E

[

ϕ

(

d
∑

k=1

Zk,tv̂k

)]

. (2.11)

The proof of Proposition 2 can be found in Appendix B through detailed computation of each moments of (1.1)
compared with that of (2.7). Notice that the left hand sides of (2.10) and (2.11) consist of the statistics requiring
solving the PDF pt of the original system, while the right hand sides are purely from the PDF ρt of the closure
model. This confirms the direct link between the new stochastic-statistical closure model (2.7) to the statistics
in the original fully coupled multiscale system. From this detailed formulation, quantification of non-Gaussian
statistics in Zt relies on the accurate estimation of the leading-order mean and covariance, which can be assisted
from the observation data. This leads to effective filtering methods for improved probability forecast for Zt that
will be discussed next in Section 3.

Remark. The second-order closure model (2.7) provides explicit statistical dynamics for the mean and covariance.
We can also propose a first-order closure model involving only the statistical mean equation coupled with the
McKean-Vlasov SDE

dZt = L (ūt)Ztdt+ Γ (ZtZ
⊺

t − E [ZtZ
⊺

t ]) dt+ΣtdWt,

dūt
dt

=M (ūt) +
∑

p,q

E [Zp,tZq,t]B (v̂p, v̂q) + Ft,
(2.12)

However, the above equations may introduce an unbalanced approximation to the mean and fluctuation interactions
since the dynamics of the SDE for Zt will directly involve expectation w.r.t. its law ρt. Thus, this model will be
prone to numerical errors in practical applications. Still, (2.12) can serve as an intermediate model for the analysis
of filtering schemes discussed in the next section.
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2.3 The stochastic McKean-Vlasov equation as a multiscale interacting system

From the closed stochastic-statistical formulation (2.7), the SDE for Zt is given by a stochastic McKean-Vlasov
equation depending on its own probability distribution ρt. In particular, the resulting McKean-Vlasov SDE can be
viewed naturally as the mean-field limit of the ensemble approximation of N individual trajectories

dZ
(i)
t = L

(

ūNt
)

Ztdt+ Γ
(

Z
(i)
t Z

(i)⊺
t −RN

t

)

dt+ΣtdW
(i)
t , i = 1, · · · , N, (2.13)

where
{

W
(i)
t

}N

i=1
are independent white noise processes, and the initial samples

{

Z
(i)
0

}N

i=1
are drawn from the

same initial measure ρ0 of Zt. Notice that the ensemble members Z(i)
t as interacting particles are not evolving

independently with each other, but are coupled through feedbacks of the leading-order statistics ūNt and RN
t

according to the statistical equations

dūNt
dt

=M
(

ūNt
)

+Qm

(

E
N [Zt ⊗ Zt]

)

+ Ft,

dRN
t

dt
= L

(

ūNt
)

RN
t +RN

t L
⊺
(

ūNt
)

+Qv

(

E
N [Zt ⊗ Zt ⊗ Zt]

)

+ΣtΣ
⊺

t + ǫ−1
(

E
N [ZtZ

⊺

t ]−RN
t

)

.

(2.14)

Above, the expectations are computed through the empirical average of the interacting particles Zt =
{

Z
(i)
t

}N

i=1
from the ensemble simulation

E
N [ϕ (Zt)] =

1

N

N
∑

i=1

ϕ
(

Z
(i)
t

)

.

The coupled ensemble approximation equations (2.13) and (2.14) have advantages in practical applications. Unlike
the general McKean-Vlasov SDEs [41], (2.13) avoids the direct inclusion of the PDF of Zt, which is very difficult
to approximate accurately from finite particles. Instead, the PDF only implicitly enters the mean and covariance
equations (2.14) through the computation of higher moments. Effective computational algorithms with consistent
statistics then can be proposed (such as using the efficient random batch methods [47, 48]) for the straightforward
ensemble model approximation. Besides in practical computation, the relaxation term in RN

t provides additional
restoring forcing as a correction term to numerical errors with finite sample approximation to reinforce stable
dynamics and consistent statistics especially in the case where internal instability is involved.

In particular, it is well-know [25] that the empirical measure converges weakly to the true distribution, ρNt → ρt,
as well as the leading-order statistics in (2.13), ūN → ū, RN

t → Rt, as N → ∞ under relatively weak assumptions
(see Proposition 12 in Section 5). The dynamical equation for the continuous density function ρt of Zt is given by
the corresponding equation

∂ρt
∂t

= L∗
t (ūt, Rt) ρt := −∇z · [L (ūt) zρt (z) + Γ (zz⊺ −Rt) ρt (z)] +

1

2
∇z · [∇z · (ΣtΣ

⊺

t ρt (z))] , (2.15)

where L∗
t is the adjoint of the generator Lt that is also dependent on the law of Zt shown in the statistics of the

mean ūt and covariance Rt. We postpone the detailed analysis for the convergence of the ensemble approximation
model in Section 5 together with the filter approximation.

In general, the probability density ρt will demonstrate non-Gaussian features due to the nonlinear stochastic
coupling effects. On the other hand, though the equations for the stochastic state Zt contain nonlinear structures, its
PDF ρt is subject to only linear dynamics (2.15) with L∗

t (ūt, Rt), which is dependent on the mean and covariance.
These desirable features inspires the construction of effective filtering methods in the next section to include leading-
order statistical observations to improve forecast of highly non-Gaussian statistics.

3 Filtering models using observations in mean and covariance

In this section, we exploit the ideas in filtering to propose improved approximation of probability distributions of
the model state containing highly non-Gaussian statistics. The optimal filter is developed by combining the stochas-
tic forecast model describing unobserved microscopic states and leading-order statistics introduced as macroscopic
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observations. We start with a precise description of the optimal filter equations satisfying a conditional Gaus-
sian process, then a new statistical filtering model are proposed approximating the optimal filtering solution with
equivalent statistics.

3.1 Filtering probability distributions using statistical observations

We first formulate the filtering problem for predicting probability distributions based on observations from the
leading-order statistics. From the stochastic-statistical equations (2.7), we can reformulate the general multiscale
system (1.1) for ut as a composition of the macroscopic state from the first two moments ūt, Rt and the microscopic
stochastic processes Zt. In practice, measurements are often available in the macroscopic statistical states (such
as the locally averaged mean state and variances as the deviation from the mean). Therefore, it is natural to
incorporate the statistical observation data to improve the estimation of the unobserved microscopic processes,
especially to recover the unobserved higher-order statistics (such as the deviation from the normal distribution
indicating the occurrence of high impact extreme events).

Using similar idea of the Fokker-Planck filter introduced in [1], we assume that the signal process of the filtering
problem is from the model state PDF ρt ∈ P

(

R
d
)

belonging to the space of continuous probability density functions
on R

d with all finite moments. The observation process is generated by the finite-dimensional statistical moments
denoted as yt ∈ R

p. This leads to the general infinite-dimensional filtering system with statistical observations

dρt = L∗
t (yt) ρtdt, ρt=0 ∼ µ0, (3.1a)

dyt = [Hρt + ht (yt)] dt+ ΓtdBt, yt=0 = y0, (3.1b)

where µ0 is a probability measure of the P
(

R
d
)

-valued random field ρ. Given yt, we will have ρt ∈ P
(

R
d
)

for all
t > 0. Above, Lt (yt) is the infinitesimal generator of the corresponding SDE for Zt with the explicit form given by
(2.15); the general observation process yt satisfies the dynamical equation subject to a linear observation operator
H : P

(

R
d
)

→ R
p acting on the PDF ρt, as well as ht : Rp → R

p. Detailed equations for yt = (ūt, Rt) will be given
next in (3.3) based on the first two moments. Notice here ρt becomes a random field (with a precise definition given
in (3.5)) due to the randomness in yt as well as its initial uncertainty.

Statistical observations from leading-order moments containing errors

Let pt be the (unknown) PDF of the state ut in (1.1), that is, the deterministic solution of the FPE (1.2). Then,
we can assume that observations are drawn from the mean or covariance of the state ut as

ūk,t = Ept
[ut · v̂k] , Rkl,t = Ept

[(v̂k · u′t) (u
′
t · v̂l)] , (3.2)

projected to the observed large-scale modes v̂k, k ≤ d′ in (2.1). We refer it as the full observation case with d′ = d
and partial observation case with d′ < d. For simplicity, we may always consider the full observation case d′ = d
(that is, yt = (ūt, Rt) ∈ R

p with p = d + d2) in this paper without confusion. The dynamical equations for ūt, Rt

can be introduced according to the closure model (2.7). According to Proposition 2, the statistical equations for
ūt, Rt in (2.7) provide statistical solutions consistent with the law pt of the state ut.

On the other hand, model errors are usually introduced due to the finite truncation of the originally infinite-
dimensional continuous system as well as measurement errors. Therefore, additional correction terms, using inde-
pendent white noises, Bm,t and Bv,t, are added to the equations (2.3) for observed statistics accounting for errors
from the imperfect model approximations. The detailed equations for the observations (3.1b) can be rewritten
according to (2.3) as the following SDEs for ūt ∈ R

d, Rt ∈ R
d2

dūt = [Hmρt + hm,t (ūt)] dt + ΓmdBm,t,

dRt = [Hvρt + hv,t (ūt, Rt)] dt+ ΓvdBv,t.
(3.3)

where hm,t (ū) =M (ū)+Ft and hv,t (ū, R) = L (ū)R+RL (ū)
⊺
+ΣtΣ

⊺

t are deterministic functions, while the linear
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observation operators, Hm,Hv, are defined by the high-order statistical feedback functions (2.8)

Hm,kρ =

∫

Rd

Hm
k (z)ρ (z) dz =

d
∑

p,q=1

γkpq

∫

Rd

zpzqρ (z) dz,

Hv,klρ =

∫

Rd

Hv
kl (z)ρ (z) dz =

d
∑

p,q=1

[

γkpq

∫

Rd

zpzqzlρ (z) dz + γlpq

∫

Rd

zpzqzkρ (z) dz

]

.

(3.4)

We assume ρ ∈ P
(

R
d
)

the probability density with finite moments in all orders, thus we have Hm,kρ < ∞ and
Hv,klρ < ∞ for all k, l. Then (3.3) fits into the general observation equation (3.1b) by setting yt = (ūt, Rt)

⊺ ∈ R
p

with p = d+ d2 in a column vector, and letting H = (Hm,Hv)
⊺, ht = (hm,t, hv,t)

⊺, and Γt = diag (Γm,Γv). With
this explicit setup of the filtering problem, we will consider the optimal filtering solution for the probability density
ρt of Zt based on the statistical observation data Yt = {(ūs, Rs) , s ≤ t}.

3.2 The optimal filter with conditional Gaussian structure

Let (Ω,F ,P) be the complete probability space, and denote P
(

R
d
)

as the space of probability density functions
with bounded all moments. We first define the P

(

R
d
)

-valued stochastic process ρt as

ρt : R
d × Ω → R

+, (z, ω) 7→ ρt (z;ω) , with ρt (·;ω) ∈ P
(

R
d
)

, (3.5)

which is thereafter referred to as a random field. In contrast to the standard filtering problem concerning the
nonlinear SDE of the random model states Zt, for derivation purpose of the exact optimal equations, we lift the
problem into filtering the random field ρt based on the observation information in ys, s ≤ t as in (3.1). A stochastic
model on R

d (3.16) will be then proposed for practical implementations next in Section 2. Let Gt = σ {ω : ys, s ≤ t}
be the σ-algebra generated by the observations up to time t. We define the space as the collection of Gt-measurable
square-integrable random fields

Vt := L2
(

Ω,Gt,P;P
(

R
d
)

∩ L2
(

R
d
))

, (3.6)

satisfying
∫

‖ν (·;ω)‖2L2(Rd) dP (ω) < ∞ and ν (·;ω) ∈ P
(

R
d
)

∩ L2
(

R
d
)

for ν ∈ Vt. In this infinite-dimensional
filtering problem, we aim to find the optimal approximation of ρt in the space Vt. The optimal filtering solution ρ̂t
is then introduced as the least-square estimate with the minimum variance as

ρ̂t := argmin
ν∈Vt

E

[

‖ρt − ν‖2L2(Rd)

]

= PVt
[ρt] , (3.7)

where the optimal solution ρ̂t can be viewed as the unbiased projection of ρt onto the space Vt. (3.7) indicates
that ρ̂t gives the PDF estimation closest to the true distribution ρt in the mean square sense in agreement with the
observations in Gt.

Accordingly, we define the optimal filter distribution µt : P
(

R
d
)

×Ω → [0, 1] as the regular conditional measure
of the stochastic process ρt given Gt. That is, for any Borel set A ∈ B

(

P
(

R
d
))

, µt gives the conditional probability
of ρt given Gt

µt (A;ω) := P (ρt ∈ A | Gt) (ω) , a.s. ω ∈ Ω. (3.8)

Notice that µt (A; ·) ∈ Gt is still a stochastic process. For any functional F ∈ C
(

P
(

R
d
))

and t > 0, we can
introduce the conditional expectation w.r.t. the measure µt given Gt as

E [F (ρt) | Gt] :=

∫

P(Rd)

F (ρ)µt (dρ) .

Therefore, the optimal filter solution (3.7) is a random field

ρ̂t = E [ρt | Gt] (3.9)

given by the conditional expectation of ρt w.r.t. µt. For any linear operator M : L2
(

R
d
)

→ R
p, we have

Mρ̂t = E [Mρt | Gt]. Furthermore, second moment of Mρt is given by

E [(Mρt −Mρ̂t) (Mρt −Mρ̂t)
⊺ | Gt] = MĈtM

∗,
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where Ĉt (ω) : L2
(

R
d;Rp

)

→ L2
(

R
d;Rp

)

with Ĉ∗
t = Ĉt is the self-adjoint covariance operator for any f ∈ L2

(

R
d;Rp

)

Ĉtf = E

[

(ρ− ρ̂t)

∫

Rd

(ρ− ρ̂t) (z) f (z) dz | Gt

]

. (3.10)

Notice again Ĉtf (z; ·) is also a random field conditional on Gt. For clarification of notations, we will call ρ̂t and Ĉt
the optimal filter solution for the mean and covariance, and µt the optimal filter distribution in the rest part of the
paper.

In particular, we can characterize the optimal filter solution ρ̂t as the best estimate in each order of moments.
The following result describes the accuracy of the filter approximations under any finite-dimensional projections.

Proposition 3. Let ρt be the random field from the system (3.1) and ρ̂t = E [ρt | Gt] the optimal filter solution
given the observations in Gt. For any linear operator M : P

(

R
d
)

→ R
p defined by Mρ =

∫

M (z) ρ (dz) with

M ∈ C
(

R
d;Rp

)

, Mρ̂t = E [Mρt | Gt] gives the best unbiased estimate of Mρt in the sense of minimum mean
square error, that is,

E

[

|Mρt −Mρ̂t|
2
]

= min
ν∈Vt

E

[

|Mρt −Mν|2
]

, with E [Mρ̂t] = E [Mρt] . (3.11)

Proof. For any Gt-measurable square-integrable stochastic process ν, we have from direct computation

E

[

|Mρt −Mν|2
]

− E

[

|Mρt −Mρ̂t|
2
]

=E [(Mρ̂t −Mν) · (2Mρt −Mν −Mρ̂t)]

=E {E [(Mρ̂t −Mν) · (2Mρt −Mν −Mρ̂t) | Gt]}

=E {(Mρ̂t −Mν) · [E [2Mρt | Gt]− (Mν +Mρ̂t)]}

=E

[

|Mρ̂t −Mν|2
]

≥ 0.

Above, the third equality uses the fact Mρ̂t − Mν = E [Mρt | Gt] − Mν is Gt-measurable. Thus, we get Mρ̂t
minimizes the mean square error. The consistency under the expectation in Mρ̂t and Mρt can be directly implied
by definition.

By taking the operator M as the expectation on M (Zt) = Zm
t with any integer m, Mρt and Mρ̂t give the m-th

order moments of Zt under the random field ρt in (3.5) and optimal filter approximation ρ̂t. A direct implication
from (3.11) shows that we have the unbiased statistics in all high-order moments E [Mρ̂t] = E [Mρt] with the

minimum error E
[

|Mρt −Mρ̂t|
2
]

from the optimal filter solution.

Importantly, the model equations (3.1) satisfy the desirable conditional Gaussian process [36], that is, given the
observations of Yt = {ys = (ūs, Rs) , s ≤ t} and Gaussian initial state ρ0, the random field ρt follows a Gaussian
distribution at each time t. Let ρt = ρt (·;ω) be the (unknown) signal state satisfying linear dynamics (3.1a),
and yt = yt (ω) the observed statistical process subject to linear observation operators (3.1b). The optimal filter
distribution µt (3.8) conditional on Yt then becomes an infinite-dimensional Gaussian distribution, µt (·, ω) =

N
(

ρ̂t, Ĉt
)

(ω), where the mean ρ̂t (·;ω) and covariance Ĉt (ω) give the solution to (3.9) and (3.10) respectively.

Therefore, the equations for the mean and covariance are given by the generalized version of Kalman-Bucy (KB)
filter for the infinite-dimensional conditional Gaussian processes

dρ̂t = L∗
t (ūt, Rt) ρ̂tdt+ ĈtH

∗
mΓ−2

m {dūt − [Hmρ̂t + hm,t (ūt)] dt}

+ ĈtH
∗
vΓ

−2
v {dRt − [Hv ρ̂t + hv,t (ū, R)] dt} ,

dĈt =
[

L∗
t (ūt, Rt) Ĉt + ĈtLt (ūt, Rt)

]

dt− Ĉt
(

H∗
mΓ−2

m Hm +H∗
vΓ

−2
v Hv

)

Ĉtdt.

(3.12)

The equations of the conditional Gaussian processes and the uniqueness of the solutions are developed in Chapter
12 of [36] for finite dimensional systems. The results are then generalized to infinite-dimensional Hilbert space
[10, 20] (see a summary of the main results in Appendix A). The system (3.12) gives a closed set of coupled SPDEs
(due to the randomness in ūt, Rt) for the optimal filter solution ρ̂t enabling more detailed analysis and development
of practical methods for computing the optimal solution.
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Remark. The filtering problem using statistical observations is originally introduced as the ensemble Fokker-Planck
filter in [1]. We propose the filtering equations (3.12) as a further generalization where nonlinearly coupled condi-
tional processes are involved. In particular, this new filtering model directly fits into the coupled stochastic-statistical
modeling framework (2.7).

3.3 A surrogate filtering model for approximating the optimal filter solution

The resulting optimal filtering problem from (3.1) requires to solve the infinite-dimensional system (3.12) concerning
the function ρ̂t ∈ P

(

R
d
)

and operator Ĉt on P
(

R
d
)

. It usually becomes intractable in finding such infinite-
dimensional solutions from direct methods. In developing practical strategies to realize the optimal filter solution,
it is more useful to find a surrogate model for the stochastic process Z̃t, based on which effective ensemble-based
approaches can be built. Therefore, we aim to construct an approximating filtering model from designing a new
dynamical equation for Z̃t, whose PDF ρ̃t can effectively represent that of the optimal filter solution ρ̂t.

3.3.1 Filtering updating cycle in a split two-step procedure

For a clear characterization of the filtering process, we follow the general procedure in [7] to first describe the
filtering process by concatenated iterations of transporting maps on the corresponding probability distribution. We
propose a new stochastic process Z̃t, whose law ρ̃t ∈ Vt is still a P

(

R
d
)

-valued random field in Gt dependent on
the same statistical observation yt as in the optimal filter (3.12). Thus, the filtering updating cycle during the time
interval [t, t+ τ ] can be characterized by the transport of the probability density ρ̃t of Z̃t.

The discrete time update of the approximation filter PDF ρ̃t is carried out in a split two-step procedure. First,
the forecast step can be viewed as the push-forward operator acting on the probability density function at time
instant t with time step τ > 0

ρ̃t → ρ̃−t+τ := Fτ
t ρ̃t = e

∫
t+τ

t
L∗

s(ys)dsρ̃t, (3.13)

where Fτ
t represents the forecast updating operator with forward time step τ , and Lt (yt) is the same generator as in

(2.15). Second, the analysis step updates the prior distribution ρ̃− to the posterior distribution ρ̃+ by incorporating
the observation data up to Yt+τ = {ys, s ≤ t+ τ}, that is

ρ̃−t+τ → ρ̃+t+τ := Aτ
t

(

ρ̃−t+τ ;Yt+τ

)

, (3.14)

where Aτ
t represents the analysis updating operator. Therefore, the full filtering cycle from t to t + τ can be

summarized as the composition of the forecast and analysis maps

ρ̃t+τ = Aτ
t (F

τ
t ρ̃t;Yt+τ ) . (3.15)

Notice that Fτ
t is a linear operator on ρ̃t, while Aτ

t could contain nonlinear actions due to the normalization of
the probability distribution. Continuous equation for ∂tρ̃t = limτ→0

1
τ
(ρ̃t+τ − ρ̃t) is then achieved by letting the

discrete time step τ → 0. Next, we first propose the general structure of the new filtering model for Z̃t ∼ ρ̃t as
a combination of the above two-step procedure, then detailed analysis can be done according to the design of the
forecast and analysis step operators Fτ

t and Aτ
t accordingly.

3.3.2 Construction of equivalent statistical approximating filter

For simplicity of notations, we still use the general statistical observation processes (3.3) for yt = (ūt, Rt) taking
the compact form

dyt = [Hρt + ht (yt)] dt+ ΓtdBt,

where the general observation operator (3.4), Hρt =
∫

H (z)ρt (z) dz, is defined with the general observation
function H ∈ C

(

R
d;Rp

)

acting on the density function ρt. Following the general construction in [8, 45], we seek
the approximating filter model adopting the following McKean-Vlasov representation with undetermined functionals
at,Kt

dZ̃t = L (ūt) Z̃tdt+ Γ
(

Z̃tZ̃
⊺

t −Rt

)

dt+ΣtdW̃t

+at

(

Z̃t; ρ̃t

)

dt+Kt

(

Z̃t; ρ̃t

){

dyt −
[

H
(

Z̃t

)

+ ht (yt)
]

dt− ΓtdB̃t

}

.
(3.16)
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We use the name ‘statistical filtering’ to refer the above new model emphasizing our main goal of filtering statistical
moments different from the common filtering case. The first row of the above equation models the forecast step of the
filtering process, while the second row is the analysis step. The forecast step accepts the same dynamical model of
(3.1a) dependent on the mean and covariance (ūt, Rt). On the other hand, the analysis step serves as an additional
control correction over statistical observations yt. New functionals known as the drift at : Rd × P

(

R
d
)

→ R
d and

the control gain operator Kt : R
d × P

(

R
d
)

→ R
d×p are introduced, resulting in an approximating filtering model

about the process Z̃t. Most importantly, as will be shown next in Theorem 7 under proper condition, at and Kt are
only implicitly dependent on ρ̃t through the leading moments, without the need to compute the (potentially highly
non-Gaussian) density function ρ̃t explicitly.

In a more clear identification of the filtering updates involving several levels of approximations, we take the
split-step strategy to analyze the coupled forecast step and analysis step of the filtering equation (3.16) separately.
In particular, the forecast step in the first row of (3.16) is given by the exactly same form as the stochastic-statistical
closure equations (2.7) developed in Section 2. Thus in practice, the updating step with the forecast operator can
be implemented adopting the efficient uncertainty prediction methods such as [38, 47]. Then, the remaining task is
to propose proper analysis step update in the second line of (3.16) concerning consistent statistics with the optimal
solution ρ̂t in (3.12).

3.4 Statistical consistency in analysis step update of the approximating filter

Now, we focus on updating posterior PDF ρ̃t in (3.14) of the proposed approximating filter (3.16) based on the
statistical observation yt satisfying (3.3). Concentrating on the analysis step, the resulting optimal filter equations

(3.12) for the mean and covariance
(

ρ̂t, Ĉt
)

become

dρ̂t = ĈtH
∗Γ−2

t {dyt − [Hρ̂t + ht (yt)] dt} ,

dĈt =− ĈtH
∗Γ−2

t HĈtdt.
(3.17)

Correspondingly, the approximating statistical filtering model for Z̃t satisfies the second line of the SDE (3.16) as

dZ̃t = at

(

Z̃t

)

dt+Kt

(

Z̃t

){

dyt −
[

H
(

Z̃t

)

+ ht (yt)
]

dt− ΓtdB̃t

}

. (3.18)

Following the similar idea in the McKean-Vlasov representation of the filtering equation [45, 57], we expect the
PDF ρ̃t of Z̃t to satisfy the following Kushner-Stratonovich-type equation (with requirements on at,Kt given next
in (3.21))

∂ρ̃t
∂t

= [H (z)−Hρ̃t]
⊺ Γ−2

t

[

dyt
dt

−Hρ̃t − ht (yt)

]

ρ̃t. (3.19)

Again, the goal here is to approximate the optimal filter mean ρ̂t in (3.17) by ρ̃t generated by the surrogate SDE
model (3.18) in the sense of consistent statistics.

Unfortunately, the approximation (3.19) and the optimal filtering equation (3.17) will in general have different
continuous solutions for ρ̃t and ρ̂t due to their distinctive dynamics. In order to compare the statistical moments
of the two distributions, we apply the linear operator H to the optimal equations (3.17) as a finite-dimensional
projection on leading moments. The resulting equations optimal mean and covariance equations become finite
dimensional as

d (Hρ̂t) =
(

HĈtH
∗
)

Γ−2
t {dyt − [Hρ̂t + ht (yt)] dt} ,

d
(

HĈtH
∗
)

=−
(

HĈtH
∗
)

Γ−2
t

(

HĈtH
∗
)

dt.
(3.20)

Above, remind that the observation operator H : L2
(

R
d
)

→ R
p and its adjoint H∗ : Rp → L2

(

R
d
)

are defined
based on the observation function H ∈ C2

b

(

R
d;Rp

)

as

Hρ =

∫

H (z) ρ (z) dz, [H∗u] (z) = u ·H (z) ,

and the covariance operator Ĉt : L2
(

R
d
)

→ L2
(

R
d
)

is defined in (3.10). Therefore, (3.20) gives the equations for

the finite-dimensional quantities Hρ̂t ∈ R
p and HĈtH∗ ∈ R

p×p as the first two moments of H w.r.t. ρ̂t. The idea
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is to design the analysis step operator Aτ
t for the approximating filter process Z̃t in (3.18), so that consistency in

the first and second-order moments can be achieved.
Denote the expectation, Ẽ [·] := E [· | Gt] = Eρ̃t

[·], w.r.t. the conditional density ρ̃t in (3.19) given the same obser-

vation process in Gt. We define H̄t = ẼH
(

Z̃t

)

=
∫

H (z) ρ̃t (z) dz and CH
t = Ẽ

[

Ht

(

Z̃t

)

− H̄t

] [

Ht

(

Z̃t

)

− H̄t

]⊺

as

the first and second-order moments of H w.r.t. ρ̃t . Assume that the drift at and gain Kt in the SDE approximation
(3.18) satisfy the following identities

at = ∇ ·
(

KtΓ
2
tK

⊺

t

)

−KtΓ
2
t∇ ·K⊺

t , −∇ · (K⊺

t ρ̃t) = ρ̃tΓ
−2
t

(

H (z)− ẼH
)

, (3.21)

where the divergence on a matrix is defined columnwise as (∇ · A)i =
∑

j ∂zjAij .We first have the following result
concerning the evolution equations of H̄t and CH

t given the realization Yt = {ys, s ≤ t}.

Lemma 4. Given that Γt ≻ 0 in (3.1) and the identities (3.21) are satisfied, the evolution equations for the mean

and covariance of the observation function H
(

Z̃t

)

associated with the SDE (3.18) are given by

dH̄t = CH
t Γ−2

t

{

dyt −
[

H̄t + ht (yt)
]

dt
}

,

dCH
t =QH

t Γ−2
t

{

dyt −
[

H̄t + ht (yt)
]

dt
}

− CH
t Γ−2

t CH
t dt,

(3.22)

where QH
t : Rp → R

p×p is defined as
QH

t = Ẽ
[(

H ′
tH

′⊺
t

)

⊗H ′⊺
t

]

,

containing third moments of H ′
t = H

(

Z̃t

)

− H̄t.

We put the detailed derivation of (3.22) in Appendix B. Notice that (3.22) goes back to the Kalman-Bucy

filter if we set linear observation H
(

Z̃t

)

= Z̃t satisfying a normal distribution as in [1, 9]. Although here we are

considering the more general nonlinear dynamics and observation functions from (3.4).

Comparing (3.22) and (3.20) implies that the same statistical solution can be reached in
(

H̄t, C
H
t

)

and
(

Hρ̂t,HĈtH∗
)

if we have QH
t = 0. In order to achieve this, we further introduce the projection operator on the space of probability

distributions using the Kullback-Leibler (KL) divergence [30] as an unbiased metric.

Definition 5. Define the operator SH making symmetric projection on the probability density ρ ∈ P
(

R
d
)

SHρ = argmin
ν∈VH

dKL (ν ‖ ρ) , (3.23)

where dKL is the KL divergence between two probability measures. The minimization is among the probability
measures in the following set

VH

(

H̄, CH
)

=
{

ν ∈ P
(

R
d
)

: EνH = H̄, Eν [H
′H ′⊺] = CH , and Eν [H

′
lH

′
mH

′
n] = 0

}

,

for all l,m, n ≤ d and H ′ (Z) = H (Z)− Eν [H (Z)].

In Definition 5, SH acts as a symmetric approximation of probability measures with vanishing third-order
moments of the observation function H , while maintains consistent first two leading moments of H . It is clear that
given H̄, CH , the set VH is closed with respect to weak convergence of measures. From Proposition 2.1 of [46] and
[16], we have for any ρ and weakly convergent sequence {νn} to ν∗

lim inf
n→∞

dKL (νn ‖ ρ) ≥ dKL (ν∗ ‖ ρ) .

It follows immediately that there exists ν∗ ∈ VH that reaches the minimum. Therefore, we have the following lemma
guaranteeing the existence of the minimizer in the proposed projection (3.23).

Lemma 6. Assume that there is one ν ∈ VH such that the KL-divergence dKL (ν ‖ ρ) < ∞ for given ρ ∈ P
(

R
d
)

.
Then a minimizer exists in (3.23).
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Even though Lemma 6 does not guarantee the uniqueness of the minimizer, we can always find one minimizer
given the same mean and covariance H̄ = Ẽ [H (Z)] , CH = Ẽ [H ′ (Z)H ′ (Z)

⊺
]. This provides the desirable target

density function satisfying the required symmetric statistics about H (Zt). Denote the push-forward operator for
the new SDE (3.18) with the structure functions (3.21) as ρ̃t+s = Qs

t (ρ̃t;Yt+s) for any s ≥ 0. Under the above
construction, we can finally propose the forward operator in analysis step (3.14) as

As
t (ρ̃t) := Qs

t (SH ρ̃t;Yt+s) , (3.24)

where the projection SH in (3.23) is a linear operator acting on the random fields in space Vt in (3.6). In a similar
fashion as in the proof of Lemma 4, by applying the addition projection SH ρ̃t in the expectations on the SDEs for

H
(

Z̃t

)

and H ′
t

(

Z̃t

)

H ′
t

(

Z̃t

)⊺

(see also (B10) and (B11) in Appendix B), QH
t = 0 is automatically guaranteed in

(3.22) w.r.t. the new projected density SH ρ̃t. In addition, the first two moments H̄t and CH
t (3.22) will stay the

same w.r.t. SH ρ̃t. The continuous filtering process by letting s → 0 will satisfy the equations (3.22) with QH
t ≡ 0.

Therefore, under the same initial condition and the uniqueness of the solution, the same solution will be reached
in both (3.17) and (3.22). This leads to the main result of this section concerning the analysis step update in the
approximating filter solution.

Theorem 7. Consider the analysis step update (3.24) of the statistical filtering model (3.18). Assume that at,Kt in
the statistical filtering SDE are designed to satisfy (3.21) and the probability set VH according to H defined in (3.23)
is not empty. Under the same statistical observations yt, t ∈ [0, T ] and the same initial conditions, the following
relations hold for t ∈ [0, T ]

Hρ̂t = Ẽ

[

H
(

Z̃t

)]

, HĈtH
∗ = Ẽ

[

H ′
(

Z̃t

)

H ′
(

Z̃t

)⊺]

, (3.25)

where
(

ρ̂t, Ĉt
)

is the solution of (3.17), and ρ̃t is given by the solution of (3.19) with H ′ = H −Hρ̂t.

Theorem 7 validates the use of the statistical filtering model density ρ̃t by solving (3.16) to approximate the
optimal filter ρ̂t from (3.12). Though restricted only on the first two moments of the observation function H , the
resulting consistent statistics during analysis step play a key role in accurate statistical forecast. Notice that based
on the statistical model in (2.7), accurate prediction of the important leading statistics, ūt, Rt, is determined by key
higher-order feedbacks in the related functional Hρt (more specifically, the terms Hmρt and Hvρt). According to
Proposition 3, the optimal Hρ̂t gives the least mean square estimate of the random variable Hρt given the statistical

observations. Thus, consistent approximating filter ẼH
(

Z̃t

)

for Hρ̂t as well as its error estimate guarantees accurate

recovery of key model statistics. For example, applying the explicit forms of the observation function (3.4), the
quadratic observation operator Hm in the mean equation gives

ẼHm
(

Z̃t

)

= Hmρ̂t ⇔
∑

p,q

γkpqẼ
[

Z̃p,tZ̃q,t

]

=
∑

p,q

γkpq

∫

zpzqρ̂t (z) dz,

which implies consistent statistical feedbacks from the statistical filtering model ρ̃t and the optimal filter solution
ρ̂t. This demonstrates that the new approximating filter maintains the accuracy in the statistical mean prediction
ūt. In addition, the covariance operator characterizes the essential uncertainty in the optimal filter estimate ρ̂t as
a random field, that is,

HmĈtH
∗
m = Eµt

[(Hmρt −Hmρ̂t) (Hmρt −Hmρ̂t)
⊺
] .

It is also linked to the approximation by CHm

t = Ẽ
[(

Hm
t − H̄m

t

) (

Hm
t − H̄m

t

)⊺]

= HmĈtH
∗
m, demonstrating a

consistent error estimate in the statistical filtering model. Similar conclusion can be reached for the accurate
prediction in the model covariance prediction for Rt based on the cubic observation operator Hv.

Remark. Still, the statistical consistency in the analysis step does not guarantee the consistency in the entire
two-step updating procedure in (3.15). In particular, the forecast models of (3.12) and (3.16) have the following
updating equations during the forecast step

∂tρ̂t = L∗
t ρ̂t

∂tρ̃t = L∗
t ρ̃t

⇒

∂t (Hρ̂t) =HL∗
t ρ̂t =

∫

(LtH) ρ̂t (z) dz

∂t

(

ẼH
)

= ẼLtH =

∫

(LtH) ρ̃t (z) dz
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where the generator is defined with yt = (ūt, Rt)

Lt (yt)ϕ = ∇zϕ · {[H (z)−Rt] + L (ūt) z}+
1

2
Σ2

t : ∇z∇zϕ.

The analysis step update only gives consistent first two moments of H , while higher moments may be included
in LtH . It is not guaranteed that the forecast model can give consistent forecast in Hρ̂t and ẼH as well as their
covariances. More work is still needed for the complete consistency analysis combining the approximations in both
the forecast and analysis step of the filtering method.

4 Stability and convergence of the statistical filtering model

Here, we discuss the long-time performance of the full filtering problem for the statistical filtering system (3.1)
for finding the optimal filter PDF ρ̂t based on statistical observations Gt = σ {ys, s ≤ t}. In Section 3, it shows
that the statistical filtering model (3.16) constitutes the approximate filter solution ρ̃t with consistent mean and
covariance, H̄t and CH

t , in the analysis step update. We show further here that the full filter approximation of the
observation function H̄t will approach the optimal filter Hρ̂t at the long-time limit as t→ ∞. This guarantees the
stable performance of the proposed new filtering strategy.

4.1 Complete statistical filter equations based on the observation operator

We consider the optimal filter solution based on the conditional Gaussian model (3.1). The finite-dimensional
statistical states Hρ̂t ∈ R

p and ĈH
t = HĈtH∗ ∈ R

p×p under the observation operator are solved by the Kalman-
Bucy equations (3.12) as

d (Hρ̂t) = 〈Lt (yt)H, ρ̂t〉dt+ ĈH
t Γ−2 {dyt − [Hρ̂t + ht (yt)] dt} ,

dĈH
t =

[〈

Lt (yt)H, ĈtH
⊺

〉

+
〈

ĈtH,Lt (yt)H
⊺

〉]

dt− ĈH
t Γ−2ĈH

t dt.
(4.1)

Above, 〈F,G〉 =
∫

F (z)G (z) dz denotes the componentwise integration of the product of matrix-valued functions
F,G. For simplicity, we use constant observation noise, Γt ≡ Γ. In the first equation for the mean, we rewrite the
forecast step dynamics as

HL∗
t (yt) ρ̂t =

∫

H (z)L∗
t (yt) ρ̂t (z) dz = 〈Lt (yt)H, ρ̂t〉 .

Similarly in the covariance equation, we rewrite using the definition of Ĉt in (3.10) under the conditional measure
µt (·) = P (ρ ∈ · | Gt)

HL∗
t (yt) ĈtH

∗ = Eρ∼µt

∫

H (x)L∗
t (ρ− ρ̂t) (x) dx

∫

(ρ− ρ̂t) (z)H (z)
⊺
dz =

〈

LtH, ĈtH
⊺

〉

,

HĈtLt (yt)H
∗ = Eρ∼µt

∫

H (z) (ρ− ρ̂t) (z) dz

∫

(ρ− ρ̂t) (x)LtH (x)
⊺
dx =

〈

ĈtH,LtH
⊺

〉

,

where ĈtH (x) = Eρ

[

(ρ− ρ̂t) (x)
∫

(ρ− ρ̂t) (z)H (z) dz
]

∈ R
d can be viewed as a unnormalized density.

Correspondingly, consider the approximating filter model (3.16) with Σt ≡ 0. Let ρ̃t be the PDF after the
symmetric projection (3.23), that is, satisfying vanishing third-order moments Ẽ

[

H ′
nH

′
pH

′
q

]

= 0 for all n, p, q. The

moments H̄t = Ẽ

[

H
(

Z̃t

)]

and CH
t = Ẽ

[

H ′
t

(

Z̃t

)

H ′
t

(

Z̃t

)⊺]

according to the observation function H satisfy the

following equations (by combining the forecast step update with generator Lt and the analysis step dynamics (3.22))

dH̄t = 〈Lt (yt)H, ρ̃t〉dt+ CH
t Γ−2

{

dyt −
[

H̄t + ht (yt)
]

dt
}

,

dCH
t =

[〈

Lt (yt)H, ρ̃tH
′⊺
t

〉

+ 〈ρ̃tH
′
t,Lt (yt)H

⊺〉
]

dt− CH
t Γ−2CH

t dt,
(4.2)

where H ′
t (z) = H (z)− H̄t.

First, we introduce the following assumptions for the approximating filter PDF ρ̃t approximating the optimal
filter solution ρ̂t as random fields according to the same observation process Y = {yt, t ≥ 0}:
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Assumption. Assume that the optimal filter (3.12) and the approximating filter model (3.16) have a continuous
probability density functions ρ̂t and ρ̃t respectively that satisfy the following conditions:

• Unique equilibrium solutions
(

Hρ̂∞, ĈH
∞

)

and
(

Hρ̃∞, CH
∞

)

exist to the systems (4.1) and (4.2) respectively.

• There exist deterministic matrices Lm
∞, L

v
∞ ∈ R

p×p. The generator Lt (2.15) reaches the same statistical limit
under H w.r.t. both ρ̂t and ρ̃t, that is,

〈Lt (yt)H, ρ̂t〉 → Lm
∞Hρ̂∞,

〈

Lt (yt)H, ĈtH
⊺

〉

→ Lv
∞ĈH

∞,

〈Lt (yt)H, ρ̃t〉 → Lm
∞Hρ̃∞,

〈

Lt (yt)H, ρ̃tH
′⊺
t

〉

→ Lv
∞C

H
∞,

(4.3)

a.s. as t→ ∞ given the observation data yt.

• Further, the real parts of eigenvalues of the limit matrices Lm
∞ − ĈH

∞Γ−2 and Lv
∞ − ĈH

∞Γ−2 are all negative.

The first condition in assumption (4.3) guarantees that both filter equations will finally converge to finite
solutions. The second condition requires consistent first and second-order moments under H w.r.t. the optimal and
approximate model PDF, such as for the covariance as t→ ∞

∫

Lt (yt)H (z) ĈtH (z)
⊺
dz →Lv

∞

∫

H (z)
(

Ĉ∞H
⊺

)

(z) dz,

∫

Lt (yt)H
′
t (z)H

′
t (z)

⊺ρ̃t (z) dz →Lv
∞

∫

H ′
∞ (z)H ′

∞ (z) ⊺ρ̃∞ (z) dz.

In addition, we may further introduce the convergence rate, that is, there exist constants λ̄ > 0 and K > 0 such
that a.s.

|〈Lt (yt)H, ρ̂t〉 − Lm
∞Hρ̂∞| ≤ Ke−λ̄t,

∥

∥

∥

〈

Lt (yt)H, ĈtH
⊺

〉

− Lv
∞ĈH

∞

∥

∥

∥
≤ Ke−λ̄t,

|〈Lt (yt)H, ρ̃t〉 − Lm
∞Hρ̃∞| ≤ Ke−λ̄t,

∥

∥

〈

Lt (yt)H, ρ̃tH
′⊺
t

〉

− Lv
∞C

H
∞

∥

∥ ≤ Ke−λ̄t,
(4.4)

where ‖·‖ is the matrix norm. And the third condition asks that the filter solutions will be stabilized at the long
time limit. Next, we ask the limit behaviour in the mean and covariance

(

H̄t, C
H
t

)

from the approximation model

(4.2) in comparison with the optimal filter solution
(

Hρ̂t, ĈH
t

)

from (4.1).

4.2 Asymptotic stability of the equilibrium covariance matrix

With the assumption (4.3), we have consistent equilibrium covariance at t→ ∞ in the two model solutions

Lv
∞ĈH

∞ + ĈH
∞L

v⊺
∞ − ĈH

∞Γ−2ĈH
∞ = 0,

Lv
∞C

H
∞ + CH

∞L
v⊺
∞ − CH

∞Γ−2CH
∞ = 0.

Uniqueness of the solution directly implies that the final equilibrium covariances satisfy ĈH
∞ = CH

∞ with no random-
ness. Further, we have that the covariance CH

t in the approximating filter will approach the optimal equilibrium
covariance ĈH

∞ as described in the following result.

Lemma 8. Suppose that Assumption 4.1 is satisfied, CH
t is the covariance solution to the statistical filtering model

(4.2) and ĈH
∞ is the unique equilibrium solutions to the optimal model (4.1). Then there is

∥

∥

∥
CH

t − ĈH
∞

∥

∥

∥
→ 0, (4.5)

a.s. as t→ ∞. Further, the convergence rate will be exponential if (4.4) is also satisfied.

Proof. Combining the covariance equation in (4.2) and the equilibrium equation of (4.1), we have

d
(

CH
t − ĈH

∞

)

=

[

Lv
∞ −

1

2

(

CH
t + ĈH

∞

)

Γ−2

]

(

CH
t − ĈH

∞

)

dt

+
(

CH
t − ĈH

∞

)

[

Lv⊺
∞ −

1

2
Γ−2

(

CH
t + ĈH

∞

)

]

dt

+
[

〈LtH, ρ̃tH
′
t
⊺〉 − Lv

∞C
H
t

]

dt+
[

〈ρ̃tH
′
t,LtH

⊺〉 − CH
t L

v⊺
∞

]

dt.
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For the last row of the above equation, using the uniqueness of the solution we have CH
t → CH

∞ as t → ∞. Then
denote

Ft = 〈LtH, ρ̃tH
′
t
⊺〉 − Lv

∞C
H
t .

We get |Ft| → 0 as t→ ∞ by using
∥

∥〈LtH, ρ̃tH
′
t
⊺〉 − Lv

∞C
H
t

∥

∥ ≤
∥

∥〈LtH, ρ̃tH
′
t
⊺〉 − Lv

∞C
H
∞

∥

∥+
∥

∥Lv
∞

(

CH
∞ − CH

t

)
∥

∥→ 0.

Also by taking λv = min
{

Reλ : λ is the eighenvalue of − Lv
∞ + ĈH

∞Γ−2
}

, we have λv > 0 from Assumption 4.1.

This implies
∥

∥

∥
e
∫

t

s [L
v
∞

− 1
2 (C

H
τ +ĈH

∞)Γ−2]dτ
∥

∥

∥
≤ Ke−λv(t−s) . Together with Ft vanishing as t → ∞, we have for any

t > T
∥

∥

∥
CH

t − ĈH
∞

∥

∥

∥
≤ K

∥

∥

∥
CH

T − ĈH
∞

∥

∥

∥
e−2λv(t−T ) + 2K

∫ t

T

e−2λv(t−s) |Fs| ds ≤ K1e
−2λvt +K2 sup

s≥T

|Fs| .

Therefore, by first letting t→ ∞ then letting T → ∞, we reach a.s. limt→∞

∥

∥

∥
CH

t − ĈH
∞

∥

∥

∥
= 0.

Further, if we assume exponential convergence rate λ̄ in the covariances under the generator Lt as in (4.4), we
can have exponential convergence rate in both Ĉt and CH

t as t → ∞ a.s.
∥

∥

∥
ĈH
t − ĈH

∞

∥

∥

∥
≤ KHe

−min{λv ,λ̄}t,
∥

∥

∥
CH

t − ĈH
∞

∥

∥

∥
≤ KHe

−min{λv ,λ̄}t. (4.6)

In addition, from the definition of the optimal filter solution (3.11), the covariance is defined as

trEĈH
t = Eµt

tr [(Hρt −Hρ̂t) (Hρt −Hρ̂t)
⊺
]

= Eµt
tr [(Hρt −Hρ̂t)

⊺
(Hρt −Hρ̂t)]

= Eµt

[

|Hρt −Hρ̂t|
2
]

.

Notice that Hρ̂t and ĈH
t are still random field in Gt. Under Assumption 4.1 ĈH

t → ĈH
∞ a.s. with the observations in

Gt, we have as t→ ∞

E

[

|Hρt −Hρ̂t|
2
]

= trE
[

ĈH
t

]

→ trĈH
∞. (4.7)

This confirms that the total uncertainty at equilibrium in the optimal filter solution Hρ̂t is estimated by the total
variance trĈH

∞.

4.3 Convergence of the statistical state under the observation operator

Next, we consider the convergence of the statistical observation function H̄t from the approximating filter to the
optimal filter solution Hρ̂t. We have the long-term stability in the statistical solution in the following theorem.

Theorem 9. Suppose that Assumption 4.1 holds and the covariances goes to the same deterministic limit

ĈH
t → ĈH

∞, CH
t → ĈH

∞,

a.s. as t→ ∞. Then there is
E

[

∣

∣Hρ̂t − H̄t

∣

∣

2
]

→ 0, (4.8)

as t → ∞. Furthermore, assume exponential convergence rate in ĈH
t , C

H
t as in (4.6), and let λ = min {λm, λv}

where λm and λv are the minimums of the real parts of the eigenvalues of −Lm
∞ + ĈH

∞Γ−2 and −Lv
∞ + ĈH

∞Γ−2

respectively. There is also exponential convergence as

E

[

∣

∣Hρ̂t − H̄t

∣

∣

2
]

≤ KHe
−λ1t, (4.9)

with some λ1 ≤ min
{

λ, λ̄
}

and KH a constant only dependent on the observation function H.
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Proof. By taking the difference of the mean equations in (4.1) and (4.2), we have

d
(

Hρ̂t − H̄t

)

=
(

Lm
∞ − ĈH

∞Γ−2
)

(

Hρ̂t − H̄t

)

dt+
(

ĈH
t − CH

t

)

Γ−2 [dyt − ht (yt) dt]

+
[(

ĈH
∞ − ĈH

t

)

Γ−2Hρ̂t −
(

ĈH
∞ − CH

t

)

Γ−2H̄t

]

dt

+ [〈Lt (yt)H, ρ̂t〉 − Lm
∞Hρ̂t] dt+

[

〈Lt (yt)H, ρ̃t〉 − Lm
∞H̄t

]

dt.

By applying Itô’s formula to the above equation, there is

d
[

e−t(Lm
∞

−ĈH

∞
Γ−2) (Hρ̂t − H̄t

)

]

= e−t(Lm
∞

−ĈH

∞
Γ−2)

{(

ĈH
t − CH

t

)

Γ−2 [dyt − ht (yt) dt] +Gt (yt) dt
}

+ e−t(Lm
∞

−ĈH

∞
Γ−2)

[(

ĈH
∞ − ĈH

t

)

Γ−2Hρ̂t −
(

ĈH
∞ − CH

t

)

Γ−2H̄t

]

dt.

Above, we denote the residual term as

Gt (yt) = [〈Lt (yt)H, ρ̂t〉 − Lm
∞Hρ̂t] +

[

〈Lt (yt)H, ρ̃t〉 − Lm
∞H̄t

]

.

By similar computation in Lemma 8 according to assumption (4.3), there is

|Gt| ≤
|〈Lt (yt)H, ρ̂t〉 − Lm

∞Hρ̂∞|+ |Lm
∞ (Hρ̂∞ −Hρ̂t)|

+
∣

∣〈Lt (yt)H, ρ̃t〉 − Lm
∞H̄∞

∣

∣+
∣

∣Lm
∞

(

H̄∞ − H̄t

)
∣

∣

≤ Ke−λ̄t → 0

a.s. as t → ∞ using the uniqueness of the solutions Hρ̂t → Hρ̂∞ and H̄t → H̄∞ (with exponential decay in the
stronger convergence case (4.6)). Equivalently, the above SDE can be written as (ignoring initial condition by
assuming Hρ̂0 = H̄0)

Hρ̂t − H̄t =

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)

{(

ĈH
s − CH

s

)

Γ−2 [dys − hs (ys) ds] +Gs (ys) ds
}

+

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)

[(

ĈH
∞ − ĈH

s

)

Γ−2Hρ̂s −
(

ĈH
∞ − CH

s

)

Γ−2H̄s

]

ds.

Therefore, by taking the expectation for each term on the right hand side of the above identity

E

[

∣

∣Hρ̂t − H̄t

∣

∣

2
]

≤ 5E

∣

∣

∣

∣

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)

(

ĈH
s − CH

s

)

Γ−2dys

∣

∣

∣

∣

2

+ 5E

∣

∣

∣

∣

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)Gs (ys) ds

∣

∣

∣

∣

2

+ 5E

∣

∣

∣

∣

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)

(

ĈH
s − CH

s

)

Γ−2hs (ys) ds

∣

∣

∣

∣

2

+ 5E

∣

∣

∣

∣

∫ t

0

e(t−s)(Lm
∞

−Ĉ
H

∞
Γ−2)

(

ĈH
∞ − ĈH

s

)

Γ−2Hρ̂sds

∣

∣

∣

∣

2

+ 5E

∣

∣

∣

∣

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)

(

ĈH
∞ − CH

s

)

Γ−2H̄sds

∣

∣

∣

∣

2

.

The second line above follows the same argument as in Lemma 8 and using Cauchy-Schwarz inequality

E

∣

∣

∣

∣

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)Gs (ys) ds

∣

∣

∣

∣

2

≤

∫ t

0

∥

∥

∥
e

1
2
(t−s)(Lm

∞
−ĈH

∞
Γ−2)

∥

∥

∥

2

dsE

∫ t

0

∣

∣

∣
e

1
2
(t−s)(Lm

∞
−ĈH

∞
Γ−2)Gs (ys)

∣

∣

∣

2

ds.

≤ λ−1
m E

∫ t

0

e−λm(t−s) |Gs (ys)|
2
ds

≤ Ke−λ1t → 0.
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Similar results can be achieved for line three to five following the convergence (or exponential convergence) of the
integrants. Finally, for the first line using the observation equation in (3.1), that is, dyt = [Hρt + ht (yt)] dt+ΓdBt,
there is

E

∣

∣

∣

∣

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)

(

ĈH
s − CH

s

)

Γ−2dys

∣

∣

∣

∣

2

≤E

∣

∣

∣

∣

∫ t

0

e(t−s)(Lm
∞

−ĈH

∞
Γ−2)

(

ĈH
s − CH

s

)

Γ−2 [Hρt + ht (yt)] ds

∣

∣

∣

∣

2

+E

∫ t

0

e2(t−s)(Lm
∞

−ĈH

∞
Γ−2)

∥

∥

∥
ĈH
s − CH

s

∥

∥

∥

2

ds

≤K1

∫ t

0

e−λm(t−s)

(

E

∥

∥

∥
ĈH
s − ĈH

∞

∥

∥

∥

2

+ E

∥

∥

∥
CH

s − ĈH
∞

∥

∥

∥

2
)

ds

≤Ke−λ1t → 0.

Above in the second to the last inequality, we use the uniform boundedness of E |Hρt| and E |ht (yt)| as t→ ∞, and
the last line uses the convergence (or exponential convergence) of the covariance (4.5) or (4.6). Combining all the
above bounds, we finally get (4.8) and (4.9).

Together with the equilibrium estimate in (4.7) combining the result in Theorem 9, we can also get the same
error estimate compared with the target field as t→ ∞

E

[

∣

∣Hρt − H̄t

∣

∣

2
]

≤ E

[

|Hρt −Hρ̂t|
2
]

+ E

[

∣

∣Hρ̂t − H̄t

∣

∣

2
]

→ trĈH
∞.

Thus, we show that the statistical filtering model solution H̄t converges to the optimal filter solution with the same
mean square error, and exponential convergence is reached if the forecast model has exponential convergence to the
equilibrium.

As a final comment, we can further relax Assumption 4.1 as there exist deterministic uniformly continuous
functions, Lm

∞ (y) and Lv
∞ (y), so that for any yt → y∞, t→ ∞

〈Lt (yt)H, ρ̂t〉 → Lm
∞ (y∞)Hρ̂∞,

〈

LtH, ĈtH
⊺

〉

→ Lv
∞ (y∞) ĈH

∞,

〈Lt (yt)H, ρ̃t〉 → Lm
∞ (y∞)Hρ̃∞, 〈LtH, ρ̃tH

′
t
⊺〉 → Lv

∞ (y∞)CH
∞,

(4.10)

a.s. as t→ ∞. And the limiting matrices are uniformly bounded by negative-definite matrices Am, Av

Lm
∞ (y)− ĈH

∞Γ−2 � Am ≺ 0, Lv
∞ (y)− ĈH

∞Γ−2 � Av ≺ 0. (4.11)

In addition, non-zero noise in (3.16) can be included satisfying Σt → 0 as t→ ∞. Then, the same result applies for
the convergence of the observation mean and covariance at long-time limit as in Lemma 8 and Theorem 9.

5 Ensemble approximation of the statistical filtering model

Finally, we discuss the construction of practical ensemble methods for solving the statistical filtering model (3.16)
with explicit model parameters that is easy to implement. We demonstrate the accuracy of the numerical approxi-
mation at the limit of large number of samples and small integration time step.

5.1 Numerical methods for the approximating filter with discrete observations

Assume that the observation data comes at discrete times tn = δn with a constant observation frequency δ. We
can introduce the linear interpolation of yn = (ūtn , Rtn) ∈ R

p as

dyδt
dt

=
yn+1 − yn
tn+1 − tn

=
∆yn+1

δ
, (5.1)
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during time interval t ∈ [tn, tn+1]. We propose ensemble algorithms to approximate the filtering distribution
ρ̃tn ∼ Z̃tn conditional on the statistical observations Y δ

t =
{

yδs , s ≤ t
}

based on the statistical filter equation (3.16).

First, N independent particles, Z̃t =
{

Z̃
(i)
t

}N

i=1
, are drawn to sample the initial distribution of the stochastic state.

Then, the particles are evolved according to the following SDE with drift terms amt , a
v
t and control gains Km

t ,K
v
t

dZ̃
(i)
t = L

(

ūNt
)

Z̃
(i)
t dt+ Γ

(

Z̃
(i)
t Z̃

(i)⊺
t −RN

t

)

dt+ΣtdW̃
(i)
t

+ amt

(

Z̃
(i)
t

)

dt+Km
t

(

Z̃
(i)
t

){

dūδt −
[

Hm
(

Z̃
(i)
t

)

+ hm,t

(

ūδt
)

]

dt− Γm,tdB̃
(i)
m,t

}

+ avt

(

Z̃
(i)
t

)

dt+Kv
t

(

Z̃
(i)
t

){

dRδ
t −

[

Hv
(

Z̃
(i)
t

)

+ hv,t
(

ūδt , R
δ
t

)

]

dt− Γv,tdB̃
(i)
v,t

}

,

(5.2)

where the expressions for hm, hv are defined in (3.3), Hm, Hv are defined in (3.4), and B̃(i)
m,t, B̃

(i)
v,t are independent

white noises. Above, in the first line of (5.2) for the forecast step of the filter, the first two moments
(

ūNt , R
N
t

)

can
be explicitly solved by the statistical equations according to the stochastic-statistical model (2.7)

dūNt
dt

=M
(

ūNt
)

+ Ft + E
N
[

Hm
(

Z̃t

)]

,

dRN
t

dt
= L

(

ūNt
)

RN
t +RN

t L
(

ūNt
)⊺

+ΣtΣ
⊺

t + E
N
[

Hv
(

Z̃t

)]

+ ǫ−1
(

E
N
[

Z̃tZ̃
⊺

t

]

−RN
t

)

.

(5.3)

The expectation is computed through the empirical average of the ensemble, ENf
(

Z̃

)

= 1
N

∑N
i=1 f

(

Z̃(i)
)

. In this

way, the particle simulation of (5.2) can be carried out easily for each individual sample Z̃(i)
t , and the dependence on

the distribution of the whole interacting particles is only introduced through the empirical average in the statistical
equations (5.3). We summarize the ensemble filtering strategy in Algorithm 1.

Algorithm 1 Ensemble statistical filter with observations in mean and covariance

Model Setup: Get the interpolated sequence of observation (5.1) of the mean and covariance yδt =
{

ūδt , R
δ
t

}

, t ∈
[0, T ]; and introduce discrete time integration step τ , and the initial distribution ρ0 of the model state.

Initial condition: At the initial time t = 0, draw an ensemble of samples
{

Z̃
(i)
0

}N

i=1
from the initial distribution

ρ0, and compute initial mean and covariance
{

ūN0 , R
N
0

}

consistent with the statistics w.r.t. ρ0.
1: for n = 0 while n < ⌊T/τ⌋, during the time updating interval t ∈ [tn, tn+1] with tn = nτ do

2: Compute the gain functions Km
tn

and Kv
tn

using (5.6) and the associated drift terms amtn and avtn .

3: Update the samples
{

Z̃
(i)
tn+1

}N

i=1
using (5.2) with the statistical states

{

ūNt , R
N
t

}

and observation data yδt .

4: Update the statistical mean and covariance
{

ūNtn+1
, RN

tn+1

}

by integrating (5.3) to the next time step using

the average of all samples.
5: end for

Remark. Solving the equations (5.2) may still demand high computational cost for resolving the multiple nonlinear
coupling terms in high dimension d≫ 1. One potential approach to address the computational challenge is to adopt
the efficient random batch approach [47, 48] developed for the coupled models (2.7). A detailed investigation of the
numerical methods will be performed in the follow-up research.

5.2 Construction of explicit model operators in the analysis step

In the second and third lines of (5.2) for the analysis step update of filtering, we still need to propose explicit
expressions for functions amt ,K

m
t and avt ,K

v
t according to the observations of the mean and covariance respectively.

According to Theorem 7, the gain function Kt needs to be solved from equation (3.21), that is,

−∇ · (K⊺

t ρ̃t) = ρ̃tΓ
−2
t

(

H (z)− H̄t

)

.

Then the drift function at can be directly computed from the solution of Kt as

at = ∇ ·
(

KtΓ
2
tK

⊺

t

)

−KtΓ
2
t∇ ·K⊺

t .
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In general, it is still difficult to find solutions of the above equations. By multiplying H on both sides and integrating
about z, the identity for Kt implies a necessary condition

Ẽ [K⊺

t ∇H ] = Γ−2
t CH

t , (5.4)

where CH
t = Ẽ

[(

H
(

Z̃t

)

− H̄t

)(

H
(

Z̃t

)

− H̄t

)⊺]

is the covariance of H . Therefore, we can first design proper

gain functions Kt by solving (5.4) according to the specific structures of Hm : Rd → R
d and Hv : Rd → R

d2

required
in our problem in (3.4)

Hm
k (z) =

∑

m,n

γkmnzmzn = z⊺Akz,

Hv
kl (z) =

∑

m,n

γkmnzmznzl + γlmnzmznzk = (z⊺Akz) zl + zk (z
⊺Alz) ,

(5.5)

for all 1 ≤ k, l ≤ d where we rewrite the quadratic and cubic functions using the symmetric coefficient matrix,
A⊺

k = Ak ∈ R
d×d, using the assumed structural symmetry in the coupling coefficient γkmn. The resulting gain

functions are then constructed with the following specific expressions.

Proposition 10. The matrix-valued functions Km
t = K̃mΓ−2

m,t and Kv
t = K̃vΓ−2

v,t with K̃m (z) ∈ R
d×d and K̃v (z) ∈

R
d×d2

in the following expressions

K̃m
j,k (z) =

1

2
zj
[

(z⊺Akz)− H̄m
k

]

,

K̃v
j,kl (z) =

1

3
zj (z

⊺Akz) zl +
1

3
zj (z

⊺Alz) zk −
1

3
H̄v

kl.

(5.6)

for 1 ≤ k, l ≤ d and 1 ≤ j ≤ d satisfy the equation (5.4) according to the structures of the functions Hm and Hv in

the form of (5.5) respectively, and H̄m = Ẽ

[

Hm
(

Z̃
)]

and H̄v = Ẽ

[

Hv
(

Z̃
)]

.

The proof of Proposition 10 is put in Appendix B. The average terms, H̄m, H̄v, are already computed in the
statistical equations (5.3) thus no additional computational cost is needed. On the other hand, it is noticed that
(5.6) can only give a necessary condition for the gain operators and may not guarantee the original identity for
Kt in general. However, in the proof of Theorem 7, it shows that (5.4) is the main relation used to derive the

consistent analysis statistics on the mean of H
(

Z̃t

)

. Therefore, (5.6) provides a desirable candidate for practical

implementations of the algorithm concerning the consistency in the leading moments.

5.3 Ensemble approximation in the discrete filtering model

At last, we discuss the accuracy in the finite ensemble approximation. Let ρ̃Nt (z) = 1
N

∑N
i=1 δ

(

z − Z̃
(i)
t

)

be the

random field from the empirical PDF of the ensemble approximation with finite ensemble size N , and ρ̃t is the
random field from (3.16) conditional on the observations Gt. Additional assumptions are needed for the structures
of the model.

Assumption 11. We assume that the functions M : Rd → R
d and L : Rd → R

d×d in the mean and covariance
equations (5.10) are Lipschitz continuous, that is, there is a constant β > 0 so that

|M (u)−M (v)| ≤ β |u− v| , ‖L (u)− L (v)‖ ≤ β |u− v| .

In addition, the coefficients in Γk (R) =
∑

m,n γkmnRmn are uniformly bounded, that is, there exists a constant
C > 0, so that for all k,m, n

|γkmn| ≤ C.

First, we direct use the conclusion from the McKean-Vlasov limit of the N -particle system [43, 25]. Under
the above assumptions of the model coefficients, the ensemble representation (5.2) will converge to the continuous
system (3.16) as N → ∞. In particular, assume that the a unique solution exists for the McKean-Vlasov SDE, and
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the initial ensemble
{

Z̃
(i)
0

}N

i=1
is drawn from i.i.d. random samples. Given the observations Gt, we have for any

ϕ ∈ C2
b

(

R
d
)

〈

ϕ, ρ̃Nt
〉

=
1

N

N
∑

i=1

ϕ
(

Z̃
(i)
t

)

→ E

[

ϕ
(

Z̃t

)

| Gt

]

= 〈ϕ, ρ̃t〉 , (5.7)

a.s. as N → ∞. Furthermore, there is the error estimate for the empirical estimate E
Nϕ = 1

N

∑

ϕ
(

Z̃
(i)
t

)

E

[

sup
0≤t≤T

∣

∣

〈

ϕ, ρ̃Nt
〉

− 〈ϕ, ρ̃t〉
∣

∣

2
]

≤
CT

N
‖ϕ‖2∞ . (5.8)

Detailed proofs on (5.7) and (5.8) can be found in such as Chapter 9 of [2].
Next, we consider the finite ensemble and discrete time estimation of the leading-order mean and covariance

from the filter model. With the ensemble approximation of the density function ρ̃Nt , the mean and covariance
estimates are computed from the equations (5.3)

dūN,τ
t

dt
=M

(

ūN,τ

σ(t)

)

+ Fσ(t) +
1

N

N
∑

i=1

Hm
(

Z̃
(i)
σ(t)

)

,

dRN,τ
t

dt
= L

(

ūN,τ

σ(t)

)

RN,τ

σ(t) +RN,τ

σ(t)L
(

ūN,τ

σ(t)

)⊺

+Σ2
σ(t) +

1

N

N
∑

i=1

Hv
(

Z̃
(i)
σ(t)

)

,

(5.9)

where a finite time integration scheme is also applied with σ (t) = nτ for t ∈ [tn, tn+1]. Above, we neglect the last
relaxation term with ǫ since it will automatically vanish with the resulting consistency. For clarity, we show below
again the continuous forecast model from (2.7)

dūt
dt

=M (ūt) + Ft + ẼHm
(

Z̃t

)

,

dRt

dt
= L (ūt)Rt +RtL (ūt)

⊺
+Σ2

t + ẼHv
(

Z̃t

)

.

(5.10)

Notice that ūNt , R
N
t and ūt, Rt are stochastic processes due to the random samples

{

Z̃
(i)
t

}

and Z̃t is still dependent

on the observations Gt. We have the following convergence result for the finite ensemble N and finite time step τ
approximation to the continuous model.

Proposition 12. If Assumption 11 is satisfied, under the same initial condition the statistical solution of the
ensemble approximation model (5.9) with discrete time step τ converges to that of the continuous model (5.10) with

E

[

sup
nτ≤T

∣

∣ūNtn − ūtn
∣

∣

2
]

≤

(

C1,T τ +
C2,T

N

)

‖Hm‖∞ ,

E

[

sup
nτ≤T

∣

∣RN
tn

−Rtn

∣

∣

2
]

≤

(

C′
1,T τ +

C′
2,T

N

)

(‖Hm‖∞ + ‖Hv‖∞) .

(5.11)

Proof. First, consider the mean equations from the same initial state, we have

ūN,τ
t − ūt =

∫ t

0

[

M
(

ūN,τ

σ(s)

)

−M (ūs)
]

ds+

∫ t

0

[

Fσ(s) − Fs

]

ds

+

∫ t

0

[〈

Hm, ρ̃Nσ(s)

〉

− 〈Hm, ρ̃s〉
]

ds.

Therefore, using Hölder’s inequality and Lipschitz condition for M there is

E sup
t≤T

∣

∣

∣
ūN,τ
t − ūt

∣

∣

∣

2

≤ 3TβE

∫ T

0

∣

∣

∣
ūN,τ

σ(s) − ūs

∣

∣

∣

2

ds

+ 3TE

∫ T

0

∣

∣

∣

〈

Hm, ρ̃Nσ(s)

〉

− 〈Hm, ρ̃s〉
∣

∣

∣

2

ds+ CT τ

≤ C1

∫ T

0

E sup
s′≤s

∣

∣

∣
ūN,τ
s′ − ūs′

∣

∣

∣

2

ds+ C2τ ‖H
m‖2∞ +

C3

N
‖Hm‖2∞ . (5.12)
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In the first term above on the right hand side, we follow the same procedure to estimate the error in the corresponding
continuous solution ūN,τ

s compared to the time discretization solution ūN,τ

σ(s)

∣

∣

∣
ūN,τ

σ(s) − ūs

∣

∣

∣

2

≤
∣

∣

∣
ūN,τ

σ(s) − ūN,τ
s

∣

∣

∣

2

+
∣

∣ūN,τ
s − ūs

∣

∣

2
≤ Cτ ‖Hm‖2∞ +

∣

∣ūN,τ
s − ūs

∣

∣

2
.

And in the second line for the term related to Hm, combining the discrete time estimate with (5.8) gives

E

[

sup
t≤T

∣

∣

∣

〈

Hm, ρ̃Nσ(s)

〉

− 〈Hm, ρ̃t〉
∣

∣

∣

2
]

≤

(

Cτ2 +
CT

N

)

‖Hm‖2∞ .

Therefore, applying Grönwall’s inequality to (5.12), we get the mean estimate in (5.11).
Next, under a similar fashion, we can compute from the covariance equation and using the Lipschitz condition

for L

E sup
t≤T

∣

∣

∣
RN,τ

t −Rt

∣

∣

∣

2

≤ C1βE sup
t≤T

‖ūt‖
2
∞

∫ T

0

∣

∣

∣
RN,τ

σ(s) −Rs

∣

∣

∣

2

ds

+ C2βE sup
t≤T

∣

∣

∣
ūN,τ

σ(t) − ūt

∣

∣

∣

2

sup
t≤T

∥

∥Rσ(t)

∥

∥

2

+ C3E

∫ T

0

∣

∣

∣

〈

Hv, ρ̃Nσ(s)

〉

− 〈Hv, ρ̃s〉
∣

∣

∣

2

ds+ CT τ.

Using the uniform boundedness of ūt, Rt and (5.8) forHv together with the previous estimate for E supt≤T

∣

∣

∣
ūN,τ

σ(t) − ūt

∣

∣

∣

2

,

we reach the final covariance estimate in (5.11).

Theorem 12 shows that the discrete approximation scheme of the approximating filter model can recover the
key model statistics in mean and covariance. It again demonstrates the central role in achieving accurate prediction
of the nonlinear observation functions Hm, Hv in the filtering method.

6 Summarizing discussions

We developed a systematic statistical filtering strategy that enables effective ensemble approximation of non-
Gaussian probability distributions of multiscale turbulent states using observations in the leading-order moments
of the mean and covariance. The filtering model is based on a closed set of coupled stochastic-statistical equations
established for modeling general turbulent dynamical systems involving nonlinear coupling. The non-Gaussian
features then can be characterized by a McKean-Vlasov SDE taking into account both the stochastic forecast
equation and corrections according to the observed first two moments. Importantly, the proposed McKean-Vlasov
SDE for the finite-dimensional stochastic state does not require the explicit computation of the infinite-dimensional
probability distribution, but just relies on the feedbacks from the leading moments that can be computed from the
associated statistical equations. This leads to straightforward numerical algorithms using ensemble approximations.
The stochastic–statistical formulation offers a flexible approach for recovering essential model statistics, making it
applicable to a wide range of problems in uncertainty quantification and data assimilation. In the immediate appli-
cations of this research, the performance of the new filtering strategy will be tested on a series of turbulent systems,
starting from prototype models to realistic applications in really high-dimensional systems. Also, currently,we are
only able to show the statistical consistency of the approximating filter in the first two moments of the obser-
vation function under restricted conditions. Further explorations exploiting specific model structures such as the
conservation properties will be used to provide a thorough understanding of the approximation skill of the filter
predictions.
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A General background about filtering

Here, we summarize the useful results needed in the main text of this paper following mostly [2, 36, 20].

A.1 Filtering equations for general stochastic systems

Let (Ω,F ,P) be the complete probability space. The signal process ut ∈ R
d and the observation process yt ∈ R

p

are defined on the probability space satisfying the following SDEs

dut = F (ut) dt+ΣdWt, ut=0 = u0, (A1a)

dyt = H (ut) dt+ dBt, yt=0 = y0, (A1b)

where F : Rd → R
d and H : Rd → R

p are bounded and globally Lipschitz continuous functions, and Wt ∈ R
s, Bt ∈

R
p are independent standard Wiener processes with matrix coefficient Σ ∈ R

d×s. The aim of the general filtering
problem is to determine the conditional probability distribution µt of the signal process, ut, given the accumulated
observation process, Yt = {ys, s ≤ t}.

Define the observation filtration Gt = σ {ys, s ≤ t}. The random conditional distribution µt : R
d × Ω → [0, 1] is

defined as the P
(

R
d
)

-valued stochastic process which is measurable w.r.t. Gt, so that for any function ϕ ∈ C2
b

(

R
d
)

a.s.

E [ϕ (ut) | Gt] = µt (ϕ) :=

∫

Rd

ϕ (u)µt (du) .

In particular, the optimal filter solution, ût = E [ut | Gt], can be defined based on µt. It shows that ût is the minimizer

E

[

|ût − ut|
2
]

= minv E
[

|v − ut|
2
]

among all v ∈ L2 (Ω,Gt,P) in the set of Gt-measurable square-integrable random

variables for any fixed t. The filtering equation for the conditional probability distribution µt is verified to satisfy
the Kushner-Stratonovich equation

dµt (ϕ) = µt (Lϕ) dt+ σ (H,ϕ;µt) dνt. (A2)

On the right hand side of the above equation, the first term is the drift due to the infinitesimal generator L =
F · ∇ + 1

2ΣΣ
⊺ : ∇∇ of the signal process (A1a); the second term represents the correction from the observation

process (A1b). The innovation process, dνt = dyt − µt (H) dt ∈ R
p, is a Gt-Brownian motion under the probability

measure P, and σ (H,ϕ;µt) = µt (ϕH
⊺)−µt (ϕ)µt (H

⊺) ∈ R
1×p gives the coefficient with finite quadratic variation,

where µt (H) is the componentwise measure of the vector-valued function H . In addition, the filtering equation (A2)
is shown to have a unique solution under proper conditions (Theorem 3.30 and 4.19 in [2] and Theorem 7.7 in [56])
that is also stable (Theorem 2.7 in [6]). Therefore, this guarantees that the solution of the Kushner-Stratonovich
equation (A2) uniquely characterizes the filter distribution µt as a P

(

R
d
)

-valued stochastic process.
Next, assume that the conditional probability µt possesses a square integrable density, µt (dx) = ρt (x) dx, with

respect to the Lebesgue measure. It can be shown under proper conditions (Corollary 7.18 in [2] and [31]), the
conditional probability solution µt of (A1) has a probability density ρt ∈ W 2

k

(

R
d
)

. According to (A2) for the
conditional probability, ρt can be found to be the unique solution to the following SPDE

∂tρt = L∗ρtdt+ ρt
(

H − H̄t

)⊺ (

dyt − H̄tdt
)

, ρt=0 = ρ0, (A3)

where H̄t =
∫

Rd H (x) ρt (x) dx and ρ0 ∈ L2
(

R
d
)

is the absolute continuous density of µ0. The randomness of the
above SPDE only comes from the innovation process dνt = dyt − µt (H) dt as a finite-dimensional white noise in
time.

At last, if the functions on the right hand sides of (A1) satisfy the Ornstein-Uhlenbeck processes with matrix
coefficients, that is, F (u) = Fu + ft and H (u) = Hu + ht. With Gaussian initial condition, u0 ∼ N (û0, C0),
the conditional distribution µt = N (ût, Ct) given Gt in (A2) becomes a multivariate normal distribution, where
ût = E [ut | Gt] and Ct = E [(ut − ût) (ut − ût)

⊺ | Gt]. The filtering equations for ût ∈ R
d and Ct ∈ R

d×d are given
by the Kalman-Bucy filter [28]

dût = (F ût + ft) dt+Kt [dyt − (Hût + ht) dt] , (A4a)

Ċt = FCt + CtF
⊺ −KtK

⊺

t +ΣΣ⊺. (A4b)

with the Kalman gain matrix Kt = CtH
⊺. Above, (A4a) is an SDE coupled with the deterministic Riccati equation

(A4b).

24



A.2 Infinite dimensional filtering in Hilbert space

It is shown that the linear Kalman-Bucy filter can be generalized to linear stochastic equations on a Hilbert space
[10, 20]. Let H be a Hilbert space. Denote L2 (Ω,G,P;H) as the collection of all H-valued G-measurable square-
integrable random variables. The expectation of u ∈ L2 (Ω,G,P;H) is denoted by

E [u] =

∫

Ω

u (ω) dP (ω) . (A5)

The inner produce for u, v ∈ L2 (Ω,G,P;H) can be defined as 〈u, v〉2 = E [〈u, v〉H ] =
∫

Ω
〈u (ω) , v (ω)〉H dP (ω).

With the above notations, the covariance operator C can be introduced as an element in the linear transformations
L (H,H).

Definition 13. Let u, v ∈ L2 (Ω,G,P;H) be two H-valued random variables. Then the covariance of u and v is
given by

C (u, v) = E [u⊗ v]− E [u]⊗ E [v] , (A6)

where u (ω)⊗ v (ω) ∈ L (H,H) is a linear transformation of H into H defined for any f ∈ H as

(u⊗ v) f = u 〈v, f〉H .

It is easy to check that the adjoint C (u, v)
∗
= C (v, u) and C (u, u)

∗
= C (u, u) is self-adjoint since

〈f, (u⊗ v) g〉H = 〈u, f〉H 〈v, g〉H

Notice that if H = R
d is finite-dimensional, for any x, y ∈ L2

(

Ω,G,P;Rd
)

, x⊗ y = xy⊺ ∈ R
d×d, then the covariance

C (x, y) ∈ R
d×d becomes the d× d matrix

C (x, y) = E [xy⊺]− E [x]E [y]⊺ = E [(x− E [x]) (y − E [y])⊺] .

Then, we call the ut (ω) from [0, T ]×Ω to H an H-valued stochastic process. An infinite-dimensional H-valued
Wiener process Wt can be defined accordingly and the Itô integral can be generalized to infinite-dimensional Hilbert
space accordingly (see Chapter 2 of [44] with precise validations). Therefore, the signal process ut of filtering can
be given by the following H-valued SDE

dut = Atutdt+QtdWt, ut=0 = u0, (A7)

where At ∈ L∞ ([0, T ] ;L (H,H)) is a regulated mapping of [0, T ] into L (H,H) (which is further generalized to
unbounded operators in [11]) and Qt ∈ L2 ([0, T ] ;L (H,H)), and Wt is the H-valued Wiener process. It can be
shown (Theorem 2.13 in [44] and Theorem 5.1 in [20]) that (A7) has unique solution in L2 (Ω,G,P;H) with initial

value E

[

|u0|
2
H

]

<∞. The observation stochastic process yt ∈ R
p can be generated by the SDE

dyt = Htutdt+ dBt, yt=0 = y0, (A8)

where Ht is a linear mapping of [0, T ] into L (H,Rp), and Bt is the Wiener process in R
p independent of Wt. The

infinite-dimensional filtering problem can be then described as: given ys, s ≤ t, determine the optimal estimate ût
of ut that minimizes

E

[

|ut − v|2H

]

, v ∈ L2 (Ω,Gt,P;H) , (A9)

where Gt = σ {ys, s ≤ t} is generated by the observations up to time t.
Finally, in parallel to the Kalman-Bucy filter (A4) in finite-dimensional space, similar result can be extended to

the above infinite-dimensional filtering problem (A7) and (A8). Below, we summarize the main results in Theorem
7.10, 7.14 of [20].

Theorem 14. The optimal filter solution ût of (A9) exists and is unique, which satisfies the following infinite-
dimensional SDE

dût = Atûtdt+Kt (dyt −Htûtdt) , ût=0 = u0, (A10)

where Kt = CtH∗
t ∈ L (Rp, H) with H∗

t the adjoint of Ht. And the covariance operator Ct = E [(ut − ût)⊗ (ut − ût)]
satisfies the following Riccati equation

Ċt = AtCt + CtA
∗
t −KtK

∗
t +QtQ

∗
t , Ct=0 = C (u0, u0) . (A11)
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A.3 Kalman-Bucy filter with conditional Gaussian processes

The linear Kalman-Bucy filter can be generalized to nonlinear filtering accepting the conditional Gaussian processes
[36]. The conditional Gaussian process (vt, yt) , 0 ≤ t ≤ T is given by the solution of the following coupled equations

dvt = [Ft (yt) vt + ft (yt)] dt+ΣtdWt, vt=0 = v0, (A12a)

dyt = [Ht (yt) vt + ht (yt)] dt+ ΓtdBt, yt=0 = y0, (A12b)

where Wt, Bt are mutually independent standard Gaussian white noise processes, and the initial states (v0, y0) are
random variables independent of Wt, Bt. In general, vt ∈ R

d represents the signal process and yt ∈ R
p represents the

observation process. The functions ft, Ft and ht, Ht are globally Lipschitz continuous and uniformly bounded on the
observed state yt over the time interval 0 ≤ t ≤ T . Assume that the sequence (vt, yt) is obtained from a realization
ω and the initial condition, {v0, y0}. We can then define the observation sequence Yt = {ys (ω) , s ≤ t} as well as
the unobserved target signal vt = vt (ω). The above system (A12) is called the conditional Gaussian process since
the conditional distribution µt = P (vt ∈ · | Yt) given Yt becomes a Gaussian distribution a.s. if µ0 = P (v0 ∈ · | y0)
is Gaussian (Theorem 12.6 of [36]).

Next, let Gt = σ {ys, s ≤ t}, and define the mean v̂t = E [vt | Gt] and covariance Ĉt = E [(vt − v̂t) (vt − v̂t)
⊺ | Gt]

w.r.t. the conditional Gaussian distribution µt = N
(

v̂t, Ĉt

)

. Then, it shows that the explicit dynamical equations

for
(

v̂t, Ĉt

)

can be derived based on the conditional Gaussian process (A12). As a result, filtering equations

from the linear Kalman-Bucy filter (A4) can be directly applied to the conditional linear system regardless of its
essentially nonlinear dynamics. The equations of the conditional Gaussian processes and the uniqueness of the
solutions are proved under suitable conditions for the model coefficients in Chapter 12 of [36]. We summarize the
results according to Theorem 12.7 of [36] for the nonlinear conditional Gaussian filter.

Theorem 15. The conditional distribution µt of the stochastic processes vt given Yt from (A12) is Gaussian,

N
(

v̂t, Ĉt

)

. Then, with ΓtΓ
⊺

t ≻ 0 and the initial mean and covariance v̂0, Ĉ0, the solutions for the mean v̂t and

covariance matrix Ĉt are uniquely given by the following closed equations

dv̂t = [Ft (yt) v̂t + ft (yt)] dt

+Kt (yt) (ΓtΓ
⊺

t )
−1

{dyt − [Ht (yt) v̂t + ht (yt)] dt} , (A13a)

dĈt =
[

Ft (yt) Ĉt + ĈtFt (yt)
⊺ +ΣtΣ

⊺

t

]

dt

−Kt (yt) (ΓtΓ
⊺

t )
−1
K⊺

t (yt) dt, (A13b)

where Kt (yt) = Ĉt (yt)Ht (yt)
⊺
. The matrix Ĉt will remain positive-definite for all 0 ≤ t ≤ T if Ĉ0 ≻ 0.

B Detailed proofs of theorems

Proof of Lemma 1. First, consider the model (2.7) without the relaxation term in Rt, that is, set ǫ−1 = 0. Applying
Itô’s formula for Zt with any test function ϕ ∈ C2

b

(

R
d
)

gives

dϕ (Zt) =L (ūt, Rt)ϕ (Zt) dt+∇ϕ (Zt)
⊺
ΣtdWt

=∇ϕ (Zt)
⊺
[L (ūt)Zt + Γ (ZtZ

⊺

t −Rt)] dt (B1)

+
1

2
ΣtΣ

⊺

t : ∇∇ϕ (Zt) dt+∇ϕ (Zt)
⊺
ΣtdWt, (B2)

where L is the generator of Zt. Given any statistical solution (ūt, Rt) and taking expectation using ϕ (Z) = Z, the
equation for the first moment of Zt can be found as

d

dt
E [Zt] = [L (ūt)E [Zt] + Γ (E [ZtZ

⊺

t ]−Rt)] . (B3)
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Next by taking ϕ (Z) = ZkZl, we have

d (Zk.tZl,t) =
∑

m

[Lkm (ūt)Zm.tZl,t + Zk.tZm,tLlm (ūt)] dt+Σkm,tΣlm,tdt

+
∑

m,n

γmnk (Zm,tZn,tZl,t −Rmn,tZl,t) dt+ γmnl (Zm,tZn,tZk,t −Rmn,tZk,t) dt

+
∑

m

Σkm,tZl,tdWm,t +Σlm,tZk,tdWm,t.

This implies the second moment equation of Zt as

d

dt
E [ZtZ

⊺

t ] =
∑

m

[Lkm (ūt)E [Zm.tZl,t] + E [Zk.tZm,t]Llm (ūt)] dt+ ΣtΣ
⊺

t (B4)

+
∑

m,n

γmnk (E [Zm,tZn,tZl,t]−Rmn,tE [Zl,t]) dt+ γmnl (E [Zm,tZn,tZk,t]−Rmn,tE [Zk,t]) dt.

Assuming E [Zt] = 0 and E [ZtZ
⊺

t ] = Rt for any time instant t, first we see that the right hand side of (B3)
will always stay zero. Then, with the same statistics in the third moments of Zt, the right hand side of (B4)
becomes equal to the right hand of the statistical equation of Rt in (2.7) with (2.8). Uniqueness of solution in the
statistical equations given the same initial values implies that the leading two moments of Zt satisfy E [Zt] = 0 and
E [ZtZ

⊺

t ] = Rt for all t > 0.
Finally, by adding the additional relaxation term, ǫ−1 (E [ZtZ

⊺

t ]−Rt) in the dynamics of Rt, the statistical
consistency condition (2.9) guarantees Rt = E [ZtZ

⊺

t ] for all the time. Thus this term gives zero contribution, so
the model (2.7) will also produce the same statistical solution.

Proof of Proposition 2. First, consider Eϕ (ut) with any test function ϕ ∈ C2
b

(

R
d
)

w.r.t. the PDF pt for the state
of the original system (1.1). Itô’s lemma shows that

dEϕ (ut)

dt
= E [(Λut +B (ut, ut) + Ft) · ∇ϕ (ut)] +

1

2
E [σtσ

⊺

t : ∇∇ϕ (ut)] ,

where A : ∇∇f =
∑

mn amn∂um
∂un

f . By taking ϕ = u and introducing the decomposition u′ = u−Eu =
∑

k u
′
k,tv̂k

with u′k,t = v̂k · u′t, we have

dEut
dt

= E [Λut +B (u, u) + Ft]

= ΛEut +B (Eu,Eu) +
∑

k,l

E
[

u′k,tu
′
l,t

]

B (v̂k, v̂l) + Ft. (B5)

Above, we use the bilinearity of the operator B and Eu′ = 0, such that

EB (u, u) = EB (Eu + u′,Eu + u′)

= E [B (Eu,Eu) +B (Eu, u′) +B (u′,Eu) +B (u′, u′)]

= B (Eu,Eu) + E

∑

k,l

B
(

u′k,tv̂k, u
′
l,tv̂l

)

= B (Eu,Eu) +
∑

k,l

E
[

u′k,tu
′
l,t

]

B (v̂k, v̂l) .
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Similarly, by taking ϕ = (v̂k · u′t) (u
′
t · v̂l) = u′⊺t Au

′
t with A = v̂lv̂

⊺

k , we find

d

dt
E
[

u′k,tu
′
l,t

]

=E [(Λut +B (ut, ut) + Ft) · (A+A⊺)u′t] +
1

2
σtσ

⊺

t : (A+A⊺)

=E
[

(u′t · v̂l) (v̂
⊺

kΛu
′
t) +

(

u′⊺t Λ⊺v̂l
)

(v̂k · u′t)
]

+ E
[

v̂l ·B (Eu, u′)u′k,t + v̂k ·B (Eu, u′)u′l,t
]

+ E
[

v̂l ·B (u′,Eu)u′k,t + v̂k ·B (u′,Eu)u′l,t
]

+ E
[

B (u′t, u
′
t) ·
(

v̂lu
′
k,t + v̂ku

′
l,t

)]

+ (σt · v̂k) (v̂l · σt)

=
∑

m

(v̂⊺kΛv̂m)E
[

u′m,tu
′
l,t

]

+ E
[

u′k,tu
′
m,t

]

(v̂⊺l Λ
⊺v̂m) + (σt · v̂k) (v̂l · σt) (B6)

+
∑

m

[

v̂⊺kB (Eu, v̂m)E
[

u′m,tu
′
l,t

]

+ E
[

u′k,tu
′
m,t

]

v̂⊺l B (Eu, v̂m)
]

+
∑

m

[

v̂⊺kB (v̂m,Eu)E
[

u′m,tu
′
l,t

]

+ E
[

u′k,tu
′
m,t

]

v̂⊺l B (v̂m,Eu)
]

+
∑

m,n

[

v̂⊺kB (v̂m, v̂n)E
[

u′l,tu
′
m,tu

′
n,t

]

+ v̂⊺l B (v̂m, v̂n)E
[

u′k,tu
′
m,tu

′
n,t

]]

.

Above in the second equality, we use the projection of modes (A+A⊺)u′t = (v̂lv̂
⊺

k + v̂kv̂
⊺

l )u
′
t = v̂lu

′
k,t + v̂ku

′
k,t, and

the bilinearity of the quadratic operator B; and in the third equality, we use the decomposition of fluctuation modes,
u′t =

∑

k u
′
k,tv̂k. We find the coupling operator Lkm = (v̂⊺kΛv̂m) + v̂⊺kB (v̂m,Eu) + v̂⊺kB (v̂m,Eu), the third-order

coupling coefficients γmnk = v̂⊺kB (v̂m, v̂n), as well as the noise term (σt · v̂k) (v̂l · σt).
In addition, by subtracting the mean equation (B5) from the original system (1.1), we find the SDE for the

stochastic state

du′t
dt

=
d

dt
(ut − Eut) =Λut +B (ut, ut) + σtẆt

− ΛEut −B (Eu,Eu)−
∑

m,n

E
[

u′m,tu
′
n,t

]

B (v̂m, v̂n)

=
∑

m

u′m,t [Λv̂m +B (Eu, v̂m) +B (v̂m,Eu)]

+
∑

m,n

[

u′m,tu
′
n,t − E

[

u′m,tu
′
n,t

]]

B (v̂m, v̂n) + σtẆt.

Again in the second equality, we use the spectral decomposition of the fluctuation state u′k,t = u′t · v̂k. By projecting
the state u′t on the basis v̂k, we have

du′k,t
dt

=
∑

k

Lkm (Eut)u
′
m,t +

∑

m,n

γmnk

[

u′m,tu
′
n,t − E

[

u′m,tu
′
n,t

]]

+ v̂⊺kσtẆt, (B7)

with the same parameters Lkm and γmnk defined before. The generator Lu
t of u′t can be written as

Lu
t (pt) =

[

∑

k

Lkm (Eut)u
′
m,t +

∑

m,n

γmnk

(

u′m,tu
′
n,t − E

[

u′m,tu
′
n,t

])

]

· ∇u′ +
1

2
ΣtΣ

⊺

t : ∇u′∇u′ ,

where Lu
t is dependent on pt in computing the expectations.

Next, we consider the closure model (2.7) without the relaxation term

dūt
dt

= Λūt +B (ūt, ūt) +Qm (E [Zt ⊗ Zt]) + Ft,

dRt

dt
= L (ūt)Rt +RtL (ūt) +Qv (E [Zt ⊗ Zt ⊗ Zt]) + ΣtΣ

⊺

t ,

d

dt
E [ϕ (Zt)] = E [Lt (ūt, Rt)ϕ (Zt)] .

(B8)
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where Lt is the generator from (2.15) defined from the McKean-Vlasov SDE of Zt

Lt (ūt, Rt) = [L (ūt)Zt + Γ (ZtZ
⊺

t −Rt)] · ∇z +
1

2
ΣtΣ

⊺

t : ∇z∇z .

The closure terms Qm and Qv in (2.8) have exactly the same structure as that in the original system derived in (B5)
and (B6). In addition, by comparing the above SDEs (B7) and (2.5), it is realized that their generators, Lu

t (pt)
and Lt (ūt, Rt), share the same dynamical structure with the dependence on the first two moments w.r.t. pt and
the statistical solutions ūt, Rt in (B8). Therefore, at any time instant t if we assume consistent statistics

Ept
[ut] = ūt, Ept

[(u′t · v̂k) (u
′
t · v̂l)] = Rkl,t,

as well as

Ept
[ϕ (u′t)] = E

[

ϕ

(

d
∑

k=1

Zk,tv̂k

)]

,

the right hand sides of the original model (B5), (B6), and (B7) become the same as that of the closure model
(B8). Starting from the same initial condition with uniqueness of the solution, it directly implies that the statistical
solutions of the two systems (1.1) and (B8) will remain the same during the entire time evolution.

Proof of Lemma 4. We rewrite the filter model (3.18) for Z̃t by substituting the explicit equation for the observation
process, dyt = [Hρt + ht (yt)] dt+ ΓtdBt, in (3.3)

dZ̃t = at

(

Z̃t

)

dt+Kt

(

Z̃t

){[

Hρt −H
(

Z̃t

)]

dt+ ΓtdBt − ΓtdB̃t

}

.

By applying Itô’s formula on the above SDE, we have for ϕ ∈ C2
b

(

R
d
)

dϕ
(

Z̃t

)

=∇ϕ ·
[(

at −Kt

(

H
(

Z̃t

)

+ ht (yt)
))]

dt

−∇ϕ ·KtΓtdB̃t +∇ϕ ·Ktdyt +KtΓ
2
tK

⊺

t : ∇∇ϕdt, (B9)

where we define A : ∇∇ϕ =
∑d

i,j=1 Aij∂zizjϕ and take the convention (∇f)ij = ∂zifj for the gradient of vector-

valued functions f ∈ C1
(

R
d;Rp

)

. Notice that above the coefficient in the last term is 1 considering the additional
contributions from the independent white noise process ΓtdBt = dyt − [Hρt + ht (yt)] dt in the observation process
besides the original dB̃t, that is,

1

2
∇∇ϕ : d

〈

KΓB̃,KΓB̃
〉

t
+

1

2
∇∇ϕ : d 〈KΓB,KΓB〉t = ∇∇ϕ : KtΓ

2
tK

⊺

t dt,

where we denote 〈M,N〉t as the Meyer’s process of two martingales Mt and Nt.
First, by taking ϕ (z) = H (z) and taking expectation Ẽ w.r.t. ρ̃t conditional on Yt = {ys, s ≤ t} ∈ Gt, we have

dẼH
(

Z̃t

)

=Ẽ

[

∇H
(

Z̃t

)⊺

at

]

dt− Ẽ

[

∇H
(

Z̃t

)⊺

Kt

(

H̄t +H ′
t + ht (yt)

)

]

dt

+ Ẽ

[

∇H
(

Z̃t

)⊺

Kt

]

dyt + Ẽ

[

KtΓ
2
tK

⊺

t : ∇∇H
(

Z̃t

)]

dt

=Ẽ

[

∇H
(

Z̃t

)⊺

at

]

dt+ Ẽ

[

KtΓ
2
tK

⊺

t : ∇∇H
(

Z̃t

)]

dt− Ẽ

[

∇H
(

Z̃t

)⊺

KtH
′
t

]

dt (B10)

+ Ẽ

[

∇H
(

Z̃t

)⊺

Kt

]

{

dyt −
[

H̄t + ht (yt)
]

dt
}

.

In the first line above, we split H
(

Z̃t

)

= H̄t +H ′
t. Notice that the observation process yt ∈ Gt can be brought out
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of the expectation Ẽ [·] = E [· | Gt]. Using the first identity in (3.21) for at, there is

Ẽ

[

∇H
(

Z̃t

)⊺

at

]

=

∫

∇H (z)
⊺
[

∇ ·
(

KtΓ
2
tK

⊺

t

)

−KtΓ
2
t∇ ·K⊺

t

]

ρ̃t (z) dz

=

∫

∇H (z)
⊺
[

∇ ·
(

ρ̃tKtΓ
2
tK

⊺

t

)

−KtΓ
2
tK

⊺

t ∇ρ̃t −KtΓ
2
t∇ ·K⊺

t ρ̃t
]

dz

=−

∫

∇∇H (z) :
(

KtΓ
2
tK

⊺

t

)

ρ̃tdz −

∫

∇H (z)⊺KtΓ
2
t∇ · (ρ̃tK

⊺

t ) dz

=− Ẽ

[

(

KtΓ
2
tK

⊺

t

)

: ∇∇H
(

Z̃t

)]

−

∫

∇H (z)
⊺
KtΓ

2
t∇ · (ρ̃tK

⊺

t ) dz.

Then using the second identity in (3.21) for Kt and denoting H ′
t = H − H̄t, the last term above gets simplified to

−

∫

∇H⊺KtΓ
2
t∇ · (ρ̃tK

⊺

t ) dz =

∫

∇H ′⊺
t Ktρ̃tH

′
tdz = Ẽ

[

∇H ′⊺
t KtH

′
t

]

.

With the above identities, first line of (B10) becomes zero. Further with the second identity in (3.21) for Kt, there
is

Ẽ (K⊺

t ∇ψ) = Γ−2
t Ẽ

[(

H
(

Z̃t

)

− EH
)

ψ
(

Z̃t

)⊺]

,

for any regular function ψ with Eψ = 0. By taking ψ = H − H̄t, there is

Ẽ

[

∇H
(

Z̃t

)⊺

Kt

]

= Ẽ

[(

H
(

Z̃t

)

− H̄t

)(

H
(

Z̃t

)

− H̄t

)⊺]

Γ−2 = CH
t Γ−2

t .

This gives the equation for H̄t = ẼH
(

Z̃t

)

.

Next, we take ϕ (z) = Hk (z)Hl (z). For the convenience of computation, we separate the mean state H̄t as

ϕ (z) =
[

H̄k,t +H ′
k (z)

] [

H̄l,t +H ′
l (z)

]

= H ′
k,t (z)H

′
l,t (z) + H̄k,tH

′
l (z) +H ′

k (z) H̄l,t + H̄k,tH̄l,t.

The last term above is independent of z, thus will vanish after applying Itô’s formula (B9). We have for the first
term on the right hand side

dẼ
[

H ′
k,t

(

Z̃t

)

H ′
l,t

(

Z̃t

)]

= Ẽ∇
(

H ′
k,tH

′
l,t

)⊺ [(

at −Kt

(

H̄t +H ′
t + ht (yt)

))]

dt

+ Ẽ
[

∇
(

H ′
k,tH

′
l,t

)⊺

Kt

]

dyt + Ẽ
[

KtΓ
2
tK

⊺

t : ∇∇
(

H ′
k,tH

′
l,t

)]

dt

= Ẽ
[

∇ (H ′
kH

′
l)

⊺
at
]

dt+ Ẽ
[

KtΓ
2
tK

⊺

t : ∇∇
(

H ′
k,tH

′
l,t

)]

dt (B11)

+ Ẽ
[

∇
(

H ′
k,tH

′
l,t

)⊺

Kt

] {

dyt −
[

H̄t + ht (yt)
]

dt
}

− Ẽ
[

∇
(

H ′
k,tH

′
l,t

)⊺

KtH
′
t

]

.

Using the identifies (3.21) for at and Kt, again we can find

Ẽ
[

∇
(

H ′
k,tH

′
l,t

)⊺

at
]

= −Ẽ
[

KtΓ
2
tK

⊺

t : ∇∇
(

H ′
k,tH

′
l,t

)]

−

∫

∇
(

H ′
k,tH

′
l,t

)⊺

KtΓ
2
t∇ · (ρ̃tK

⊺

t ) dz

= −Ẽ
[

KtΓ
2
tK

⊺

t : ∇∇
(

H ′
k,tH

′
l,t

)]

+ Ẽ
[

∇
(

H ′
k,tH

′
l,t

)⊺

KtH
′
t

]

.

Therefore, we have dẼ
[

H ′
k,tH

′
l,t

]

= Ẽ

[

∇
(

H ′
k,tH

′
l,t

)⊺

Kt

]

{

dyt −
[

H̄t + ht (yt)
]

dt
}

. Further, using the identity for

Kt, the coefficient becomes third moments of H ′
t

Ẽ
[

∇
(

H ′
k,tH

′
l,t

)⊺

Kt

]

=

∫

∇
(

H ′
k,tH

′
l,t

)⊺

Ktρ̃tdz

= −

∫

(

H ′
k,tH

′
l,t

)

[∇ · (ρ̃tK
⊺

t )]
⊺
dz

=

∫

(

H ′
k,tH

′
l,t

) [

ρ̃tΓ
−2
t

(

H (z)− H̄t

)]⊺

dz

= Ẽ
[

H ′
k,tH

′
l,tH

′⊺
]

Γ−2
t .
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Similarly, by repeating the same procedure for H̄k,tH
′
l (z), we have

dẼ
[

H̄k,tH
′
l

(

Z̃t

)]

= Ẽ
[

∇
(

H̄k,tH
′
l,t

)⊺

Kt

] {

dyt −
[

H̄t + ht (yt)
]

dt
}

= Ẽ
[

H ′
l,tH

′⊺
t

]

Γ−2
t

[

dyt −
(

H̄t + ht
)

dt
]

H̄k,t.

And similar result can be achieved for Ẽ

[

H ′
k

(

Z̃t

)

H̄l,t

]

.

Finally, applying Itô’s formula for H̄tH̄
⊺

t where dH̄t = CH
t Γ−2

t

(

Hρt − H̄t

)

dt+ CH
t Γ−1

t dBt as we have derived,
there is,

d
(

H̄tH̄
⊺

t

)

=
(

dH̄t

)

H̄⊺

t + H̄t

(

dH̄⊺

t

)

+ d
〈

CHΓ−1B,CHΓ−1B
〉

t

= CH
t Γ−2

t

[

dyt −
(

H̄t + ht
)

dt
]

H̄⊺

t

+ H̄t

[

dy⊺t −
(

H̄t + ht
)⊺

dt
]

Γ−2
t CH

t

+ CH
t Γ−2

t CH
t dt.

Notice again that the white noise process, CH
t Γ−1

t dBt, gives the last term in the first equality above. Putting all

the above equations together, we get the equation for dCH
t = dẼ

[

H
(

Z̃t

)

H
(

Z̃t

)⊺]

− d
(

H̄tH̄
⊺

t

)

where CH
kl,t =

Ẽ

[

H ′
k,tH

′
l,t

]

.

Proof of Proposition 10. According to (5.4) with K = K̃Γ−2, we need to show

−∇ ·
(

K̃⊺ρ̃
)

H⊺ = ρ̃H ′H⊺ ⇒ Ẽ

[

K̃⊺∇H
]

= Ẽ
[

H ′
(

H̄ +H ′
)⊺]

= CH ,

according to the specific expressions H = Hm and H = Hv. First, we can compute

∇zH
m
l = 2Alz, ∇zH

v
pq = 2zqApz + (z⊺Apz) δqj êj .

Above in Hv for simplicity, we only compute half of the symmetric function and êj is the unit vector with value 1
in the j-th entry.

From direct computations for Hm and using Hm
k = z⊺Akz, we have

∑

j

K̃m
j,k

∂Hm
l

∂zj
=

1

2

[

(z⊺Akz)− H̄m
k

]

∑

j

zj2 (Alz)j

=
[

(z⊺Akz)− H̄m
k

]

(z⊺Alz) = Hm′
k Hm

l .

Similarly for Hv, we can compute

∑

j

K̃v
j,kl

∂Hv
pq

∂zj
=

1

3

[

(z⊺Akz) zl − H̄v
kl

]

∑

j

zj

[

2zq (Apz)j + (z⊺Apz) δqj

]

=
2

3

[

(z⊺Akz) zl − H̄v
kl

]

(z⊺Apz) zq +
1

3

[

(z⊺Akz) zl − H̄v
kl

]

zq (z
⊺Apz)

=
[

(z⊺Akz) zl − H̄v
kl

]

(z⊺Apz) zq = Hv′
klH

v
pq.

This finishes the proof.

Proof of Proposition 12. First, consider the mean equations from the same initial state, we have

ūN,τ
t − ūt =

∫ t

0

[

M
(

ūN,τ

σ(s)

)

−M (ūs)
]

ds+

∫ t

0

[

Fσ(s) − Fs

]

ds

+

∫ t

0

[〈

Hm, ρ̃Nσ(s)

〉

− 〈Hm, ρ̃s〉
]

ds.
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Therefore, using Hölder’s inequality and Lipschitz condition for M there is

E sup
t≤T

∣

∣

∣
ūN,τ
t − ūt

∣

∣

∣

2

≤ 3TβE

∫ T

0

∣

∣

∣
ūN,τ

σ(s) − ūs

∣

∣

∣

2

ds

+ 3TE

∫ T

0

∣

∣

∣

〈

Hm, ρ̃Nσ(s)

〉

− 〈Hm, ρ̃s〉
∣

∣

∣

2

ds+ CT τ

≤ C1

∫ T

0

E sup
s′≤s

∣

∣

∣
ūN,τ
s′ − ūs′

∣

∣

∣

2

ds+ C2τ ‖H
m‖2∞ +

C3

N
‖Hm‖2∞ . (B12)

In the first term above on the right hand side, we follow the same procedure to estimate the error in the corresponding
continuous solution ūN,τ

s compared to the time discretization solution ūN,τ

σ(s)

∣

∣

∣
ūN,τ

σ(s) − ūs

∣

∣

∣

2

≤
∣

∣

∣
ūN,τ

σ(s) − ūN,τ
s

∣

∣

∣

2

+
∣

∣ūN,τ
s − ūs

∣

∣

2
≤ Cτ ‖Hm‖2∞ +

∣

∣ūN,τ
s − ūs

∣

∣

2
.

And in the second line for the term related to Hm, combining the discrete time estimate with (5.8) gives

E

[

sup
t≤T

∣

∣

∣

〈

Hm, ρ̃Nσ(s)

〉

− 〈Hm, ρ̃t〉
∣

∣

∣

2
]

≤

(

Cτ2 +
CT

N

)

‖Hm‖2∞ .

Therefore, applying Grönwall’s inequality to (B12), we get the mean estimate in (5.11).
Next, under a similar fashion, we can compute from the covariance equation and using the Lipschitz condition

for L

E sup
t≤T

∣

∣

∣
RN,τ

t −Rt

∣

∣

∣

2

≤ C1βE sup
t≤T

‖ūt‖
2
∞

∫ T

0

∣

∣

∣
RN,τ

σ(s) −Rs

∣

∣

∣

2

ds

+ C2βE sup
t≤T

∣

∣

∣
ūN,τ

σ(t) − ūt

∣

∣

∣

2

sup
t≤T

∥

∥Rσ(t)

∥

∥

2

+ C3E

∫ T

0

∣

∣

∣

〈

Hv, ρ̃Nσ(s)

〉

− 〈Hv, ρ̃s〉
∣

∣

∣

2

ds+ CT τ.

Using the uniform boundedness of ūt, Rt and (5.8) forHv together with the previous estimate for E supt≤T

∣

∣

∣
ūN,τ

σ(t) − ūt

∣

∣

∣

2

,

we reach the final covariance estimate in (5.11).
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