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ABSTRACT

Microseismic data recorded by surface monitoring arrays can
be used to estimate the effective anisotropy of the overburden
and reservoir. In this study we used the inversion of picked P-
wave arrival times to estimate the Thomsen parameter δ and the
anellipticity coefficient η. This inversion employs an analytic
equation of P-wave traveltimes as a function of offset in homo-
geneous, transversely isotropic media with a vertical axis of
symmetry. We considered a star-like distribution of receivers
and, for this geometry, we analyzed the sensitivity of the inver-
sion method to picking noise and to uncertainties in the P-wave
vertical velocity and source depth. Long offsets, as well as a
high number of receivers per line, improve the estimation of
δ and η from noisy arrival times. However, if we do not use

the correct value of the P-wave vertical velocity or source depth,
the long-offset may increase the inaccuracy in the estimation of
the anisotropic parameters. Such inaccuracy cannot be detected
from time residuals. We also applied this inversion to field data
acquired during the hydraulic fracturing of a gas shale reservoir
and compared the results with the anisotropic parameters esti-
mated from synthetic arrival times computed for an isotropic
layered medium. The effective anisotropy from the inversion
of the field data cannot be explained by layering only and is
partially due to the intrinsic anisotropy of the reservoir and/
or overburden. This study emphasizes the importance of using
accurate values of the vertical velocity and source depth in the
P-wave arrival time inversion for estimating anisotropic para-
meters from passive seismic data.

INTRODUCTION

Elastic media, for which seismic velocities depend on the direc-
tion of wave propagation, are called anisotropic (Thomsen, 1986).
Most crustal rocks are found experimentally to be anisotropic. An-
isotropy in sedimentary rock sequences may be caused by the pre-
ferred orientation of anisotropic mineral grains (such as in a massive
shale formation), the preferred orientation of the shapes of isotropic
minerals (such as flat-lying platelets), or the preferred orientation of
cracks or thin bedding of isotropic or anisotropic layers (Thomsen,
1986). A transversely isotropic medium with vertical axis of sym-
metry (VTI) is believed to be the most common anisotropic model
for sedimentary basins (Grechka et al., 2002). In this study we con-
sider homogeneous VTI media, which are equivalent (in travel-
times) to complex 1D media of isotropic or VTI layers (Backus,

1962; Grechka and Tsvankin, 1998). We do not use a more complex
anisotropy because the observed P-wave arrival times described in
the field data section do not seem to require a higher order of sym-
metry (Eisner et al., 2011).
Ignoring the contribution of the anisotropy to the normal-

moveout (NMO) velocity in shale reservoirs leads to misties in
time-to-depth conversion (Banik, 1984; Alkhalifah et al., 1996;
Sarkar and Tsvankin, 2006). Not only velocity analysis, but prac-
tically all other conventional seismic processing and interpretation
techniques become inaccurate if the medium is anisotropic (Lynn
et al., 1991; Alkhalifah and Larner, 1994; Tsvankin, 1995; Tsvankin
and Thomsen, 1995).
A simple methodology of estimating effective anisotropic

parameters from long-offset seismic data is the inversion of P-wave
arrival times. VTI media are characterized by nonhyperbolic
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reflection moveouts, which are more significant in large-offset ar-
rivals for P-waves. The nonhyperbolicity of the moveout can also be
related to vertical and lateral heterogeneity and reflector curvature
(Fomel and Grechka, 1997). This technique, widely used for active
seismic prospecting (Tsvankin and Thomsen, 1994; Alkhalifah and
Tsvankin, 1995; Grechka and Tsvankin, 1998), can be efficiently
applied to microseismic data analysis as well. Although microseis-
mic events also generate split S-waves that provide an evidence of
anisotropy (e.g., Verdon et al., 2009), the first arrivals of P-waves
can generally be unambiguously picked in noisy (surface) data.
Thus, this study will focus on P-waves only.
Anisotropy is routinely inverted from active data through various

techniques. The most commonly used configuration is the VSP-
type of acquisition (e.g., Jech and Pšenčík, 1992), where receivers
are lowered into a borehole and active sources (shots or vibroseis)
are located at the surface. In such experiments both receiver position
and shot timing are known with sufficient precision. Furthermore,
receivers are distributed over some depth interval. In passive seis-
mic geometry, discussed in this study, only one depth interval of
calibration shots is usually available, and the timing of the shot
is usually unknown. Therefore, this study focuses on the feasibility
of this poorer inversion with additional unknowns. Alternatively,
the presence of anisotropy can be inferred from the S-wave splitting
observed in downhole data (e.g., Verdon et al., 2009). However, we
are studying the feasibility of using P-waves only from surface data
because they might provide an alternative measurement to S-wave
splitting when the S-wave model is not sufficiently known.
Hydraulic fracture stimulation (fracking) is commonly used to

enhance hydrocarbon recovery by increasing the reservoir perme-
ability. These stimulations consist of injecting high-pressure fluids
into rock formations. Such injections induce microseismic events
that are monitored to optimize the hydraulic fracturing. A star-
shaped array of surface (or near-surface) geophones can be used
to monitor the induced microseismicity. The monitoring of induced
seismicity differs from active seismic prospecting by having more
unknowns. The origin time is obviously not known for microseis-
mic events and often even for perforation shots. The locations of
perforation shots are known with a limited precision, which de-
pends on the accuracy of a well-deviation survey (Bulant et al.,

2007). A velocity model is usually calibrated from seismic signals
of perforation shots at known positions along the treatment well.
Chambers et al., (2010b) test the ability to detect microseismic

events with a surface star-like array by locating several perforation
shots in isotropic layered media. The application of isotropic velo-
city models to surface monitoring of induced microseismicity is
also discussed by Chambers et al. (2010a) in an application of data
from Valhall. In their study, the authors used an isotropic model
built on active seismic monitoring, whereas this study investigates
the possibility of building an effective anisotropic model.
In this study, we investigate the feasibility of inverting passive

seismic data for effective anisotropic parameters, assuming a
VTI model of the subsurface. We investigate the sensitivity of
the P-wave arrival time inversion to picking errors and uncertainties
in the P-wave vertical velocity and source location. We also aim to
better understand the effects of the possible incorrectness of these
input parameters on the results of the inversion and to verify the
effectiveness and limits of using large offsets and short receiver spa-
cing. Moreover, we show some results of the application of the P-
wave arrival time inversion to four perforation shots at a gas shale
reservoir as an example of practical velocity model calibration.
We use star-array geometry for our synthetic tests as this layout is

similar to the field test of this study. We believe our conclusions are
not significantly affected by the chosen geometry, as illustrated by
Zhang et al. (2011) (Zhang, Y., L. Eisner, W. Barker, M. C. Mueller,
K. Smith, 2011, Consistent imaging of hydraulic fracture treatments
from permanent arrays through calibrated velocity model: sub-
mitted to Geophysical Prospecting).

P-WAVE TRAVELTIME INVERSION
FOR HOMOGENEOUS TRANSVERSELY

ISOTROPIC (TI) MEDIA

Traditionally, the inversion of P-wave traveltime has been used
for active seismic applications (Tsvankin and Thomsen, 1994;
Alkhalifah and Tsvankin, 1995; Grechka and Tsvankin, 1998).
Considering a straight-line raypath in a single horizontal homoge-
neous isotropic layer, the traveltime of the direct P-wave from a
subsurface source is given by

tðxÞ2 ¼ tð0Þ2 þ x2∕VNMO
2; (1)

where tð0Þ is the zero-offset one-way traveltime, x is the offset, i.e.,
the horizontal distance from the source, and VNMO is the normal-
moveout velocity, being the P-wave velocity of the isotropic med-
ium (Figure 1). The moveout travel-time described by equation 1 is
hyperbolic.
Let us consider a single horizontal homogeneous transversely

isotropic layer with a vertical symmetry axis (VTI). In the small
offset approximation equation 1 still holds, but

VNMO ¼ VP0ð1þ 2δÞ1∕2; (2)

where VP0 is the P-wave vertical velocity and δ is one of the Thom-
sen parameters (Thomsen, 1986). In small offsets the moveout is
still hyperbolic, but VNMO is neither the vertical, nor the horizontal
P-wave velocity of the medium.
Alkhalifah and Tsvankin (1995) showed that, in laterally homo-

geneous VTI media, the traveltimes of qP-waves depend mainly on
the zero-dip normal-moveout velocity VNMO and the anellipticity
parameter η, controlling the nonhyperbolic moveout:
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Figure 1. Schematic representation of a passive seismic monitoring
experiment.
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η ¼ ϵ − δ

1þ 2δ
; (3)

where ϵ is one of the Thomsen parameters, whose value in VTI
media is close to the fractional difference between the horizontal
and vertical P-wave velocities (Thomsen, 1986).
Alkhalifah and Tsvankin (1995) modified a three-term Taylor

series expansion of the moveout given by Tsvankin and Thomsen
(1994) as

t2ðxÞ ¼ t2ð0Þ þ x2

V2
NMO

−
2ηx4

V2
NMO½t2ð0ÞV2

NMO þ ð1þ 2ηÞx2� ;
(4)

where VNMO is given by equation 2. Here the coefficient of x4 is
modified to fit the horizontal velocity. This moveout equation is
suitable for computation of P-wave traveltimes in the large-offset
approximation. Furthermore, the equation holds even for computing
the traveltime from a source at depth to the surface, if x is the hor-
izontal distance of the receiver from the source and tð0Þ is the one-
way traveltime. This equation can be used to invert arrival times
from microseismic events or perforation or calibration shots.
Arrival times can be inverted in a nonlinear iterative inversion mini-
mizing the residuals between observed and synthetic traveltimes.
This inversion uses as input arrival times tAðxÞ determined along
various offsets. The traveltimes tðxÞ in equation 4 are matched with
the arrival times corrected for an origin time t0 as

tðxÞ ¼ tAðxÞ − t0: (5)

Thus, to invert VTI parameters δ and η, we need to either know or
invert origin time t0, vertical P-wave velocity VP0, the depth of the
source, and the one-way vertical traveltime tð0Þ). Without restric-
tion to generality, we assume that the horizontal position of the
source is either known with sufficient accuracy (perforation shots)
or determined from symmetry of the moveout, independently of the
velocity model calibration.

SYNTHETIC DATA

In this section we describe the synthetic data set, which is similar
to the real data sets discussed in the field data section. Here we in-
vestigate synthetic arrival times for homogeneous anisotropic media
equivalent to a layered model with a vertical axis of symmetry; such
a model is appropriate for most fractured shale basins. Figure 1
shows a vertical cross section through the synthetic passive seismic
monitoring experiment of this study. The microseismic source is
located at depth zS and the receiver at offset x; tðxÞ is the traveltime
at offset x and tð0Þ is the one-way vertical traveltime. To compute
synthetic arrival times and perform the P-wave arrival time inver-
sion, receivers are arranged in eight regularly spaced lines (45° spa-
cing) radiating from a central point, in a star-like pattern. The source
is located in the center of the star at a depth of 2100 m, as illustrated
in Figure 2. The coordinates of the source are xS ¼ 3350 m,
yS ¼ 3350 m, and zS ¼ 2100 m. The effective vertical velocity
V true
P0 is 2906 m∕s and the anisotropic parameters are δ ¼ 0.1

and η ¼ 0.1. We chose δ to be equal to η, as we want to compare
the relative changes of these parameters in the inversion. From the
computed traveltimes we subtract 0.5 s, corresponding to the origin
time t0 ¼ −0.5 s.

The traveltimes are computed using equation 4, i.e., we use the
same equation for forward and inverse modeling. We have also used
alternative computations of traveltimes (e.g., traveltimes computed
with equations listed in Bulant et al. (2007) and full-wave numerical
modeling (Carcione, 2007) and picking) and have obtained similar
results. Therefore, we assume that this choice does not affect our
conclusions. To simulate picking noise, we perturb synthetic arrival
times with Gaussian noise with zero mean and increasing values of
standard deviation σn, from 0 to 4 ms. The standard deviation of the
Gaussian noise is given by

σn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

N
i¼1 n

2
i

N

r
; (6)

where ni is the noise added to the arrival times and N is the number
of arrival times in the data set. And analogously the rms of residuals,
either from synthetic or real data sets, is

rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

N
i¼1 ðtdatai − tsynthi Þ2

N

s
; (7)

where tdatai are input arrival times and tsynthi are computed
arrival times.

SENSITIVITY ANALYSIS OF P-WAVE
TRAVELTIME INVERSION

In the following inversion tests we invert for anisotropic para-
meters δ and η and origin time t0. For input parameters we use ar-
rival times with variable noise levels, the vertical P-wave velocity
VP0, and the source location (xS, yS, zS). We investigate the sensi-
tivity of the inverted parameters to input parameters, particularly the
source depth and vertical P-wave velocity. We consider the horizon-
tal coordinates of the source (xS and yS) as known parameters, as
they can be robustly inverted in VTI media. We do not invert more
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Figure 2. Arrival time contour over a plan view of a typical layout
for surface array monitoring of hydraulic stimulations. The source is
located in the center of the star. The gray lines represent the different
arms of the star-pattern array.
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than three parameters (δ, η, and t0) because equation 4 shows that
only three coefficients of the Taylor expansion can be determined
independently. This is analogous to the inversion described in
Bulant et al. (2007), in which only three parameters were deter-
mined independently. In our case, we chose the origin time and an-
isotropy as unknowns. However, if the origin time is known we can
invert for the vertical velocity instead.

Sensitivity to picking noise

In principle, once the VTI character of the subsoil has been as-
certained, the inversion of P-wave arrival times can be performed
for a single seismic line, e.g., a single arm of the star-array. How-
ever, in the presence of picking noise, a large number of arrival
times given by an equally large number of receivers provides better
statistical sampling resulting in a more precise estimate of anisotro-
pic parameters δ and η. Figure 3 shows the results of 100 inversions,
each of them characterized by a different realization of the Gaussian
noise (σn ¼ 4 ms). The maximum offset-to-source-depth ratio
(MO/SD) is 1.5, the receivers spacing is 16 m, and the number
of receivers per line is 200. Triangles and circles show inverted
δ and η using the eight-arm star-array and line 1 alone, respectively.
The two anisotropic parameters are characterized by a linear trend
as values of δ and η trade off with one another. Inversions of the data
set from the star-array result in tighter clustering than inversions of
the data from single line 1, both centered on the true (input) values.
All inversions in this study are performed using the star-array
geometry.
Figure 4a and b shows δ and η, respectively, inverted from syn-

thetic arrival times perturbed with different levels of Gaussian noise
σn. Figure 4c and d shows inverted origin times t0 and the root mean
square of time residuals (rms). The maximum offset-to-source-
depth ratio (MO/SD) is 1.5, the receiver spacing is 16 m, and
the number of receivers per line is 200. For each noise level (σn)
we compute 100 realizations. Inaccuracies in the estimated aniso-
tropic parameters are proportional to the picking noise, and η is
more sensitive than δ to the noise level. t0 is little affected by
the picking noise. The rms of time residuals (Figure 4d) has the

same value of σn; thus, we may use the measured
rms values in a real data set as an estimate of the
noise in picked arrival times.
Figure 5a and b shows the standard deviation

of δ and η, respectively, versus the MO/SD with
σn of 4 ms. For each MO/SD value, the curves
represent the standard deviation of 100 estimated
anisotropic parameters, corresponding to 100
noise realizations in the synthetic arrival-times.
Figure 5 shows three curves in each plot. To ob-
tain the curves defined by circles, we increase the
offset by adding receivers to each arm of the star-
array; the receiver spacing is constant (25 m) and
the number of receivers varies between 63
(MO∕SD ¼ 0.75) and 168 (MO∕SD ¼ 2). The
curves defined by asterisks are computed by
keeping constant the number of receivers per line
(100) and increasing the receiver spacing from
16 m (MO∕SD ¼ 0.75) to 42 m (MO∕SD ¼ 2).
The curves given by triangles use 200 receivers
per line and receiver spacing from 8 m
(MO∕SD ¼ 0.75) to 21 m (MO∕SD ¼ 2).
The standard deviation of the inverted δ and
η decreases as MO/SD increases. The fastest
decrease of the error is for MO/SD smaller
than one, and the improvement to the inverted
anisotropic parameters from offsets larger than
1.5 source depth is negligible. A greater num-
ber of receivers per line provides a better es-
timate of anisotropic parameters by means of
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Figure 3. Anisotropic parameters δ versus η as results of inversions
of traveltimes perturbed with 100 different realizations of Gaussian
noise (σn ¼ 4 ms). Triangles correspond to inversions with the star
geometry and circles indicate inversions with a single-line geome-
try. The cross indicates the actual values of the anisotropic para-
meters (δ ¼ 0.1 and η ¼ 0.1).
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Figure 4. Estimated anisotropic parameter δ (a), η (b), origin time t0 (c), and rms of time
residuals (d) for nine values of the standard deviation of Gaussian noise (σn). The max-
imum offset-to-source depth ratio (MO/SD) is 1.5, the receiver spacing is 16 m, and the
number of receivers per line is 200.
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a better statistical sampling of noise. This conclusion is similar to
the one obtained with the test in Figure 3. Increasing the max-
imum offset by adding receivers to the seismic lines results in the
most effective reduction of the standard deviations of δ and η.
This is also shown in Figure 6a and b by plotting the standard

deviation of δ and η, respectively, as a function of the number
of receivers per line (nr) for a fixed MO/SD. For each value nr
we show the standard deviations of δ and η, resulting from 100 noise
realization of arrival times. MO/SD is 1.5 and the arrival times are
affected by the picking noise with the σn of the normal distribution
of 4 ms. The maximum offset is kept constant, and increasing the
number of receivers reduces the receiver spacing. The estimated va-
lues of δ and η dramatically improve as more receivers are added to
each arm of the star-array: up to 200 receivers corresponding to a
receiver spacing of 15 m. Note that the uncertainty reduction falls
off approximately as 1ffiffiffi

N
p , where N is the number of receivers.

Sensitivity to P-wave vertical velocity

To study the sensitivity of this P-wave arrival
time inversion technique to the input value of the
P-wave velocity in the vertical direction (VP0) we
perform arrival-time inversions considering se-
ven different velocity values, ranging from
−10% to þ10% of the actual value V true

P0 ¼
2960 m∕s. Synthetic traveltimes are computed
with the actual values of the P-wave vertical ve-
locity V true

P0 , but they are inverted in view of the
incorrect values of VP0.
Figure 7 shows the inverted δ, η, origin time t0,

and the rms of the time residuals, respectively, as
a function of the assumed input P-wave vertical
velocity VP0. For each value of the P-wave
vertical velocity, we perform 100 inversions, cor-
responding to 100 noise realizations in the syn-
thetic arrival-times. The standard deviation of
the Gaussian noise is 4 ms. The maximum
offset-to-source-depth ratio is 1.5 and the num-
ber of receivers per arm is 200. Each circle in
Figures 7a–d represents the result of one of
the 100 performed inversions. For P-wave verti-
cal velocities differing from the actual value
V true
P0 , the estimated δ (Figure 7a) and η

(Figure 7b) reveal a systematic bias increasing
almost linearly with the actual difference be-
tween the correct and input vertical velocity.
However, the scatter (or standard deviation) of
the inverted anisotropic parameters remains ap-
proximately constant and depends on the level
of noise in the arrival-times (Figure 7d). The
bias, or accuracy, of the two inverted anisotropic
parameters is proportional to jVP0 − V true

P0 j. The
scatter, or precision, depends only on the level
of noise in the arrival times. Because the noise
level was kept constant in this test, the inverted
δ and η show a constant scatter for all the VP0

values. Origin time t0, shown in Figure 7c, is
not affected by the Gaussian noise but depends
on the input P-wave vertical velocity. The rms
of the time residuals (Figure 7d) equals the noise

level (σn) but is unaffected by VP0. The presence of picking noise in
the input arrival times can be inferred from the root mean square of
the time residuals. Instead, inaccurate values of the input P-wave
vertical velocity cause proportional inaccuracies in the estimated
anisotropic parameters that cannot be detected from the rms or
any other result of the inversion.
Figure 8a and b shows the dependence of the means (solid lines)

and standard deviations (shaded areas) of 100 inverted δ and η on
the maximum offset-to-source-depth ratio (MO/SD). We show three
dependences for three different input vertical velocities:
VP0 ¼ 0.9V true

P0 , VP0 ¼ V true
P0 , and VP0 ¼ 1.1V true

P0 . The input arrival
times are perturbed with Gaussian noise (σn ¼ 4 ms). The symbols
in Figure 8a and b are the mean values of the anisotropic parameters
inverted from 100 realizations of randomly distributed Gaussian
noise in the synthetic arrival times. They represent the accuracy
of the inversion method as a function of MO/SD and VP0. The stan-
dard deviations σδ and ση (shaded area) for the increasing maximum
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Figure 5. Standard deviation of 100 estimations of anisotropic parameters δ (a) and η (b)
versus maximum offset-to-source-depth ratio (MO/SD). The standard deviation for the
Gaussian noise perturbing the synthetic traveltimes is 4 ms. For curves defined by cir-
cles, the maximum offset is increased by increasing the number of receivers in each line
of the star-array from 63 (MO∕SD ¼ 0.75) to 168 (MO∕SD ¼ 2). For curves, given by
asterisks and triangles, the arms are stretched, increasing the receiver spacing with a
constant number of receivers per line of 100 and 200, respectively.
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Figure 6. The standard deviation of anisotropic parameter δ (a) and anellipticity coeffi-
cient η (b) versus the number of receivers per line (nr). Each circle is the standard devia-
tion of 100 estimations corresponding to the same number of different noise realizations.
The maximum offset-to-source-depth ratio is 1.5. The standard deviation for the
Gaussian noise is 4 ms.
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offset-to-source-depth ratio are related to the Gaussian noise in the
arrival times. The surprising result is increasing bias (inaccuracy)
for η with increasing maximum offset for VP0 ≠ V true

P0 . There are
two sources of uncertainty in the estimated parameters: the lack
of accuracy, highlighted by the means and related to the incorrect
value of VP0, and the lack of precision, highlighted by the standard
deviations and due to the picking noise. For the Thomsen parameter
δ, both the accuracy and precision improve with increasing MO/SD.

The accuracy of the anellipticity coefficient η strongly decreases as
the maximum offset increases, and the precision slightly increases.

Sensitivity to source depth

Similar to the test used for the sensitivity analysis to the P-wave
vertical velocity, we invert the arrival times perturbed with white
Gaussian noise (σn ¼ 4 ms) with various source depth values z 0S
ranging from 0.95zS to 1.05zS, where zS ¼ 2100 m is the actual
source depth used to compute the arrival times.

Figure 9 shows δ, η, origin time t0, and the rms
of the time residuals, respectively, as a
function of z 0S. For each value z 0S we perform
100 inversions, corresponding to 100 noise rea-
lizations. The standard deviation of the Gaussian
noise is 4 ms. The maximum offset to the source
depth ratio is 1.5, and the number of receivers in
each line is 200. For source depths different from
the actual value, the inverted δ and η are charac-
terized by a systematic error proportional to
jz 0S − zSj. The depth z 0S affects the accuracy,
but not the precision, of the inversion results.
The precision is again controlled by noise in
the arrival times only, because the scatter remains
constant in Figure 9a, b, and d. The inverted ori-
gin times (Figure 9c) are not affected by the
Gaussian noise, but they strongly depend on the
source depth.
Figure 10a and b shows the means (solid lines)

and standard deviations (shaded areas) of δ and η
as a function of the source-to-depth ratio (MO/
SD); three values of source depths were tested:
z 0S ¼ 0.95zS, z 0S ¼ zS, and z 0S ¼ 1.05zS. The accu-
racy of the inversion of both anisotropic para-
meters decreases with increasing offset. This
can be understood from the fact that the VTI an-
isotropy mainly affects horizontal traveltimes.
Thus, as the offset increases, the raypaths be-
come more horizontal, and the erroneous depth
is compensated by larger values of the VTI para-
meters. The precision of the inversion method,
emphasized by standard deviations σδ and ση,
strongly increases with MO/SD. The increasing
of the precision, inferred by the narrowing of the
shaded areas with increasing MO/SD, could give
an incorrect impression of obtaining more accu-
rate results. Similar to the results of the P-wave
vertical velocity test, the noise level in the
arrival times can be gathered from the rms of
the time residuals. An incorrect source depth
causes inaccuracies in the estimated δ and η,
and this inaccuracy increases with greater max-
imum offsets. Such inaccuracies do not occur
with any output parameter of the inversion.
The results of testing the P-wave arrival time

inversion with synthetic traveltimes are summar-
ized in Table 1. Uncertainties in the input para-
meters are given in roman type and their effect
on the results of the inversions are given in
italic type.
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FIELD DATA

Microseismic monitoring was performed by Microseismic Inc.
during the hydraulic fracturing of a gas shale reservoir located
in North America and operated by Newfield Exploration Mid-
Continent Inc. They used a 10-line Fracstar® array (Figure 11) with
1C geophones located on the earth’s surface. The number of recei-
vers per arm varied between 54 (line four) and 122 (lines two and
10) and the average receiver distance was 23 m. The formation was
accessed by perforating the casing at reservoir depth. Such perfora-
tion shots are generally used to calibrate the
velocity model in downhole and surface monitor-
ing. As the tests on synthetic data sets in previous
sections revealed, the inverted anisotropic para-
meters depend on the correct depth of the
microseismic event. The depth of induced micro-
seismic events is unknown; therefore, the inver-
sion was performed from perforation shots,
whose positions are known with high accuracy
(less than 2% error, as discussed in Bulant
et al., 2007). We apply the previously described
inversion to P-wave arrival times measured from
perforation shots. All of the shots belong to the
same stage with a horizontal shot separation of
37 m; the vertical separation of shots is negligi-
ble. Perforation shot coordinates are given in
Table 2.
Figure 11 shows the manually picked and in-

terpolated arrival times for perforation shot 1.
Microseismic data from the northwestern part
of the array are too noisy to pick the first arrivals.
Figure 12 shows an example of seismic sec-

tions relative to shot 1. We apply a band-pass fre-
quency filter with corner frequencies 6, 12, 60,
and 70 Hz.
To apply the P-wave traveltime inversion for

homogenous-anisotropic media to this data set,
we compute the effective vertical velocity at
the source depth: for a given depth of a seismic
source, the effective velocity is the P-wave velo-
city of an equivalent homogeneous medium
yielding the same zero-offset travel-time as the
layered medium. Figure 13 shows the 1D P-wave
vertical velocity profile derived from 3D active
seismic over the reservoir (continuous lines)
and the effective vertical velocity (dashed curve).
The effective velocity at the depth of the perfora-
tion shots is VP0 ¼ 2906 m∕s.
Figure 14a and b shows the time residuals of

perforation shot 1 interpolated in a map-view
plot and as a function of offset, respectively.
The results of the inversions of picked arrival
times from the four perforation shots are given in
Table 3. δ and η are high, indicating an anisotro-
pic medium. The anisotropic parameters shown
in Table 3 are similar from shot to shot, although
they were obtained from independently picked
arrival times of the four perforation shots. Shot
4 yields a slightly higher δ and a lower η than
the other shots. Because of the strong noise level

in the northwestern part of the array, we could pick only arrivals
from lines (1), (2), (3), (10), and part of (9) (see Figure 11 for line
number reference). This makes shot 4 the least constrained.
Finally, the resulting rms is comparable to the test of Figure 3;
we can see that the scatter of the inverted anisotropic parameters
is very consistent, and even the “error” of inverted parameters from
shot 4 is consistent with the δ-η trade-off observed in the test on the
synthetic data set.
The nonhyperbolicity of the moveout can also be caused by ver-

tical and lateral heterogeneity (Backus, 1962; Fomel and Grechka,
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residuals (d) versus source depth. The maximum offset-to-source-depth ratio is 1.5, the
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1997). Inversions of arrival times in isotropic layered media can
result in apparent anisotropy. To estimate the influence of layering
on the above inverted effective anisotropy we compute and invert
synthetic arrival times for a layered isotropic medium. We consider
a horizontally layered model suitable for this data set with the
P-wave velocity profile shown in Figure 13 (continuous line).

We compute the synthetic traveltimes in the isotropic layered model
and add Gaussian noise with zero mean and σn ¼ 4 ms, similar to
the residuals observed in the inversions of the field data. Figure 15
shows the time residuals from the inversion of synthetic arrival
times computed with the same geometry of the field data (see
Figure 14). Table 2 shows the inverted anisotropic parameters,
which are only about 50% of the anisotropic parameters observed
in the inversion of the real data set, assuming a homogeneous med-
ium. Hence, we conclude that the isotropic layers seem to cause
only about 50% of the effective anisotropy, indicating that the med-
ium is also anisotropic.

Table 1. Summary of the results of P-wave arrival time
inversions of synthetic data.

δ η t0
Picking noise Scattered*† Scattered*† No effect

Velocity Lower than V true
P0 Higher* Higher Lower

Higher than V true
P0 Lower* Lower Higher

Source depth Lower than zS Higher Lower Higher

Higher than zS Lower Higher Lower

*Long offsets improve the estimation.
†A high number of receivers per line improves the estimation.

Table 2. Input parameters for P-wave arrival time inversions
of field data.

Easting (m) Northing (m) Depth (m) V true
P0 (m∕s)

Shot 1 2343 2410 2100 2906

Shot 2 2341 2517 2100 2906

Shot 3 2341 2552 2099 2906

Shot 4 2342 2590 2100 2906
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A more general conclusion about the inverted anisotropic para-
meters requires the generalization of the methodology to at least 1D
layered media. The observed anisotropy strength seems to be con-
sistent with that observed in active seismics. The residuals observed
in the test on the real data set are surprisingly low, suggesting small
effects of the near-surface structure in this area.

CONCLUSIONS

In this study, we investigate reservoir characterization from an
array of sensors with a star geometry, deployed on the earth’s sur-
face, to monitor hydraulic stimulations. We explore the sensitivity
of the P-wave arrival time inversion for homogeneous transversely

isotropic media with a vertical axis of symmetry
to picking errors and uncertainties in the P-wave
vertical velocity and source depth.
The Gaussian noise perturbing the synthetic

arrival times affects the precision of the resulting
anisotropic parameters δ and η, whereas the ori-
gin time is estimated accurately. Long offsets of
the lines forming the star-pattern array improve
the estimation of anisotropic parameters, most ef-
fectively up to 1.5 of the maximum offset-to-
depth ratio. Increasing the number of receivers
per line of the star-array also increases the pre-
cision of the resulting anisotropic parameters, be-
cause they improve statistical sampling. Long
offsets, and a high number of receivers per line
improve the estimation of δ and η from noisy ar-
rival times only if accurate values of the source
depth and vertical P-wave velocity are used. If
the latter input values are not correctly estimated,
the increase of the maximum offset causes a bias

of the estimated anisotropic parameters. The precision increases
with increasing the length of the maximum offset and the number
of receivers, giving an incorrect impression of more accurate results.
Operators and service companies need to use an accurate vertical

velocity and good calibration shots to obtain reliable unbiased
estimates of anisotropy for microseismic monitoring. A well-
calibrated anisotropic velocity model is needed for accurate and un-
biased locations of microseismic events.
We also apply the P-wave arrival time inversion to four perfora-

tion shots recorded from microseismic monitoring and obtain con-
sistent results from the four independent inversions, resulting in
approximately δ ¼ 0.27 and η ¼ 0.12. Furthermore, we invert
the synthetic arrival times computed with an isotropic layered mod-
el suitable for this reservoir and obtain an effective anisotropy ap-
proximately 50% in strength. Thus, we conclude that the effective
anisotropy observed in the field data is caused partially by the in-

trinsic anisotropic properties of the formations.
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Figure 14. (a) Contour plot showing the time residuals from the inversion of field data
(shot 1); the straight gray lines represent the 10 arms of receivers of the Fracstar, and the
white star is the source location. (b) The time residuals of perforation shot 1 of picked
arrival times versus offset.
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Figure 15. (a) A contour plot showing the time residuals from inversion of synthetic
data; the straight, gray lines represent the 10 arms of receivers of the Fracstar, and the
white star is the source location. (b) The time residuals of perforation shot 1 of synthetic
arrival times versus offset.

Table 3. Results of P-wave arrival time inversions of field
data.

t0 (s) δ η rms (ms)

Shot 1 −0.256 0.1173 0.2734 4.0

Shot 2 0.666 0.1207 0.2644 3.4

Shot 3 0.433 0.1205 0.2763 3.3

Shot 4 −0.118 0.1358 0.2223 4.4

Isotropic 0.001 0.0115 0.11,537 4.3
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