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- Goodman, Jacob E.(1-CCNY); Pollack, Richard(1-NY-X), "There are asymptotically far fewer polytopes than we thought." Bull. Amer. Math. Soc. (N.S.) 14 (1986), no. 1, 127-129.
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## On the number of "cells" ...

Theorem (B., Pollack, Roy (1996))
Let $\mathcal{P} \subset \mathrm{R}\left[X_{1}, \ldots, X_{k}\right]$ be a finite set with $\operatorname{deg}(P) \leq d, P \in \mathcal{P}$ and
$V \subset \mathrm{R}^{k}$ be an algebraic set, and suppose that $V$ is cut out by polynomials also of degree bounded by $d$. Then, the number of connected components of the realizations of all realizable sign conditions of $\mathcal{P}$ on $V$ is bounded by

$$
s^{\operatorname{dim}_{R}(V)}(O(d))^{k}
$$

where $\operatorname{card}(\mathcal{P})=s$.
As a consequence
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As a consequence ...
Corollary
The VC co-density of the family of real algebraic sets defined by a polynomials of degree $d$ on $V$ is bounded by $\operatorname{dim}_{R}(V)$.

## Generalizations ...

(1) Higher Betti numbers.General (not just locally closed) semi-algebraic sets.
(3) Better bounds for other families semi-algebraic sets - for example, symmetric ones, defined by randomly chosen polynomials etc.
(9) More refined dependence on the degrees of the polynomials.
(0) Dependence on the "geometric" degree of $V$ rather than on the degrees of polynomials cutting it out.
(0) More general structures rather than that of real semi-algebraic sets. For example, o-minimal structures, more generally arbitrary NIP structures where $\operatorname{dim} V$ makes sense.
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## Fixing some notation

- Throughout, $R$ will denote a real closed field and $C=R[i]$ the algebraic closure of R .
- Given $P \in R\left[X_{1}, \ldots, X_{k}\right]$ we denote by $\operatorname{Zer}\left(P, \mathrm{R}^{k}\right)$ the set of zeros of $P$ in $\mathrm{R}^{k}$
- Given a finite set $P \subset R\left[X_{1}, \ldots, X_{k}\right]$, a subset $S \subset R^{k}$ is $\mathcal{P}$-semi-algebraic if $S$ is the realization of a Boolean formula with atoms $P=0, P>0$ or $P<0$ with $P \in \mathcal{P}$ (we will call such a formula a quantifier-free $\mathcal{P}$-formula).
- We call a semi-algebraic set a $\mathcal{P}$-closed semi-algebraic set if it is defined by a Boolean formula with no negations with atoms $P=0$, $P \geq 0$, or $P \leq 0$ with $P \in \mathcal{P}$.
- For any semi-algebraic set $S$, we will denote

$$
b(S, \mathbb{F})=\sum b_{i}(S, \mathbb{F})
$$
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## Upper bounds on Betti numbers: using effective triangulation

- Upper bounds on the Betti numbers of semi-algebraic sets follow from results on effective triangulation of semi-algebraic sets.
- Effective triangulation in turn uses cylindrical algebraic decomposition - Collins (1976), Wüthrich (1976)
- This yields bounds that are doubly exponential in $k$. That is,


Open problems:

- Prove or disprove the existence of a semi-algebraic triangulation or stratification of semi-algebraic sets with single exponential complexity.
- Corresponding algorithmic question
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Upper bounds on Betti numbers: using the critical point method/Morse theory

- Main idea was to use make a perturbation to reduce to the compact, non-singular, situation and then use Morse theory in order to bound the Betti numbers by the number of critical points of some affine function restricted to the hypersurface. The number of critical point is bounded by Bezout's theorem.
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## Upper bounds on Betti numbers: using the critical point method/Morse theory

- Main idea was to use make a perturbation to reduce to the compact, non-singular, situation and then use Morse theory in order to bound the Betti numbers by the number of critical points of some affine function restricted to the hypersurface. The number of critical point is bounded by Bezout's theorem.
- In this way one obtains (Oleĭnik-Petrovskiĭ (1949), Thom, Milnor $(1960 \mathrm{~s})) b\left(\operatorname{Zer}\left(\mathcal{P}, \mathrm{R}^{k}\right), \mathbb{F}\right) \leq d(2 d-1)^{k-1}$.
- Generalized to more general semi-algebraic sets - ( to $\mathcal{P}$-closed s.a. sets by B.(1999), and then to arbitrary $\mathcal{P}$-s.a. sets Gabrielov-Vorobjov (2005)).
- Generalization uses additional techniques such as generalized Mayer-Vietoris inequalities, homotopic approximations by compact sets (Gabrielov-Vorobjov) etc.
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For completeness ...
Theorem (B.(1999), B.,Pollack,Roy(2005))
Let $S$ be a $\mathcal{P}$-closed semi-algebraic set $S \subset \mathrm{R}^{k}$, with $s=\operatorname{card}(\mathcal{P})$, and $d=\max _{P \in \mathcal{P}} \operatorname{deg}(P)$, and $V$ a real algebraic set also defined by a polynomial of degree at most $d$. Then,

$$
\begin{aligned}
b(S \cap V, \mathbb{F}) & \leq \sum_{i=0}^{\operatorname{dim}_{\mathrm{R}}(V)} \sum_{j=0}^{\operatorname{dim}_{\mathrm{R}}(V)-i}\binom{s+1}{j} 6^{j} d(2 d-1)^{k-1} \\
& =s^{\operatorname{dim}_{R}(V)}(O(d))^{k} .
\end{aligned}
$$

## Upper bounds on Betti numbers: using complex geometry

- Suppose that $V(\mathrm{C}) \subset \mathbb{P}^{k}(\mathrm{C})$ is a non-singular complete intersection defined by polynomials of degree $d_{1} \leq d_{2} \leq \cdots \leq d_{\ell}, \ell \leq k$. $V(\mathrm{C})$ is of complex dimension $k-\ell$, and real dimension $2(k-\ell)$.
The cohomology of $V(\mathrm{C})$ is concentrated in dimension $k-\ell$, and
there is a formula for $b(V(\mathrm{C}), \mathbb{Z})$ - namely:
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## Consequence for real non-singular complete intersections

- Since the cohomology of $V$ is torsion free, $b(V(\mathbb{C}), \mathbb{Z})=b\left(V(\mathbb{C}), \mathbb{Z}_{2}\right)$.
- If $V$ is defined by real polynomials, then using the fact that $V(\mathrm{C})$ admits an involution (complex conjugation), the sum of the $\mathbb{Z}_{2}$-Betti numbers of the fixed points of this involution, i.e. $V(\mathrm{R})$, is bounded by $b\left(V(C), \mathbb{Z}_{2}\right)$ (Smith inequality)
- So we obtain:
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- However, this is often not enough.
- One would like to have a bound solely in terms of $\operatorname{deg}(V)$ dropping the complete intersection assumption.
- Recent work of M. Walsh (2019) seems to achieve that (though with a caveat)
- He obtains a bound of $O_{k}(1) \operatorname{deg}(V) \operatorname{deg}(P)^{\operatorname{dim}(V)}$ on the "number of connected components of $\mathrm{R}^{k}-\operatorname{Zer}\left(P, \mathrm{R}^{k}\right)$ which has a non-empty intersection with $V^{\prime \prime}$. This is a priori smaller than $b_{0}\left(V-\operatorname{Zer}\left(P, \mathrm{R}^{k}\right)\right)$ (for example if $\left.\operatorname{Zer}\left(P, \mathrm{R}^{k}\right)=\emptyset\right)$.
- Open problems: What about "refined" bounds on the sum of all the Betti numbers ?
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- The above statement is a Theorem for "o-minimal structures" (B.-Raz 2018), and more generally for all "distal structures" (Chernikov-Galvin-Starchenko (2018)).
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## Generalization of Oleinnik-Petrovskiĭ type bounds to the "o-minimal" case

Theorem (B. 2010)
Let $V, W$ and $X \subset V \times W$ be definable sets (in an o-minimal expansion of $(\mathrm{R},+, \cdot,<)$ ). Then, there exists a constant $C=C(X)>0$ such that for all $s, \bar{w} \in W^{s}$, and $i, 0 \leq i \leq \operatorname{dim}(V)$,
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## Generalization of Oleĭnik-Petrovskiĭ type bounds to the "o-minimal" case

Theorem (B. 2010)
Let $V, W$ and $X \subset V \times W$ be definable sets (in an o-minimal expansion of $(\mathrm{R},+, \cdot,<)$ ). Then, there exists a constant $C=C(X)>0$ such that for all $s, \bar{w} \in W^{s}$, and $i, 0 \leq i \leq \operatorname{dim}(V)$,

$$
\sum_{E\{0,1\}[1, s]} b_{i}\left(V_{\sigma}\right) \leq C s^{\operatorname{dim}(V)-i}
$$

where

$$
V_{\sigma}=\bigcap_{i, \sigma(i)=1} X_{w_{i}} \cap \bigcap_{i, \sigma(i)=0}\left(V-X_{w_{i}}\right),
$$

and $X_{w}=X \cap \pi_{W}^{-1}(w)$ for all $w \in W$.

## Generalization of Oleñik-Petrovskiĭ type bounds to the "o-minimal" case (cont).

## The special case for $i=0$ yields:

The main fact used in the proof is just that all definable subsets of $V$ have vanishing cohomology in dimensions greater than $\operatorname{dim}(V)$.

## Generalization of Oleinnik-Petrovskiĭ type bounds to the "o-minimal" case (cont).

"Proof".

Mayer-Vietoris inequalities + local contractibility of definable sets + finiteness of topological types amongst the fibers of any fixed definable map.

The special case for $i=0$ yields:

The main fact used in the proof is just that all definable subsets of $V$ have vanishing cohomology in dimensions greater than $\operatorname{dim}(V)$

## Generalization of Oleinnik-Petrovskiĭ type bounds to the "o-minimal" case (cont).

"Proof".

Mayer-Vietoris inequalities + local contractibility of definable sets + finiteness of topological types amongst the fibers of any fixed definable map.

The special case for $i=0$ yields:

The main fact used in the proof is just that all definable subsets of $V$ have vanishing cohomology in dimensions greater than $\operatorname{dim}(V)$

## Generalization of Oleĭnik-Petrovskiĭ type bounds to the "o-minimal" case (cont).

"Proof".
Mayer-Vietoris inequalities + local contractibility of definable sets + finiteness of topological types amongst the fibers of any fixed definable map.

The special case for $i=0$ yields:
Corollary
VC co-density of the family $\left(X_{w}\right)_{w \in W}$ is at most $\operatorname{dim}(V)$.
The main fact used in the proof is just that all definable subsets of $V$ have vanishing cohomology in dimensions greater than $\operatorname{dim}(V)$.

## Generalization of Oleĭnik-Petrovskiĭ type bounds to the "o-minimal" case (cont).

"Proof".
Mayer-Vietoris inequalities + local contractibility of definable sets + finiteness of topological types amongst the fibers of any fixed definable map.

The special case for $i=0$ yields:
Corollary
VC co-density of the family $\left(X_{w}\right)_{w \in W}$ is at most $\operatorname{dim}(V)$.
The main fact used in the proof is just that all definable subsets of $V$ have vanishing cohomology in dimensions greater than $\operatorname{dim}(V)$.

## Generalization of Olěnik-Petrovskiĭ type bounds to the "o-minimal" case (cont).

"Proof".

Mayer-Vietoris inequalities + local contractibility of definable sets + finiteness of topological types amongst the fibers of any fixed definable map.

The special case for $i=0$ yields:
Corollary
$V C$ co-density of the family $\left(X_{w}\right)_{w \in W}$ is at most $\operatorname{dim}(V)$.
The main fact used in the proof is just that all definable subsets of $V$ have vanishing cohomology in dimensions greater than $\operatorname{dim}(V)$.

## VC co-density bounds in other NIP structures

- One class of NIP theories that has been extensively studied is that of Algebraically Closed Valued Fields - ACF with a non-archimedean valuation, such as $\mathbb{C}((t))$.
- Definable subsets are given by (two-sorted) formulas with atoms of the
form $|F| \leq \lambda \cdot|G|$, where $|\cdot|$ denotes the valuation, $F, G$ usual
polynomials with coefficients in the field, and $\lambda$ in the value group
written multiplicatively.
- Upper bounds on the VC co-density of definable families having
studied extensively by model theorists who obtained a bound of
2 dim( $V)-1$ (using the same notation from the previous frame)
[Aschenbrenner-Dolich-Haskell-Macpherson-Starchenko(2016)].
- Using deep recent results of Hrushovski-Loeser on the tame
topological properties of "spaces of stably dominated types" - we can apply the same cohomological technique as in the o-minimal case and improve their bound to the optimal possible, namely $\operatorname{dim}(V)$ (joint
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- One class of NIP theories that has been extensively studied is that of Algebraically Closed Valued Fields - ACF with a non-archimedean valuation, such as $\mathbb{C}((t))$.
- Definable subsets are given by (two-sorted) formulas with atoms of the form $|F| \leq \lambda \cdot|G|$, where $|\cdot|$ denotes the valuation, $F, G$ usual polynomials with coefficients in the field, and $\lambda$ in the value group written multiplicatively.
- Upper bounds on the VC co-density of definable families having studied extensively by model theorists who obtained a bound of $2 \operatorname{dim}(V)-1$ (using the same notation from the previous frame) [Aschenbrenner-Dolich-Haskell-Macpherson-Starchenko(2016)].
- Using deep recent results of Hrushovski-Loeser on the tame topological properties of "spaces of stably dominated types" - we can apply the same cohomological technique as in the o-minimal case and improve their bound to the optimal possible, namely $\operatorname{dim}(V)$ (joint work with D. Patel (2019)).

Thank you.

