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"illustrates the power of counting"
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\begin{aligned}
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## Main theorem

## Theorem (B-Zell,2008)

$$
\mathbf{P H}_{\mathbb{R}}^{c} \subset \mathbf{P}_{\mathbb{R}}^{\# \mathbf{P}_{\mathbb{R}}^{\dagger}}
$$

## Remark about the compactness assumption

- Even though the restriction to compact semi-algebraic sets might appear to be only a technicality at first glance, this is actually an important restriction.

> For instance, it is a long-standing open question in real complexity theory whether there exists an $\mathbf{N P}_{\mathbb{R}}$-complete problem which belongs to the class $\Sigma_{1}^{c}$ (the compact version of the class $N \mathbb{P}_{\mathbb{R}}$ i.e. where the certificates are constrained to come from a compact set).
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## Summary of the Main Idea

- Our main tool is a topological construction which given a semi-algebraic set $S \subset \mathbb{R}^{m+n}, p \geq 0$, and $\pi_{\mathbf{Y}}: \mathbb{R}^{m+n} \rightarrow \mathbb{R}^{n}$ denoting the projection along (say) the $\mathbf{Y}$-co-ordinates, constructs efficiently a semi-algebraic set, $D_{\mathbf{Y}}^{p}(S)$, such that

$$
b_{i}\left(\pi_{\mathbf{Y}}(S)\right)=b_{i}\left(D_{\mathbf{Y}}^{p}(S)\right), 0 \leq i<p
$$

- Notice that even if there exists an efficient (i.e. polynomial time) algorithm for checking membership in $S$, the same need not be true for the image $\pi_{\mathrm{Y}}(S)$
A second topological ingredient is Alexander-Lefshetz duality which relates the Betti numbers of a compact subset $K$ of the sphere $S^{n}$ with those of $S^{\prime}$
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b_{i}\left(\pi_{\mathbf{Y}}(S)\right)=b_{i}\left(D_{\mathbf{Y}}^{p}(S)\right), 0 \leq i<p .
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- Notice that even if there exists an efficient (i.e. polynomial time) algorithm for checking membership in $S$, the same need not be true for the image $\pi_{\mathrm{Y}}(S)$.
- A second topological ingredient is Alexander-Lefshetz duality which relates the Betti numbers of a compact subset $K$ of the sphere $\mathbf{S}^{n}$ with those of $\mathbf{S}^{n}-K$.


## The case $\Sigma_{\mathbb{R}, 1}^{c}$

- Consider a closed semi-algebraic set $S \subset \mathbf{S}^{k} \times \mathbf{S}^{\ell}$ be defined by a quantifier free formula $\phi(Y, X)$ and let

$$
\pi_{\mathbf{Y}}: \mathbf{S}^{k} \times \mathbf{S}^{\ell} \rightarrow \mathbf{S}^{k}
$$

be the projection map along the $\mathbf{Y}$ coordinates.

- Then the formula $\Phi(\mathbf{X})=\exists \mathrm{Y} \phi(\mathbf{X}, \mathrm{Y})$ is satisfied by $\mathrm{X} \in \mathrm{S}^{1}$ if and only if $b_{0}\left(S_{\mathbf{x}}\right) \neq 0$, where $S_{\mathbf{X}}=S \cap \pi_{\mathbf{Y}}^{-1}(\mathbf{x})$. Thus, the
problem of deciding the truth of $\Phi(\mathbf{x})$ is reduced to computing a Betti number (the 0-th) of the fiber of $S$ over $\mathbf{x}$.
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- Using the same notation as before we have that the formula $\psi(\mathbf{X})=\forall \mathbf{Y} \phi(\mathbf{X}, \mathbf{Y})$ is satisfied by $\mathbf{x} \in \mathbf{S}^{k}$ if and only if $b_{0}\left(\mathbf{S}^{\ell} \backslash S_{\mathbf{x}}\right)=0$ which is equivalent to $b_{\ell}\left(S_{\mathbf{x}}\right)=1$ (by Alexander duality).
- Notice, that as before the problem of deciding the truth of $\Psi(\mathbf{x})$ is reduced to computing a Betti number (the $\ell$-th) of the fiber of $S$ over $\mathbf{x}$.
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- For $\mathbf{x} \in \mathbf{S}^{k}, \Phi(\mathbf{x})$ is true if and only if $\pi_{\mathbf{Z}}(S)_{\mathbf{x}}=\mathbf{S}^{\ell}$, which is equivalent to $b_{\ell}\left(D_{\mathbf{Z}}^{\ell+1}(S)_{\mathbf{x}}\right)=1$
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## The case : $\Pi_{\mathbb{R}, 2}^{c}$ (cont.)

- Thus for any $\mathbf{x} \in \mathbf{S}^{k}$, the truth or falsity of $\Phi(\mathbf{x})$ is determined by a certain Betti number of the fiber $D_{\mathbf{Z}}^{\ell+1}(S)_{\mathbf{x}}$ over $\mathbf{x}$ of a certain semi-algebraic set $D_{\mathbf{Z}}^{\ell+1}(S)$ which can be constructed efficiently in terms of the set $S$.


## In general ...

The idea behind the proof of the main theorem is a recursive application of the above argument in case when the number of quantifier alternations is larger (but still bounded by some constant) while keeping track of the growth in the sizes of the intermediate formulas and also the number of quantified variables.

## Key Proposition

Suppose there exists a real Turing machine $M$, and a sequence of formulas

$$
\begin{gathered}
\Phi_{n}\left(X_{0}, \ldots, X_{n}, Y_{0}, \ldots, Y_{m-1}\right):= \\
\left(Q_{1} \mathbf{Z}^{1} \in \mathbf{S}^{k_{1}}\right) \cdots\left(Q_{\omega} \mathbf{Z}^{\omega} \in \mathbf{S}^{k_{\omega}}\right) \phi_{n}\left(\mathbf{X}, \mathbf{Y}, \mathbf{Z}^{1}, \ldots, \mathbf{Z}^{\omega}\right),
\end{gathered}
$$

having free variables $(\mathbf{X}, \mathbf{Y})=\left(X_{0}, \ldots, X_{n}, Y_{0}, \ldots, Y_{m-1}\right)$, with

$$
Q_{1}, \ldots, Q_{\omega} \in\{\exists, \forall\}, Q_{i} \neq Q_{i+1},
$$

where $\phi_{n}$ a quantifier-free formula defining a closed (respectively open) semi-algebraic subset of $\mathbf{S}^{n}$, and such that $M$ tests membership in the semi-algebraic sets defined by $\phi_{n}$ in polynomial time.

## Key Proposition (cont.)

Then, there exists a polynomial time real Turing machine $M^{\prime}$ which recognizes the semi-algebraic sets defined by a sequence of quantifier-free first order formulas $\left(\Theta_{n}\left(\mathbf{X}, V_{0}, \ldots, V_{N}\right)\right)_{n>0}$ such that for each $\mathbf{x} \in \mathbf{S}^{n}$, where $\Theta_{n}(\mathbf{x}, V)$ describes a closed (respectively open) semi-algebraic subset $T_{n} \subset \mathbf{S}^{N}$, with $N=n^{O(1)}$, and polynomial-time computable maps

$$
F_{n}: \mathbb{Z}[T]_{\leq N} \rightarrow \mathbb{Z}[T]_{\leq m}
$$

such that

$$
P_{\mathcal{R}\left(\Phi_{n}(\mathbf{x}, \mathbf{Y})\right)}=F_{n}\left(P_{\mathcal{R}\left(\Theta_{n}(\mathbf{x}, V)\right)}\right)
$$
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## Topological Join

The join $J(X, Y)$ of two topological spaces $X$ and $Y$ is defined by

$$
J(X, Y) \stackrel{\text { def }}{=} X \times Y \times \Delta^{1} / \sim
$$

where

$$
\left(x, y, t_{0}, t_{1}\right) \sim\left(x^{\prime}, y^{\prime}, t_{0}, t_{1}\right)
$$

$$
\text { if } t_{0}=1, x=x^{\prime} \text { or } t_{1}=1, y=y^{\prime}
$$

Intuitively, $J(X, Y)$ is obtained by joining each point of $X$ with each point of $Y$ by a unit interval.
Example:
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## Topological Join

The join $J(X, Y)$ of two topological spaces $X$ and $Y$ is defined by

$$
J(X, Y) \stackrel{\text { def }}{=} X \times Y \times \Delta^{1} / \sim
$$

where

$$
\left(x, y, t_{0}, t_{1}\right) \sim\left(x^{\prime}, y^{\prime}, t_{0}, t_{1}\right)
$$

if $t_{0}=1, x=x^{\prime}$ or $t_{1}=1, y=y^{\prime}$.
Intuitively, $J(X, Y)$ is obtained by joining each point of $X$ with each point of $Y$ by a unit interval.
Example:

$$
J\left(\mathbf{S}^{m}, \mathbf{S}^{n}\right) \cong \mathbf{S}^{m+n+1}
$$

## Iterated joins

For $p \geq 0$, the $(p+1)$-fold join $J^{p}(X)$ of $X$ is

$$
J^{p}(X) \stackrel{\text { def }}{=} \underbrace{X \times \cdots \times X}_{(p+1) \text { times }} \times \Delta^{p} / \sim,
$$

where

$$
\left(x_{0}, \ldots, x_{p}, t_{0}, \ldots, t_{p}\right) \sim\left(x_{0}^{\prime}, \ldots, x_{p}^{\prime}, t_{0}, \ldots, t_{p}\right)
$$

if for each $i$ with $t_{i} \neq 0, x_{i}=x_{i}^{\prime}$. It is easy to see that, $J^{P}\left(\mathrm{~S}^{0}\right)$, of the zero dimensional sphere is homeomorphic to $S^{P}$.

## Iterated joins

For $p \geq 0$, the $(p+1)$-fold join $J^{p}(X)$ of $X$ is

$$
J^{p}(X) \stackrel{\text { def }}{=} \underbrace{X \times \cdots \times X}_{(p+1) \text { times }} \times \Delta^{p} / \sim
$$

where

$$
\left(x_{0}, \ldots, x_{p}, t_{0}, \ldots, t_{p}\right) \sim\left(x_{0}^{\prime}, \ldots, x_{p}^{\prime}, t_{0}, \ldots, t_{p}\right)
$$

if for each $i$ with $t_{i} \neq 0, x_{i}=x_{i}^{\prime}$. It is easy to see that, $J^{D}\left(\mathbf{S}^{0}\right)$, of the zero dimensional sphere is homeomorphic to $\mathbf{S}^{p}$.

## p-equivalence

We call a map $f: A \rightarrow B$ between two topological spaces to be a $p$-equivalence if the induced homomorphism

$$
f_{*}: \mathrm{H}_{i}(A) \rightarrow \mathrm{H}_{i}(B)
$$

is an isomorphism for all $0 \leq i<p$, and an epimorphism for $i=p$.
fact, this holds much more generally and we have that

## p-equivalence

We call a map $f: A \rightarrow B$ between two topological spaces to be a $p$-equivalence if the induced homomorphism

$$
f_{*}: \mathrm{H}_{i}(A) \rightarrow \mathrm{H}_{i}(B)
$$

is an isomorphism for all $0 \leq i<p$, and an epimorphism for $i=p$. Observe that $J^{P}\left(\mathbf{S}^{0}\right) \cong \mathbf{S}^{p}$ is $p$-equivalent to a point. In fact, this holds much more generally and we have that

## Connectivity Property of Join Spaces

## Theorem

Let $X$ be a compact semi-algebraic set. Then, the $(p+1)$-fold join $J^{p}(X)$ is p-equivalent to a point.

## Topological join over a map

Let $f: A \rightarrow B$ be a map between topological spaces $A$ and $B$. For $p \geq 0$ the $(p+1)$-fold join $J_{f}^{p}(A)$ of $A$ over $f$ is

$$
J_{f}^{p}(A) \stackrel{\text { def }}{=} \underbrace{A \times_{B} \cdots \times_{B} A}_{(p+1) \text { times }} \times \Delta^{p} / \sim,
$$

where

$$
\left(x_{0}, \ldots, x_{p}, t_{0}, \ldots, t_{p}\right) \sim\left(x_{0}^{\prime}, \ldots, x_{p}^{\prime}, t_{0}, \ldots, t_{p}\right)
$$

if for each $i$ with $t_{i} \neq 0, x_{i}=x_{i}^{\prime}$.

## Property of fibered join

## Theorem

Let $f: A \rightarrow B$ be a semi-algebraic map that is a semi-algebraic compact covering (i.e. for every semi-algebraic compact subset $L \subset f(A)$ there exsists a semi-algebraic compact subset $K \subset A$ with $f(K)=L)$. Then for every $p \geq 0$, the map $f$ induces a p-equivalence

$$
J(f): J_{f}^{p}(A) \rightarrow f(A)
$$

## Key Lemma

## Lemma

Let $S \subset \mathbf{S}^{m} \times \mathbf{S}^{n}$ be a compact semi-algebraic set and let $\pi$ denote the projection on the second sphere.
Then there exists a semi-algebraic set $D_{\mathrm{Y}}(S)$ which is homotopy equivalent to $J_{\pi}^{n+1}(S)$ and such that membership in $D_{\mathrm{Y}}(S)$ can be checked in polynomial time if the same is true for S itself.

