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We present an efficient scheme within the phase field framework for imposing dynamic contact angle
boundary conditions for wall-bounded flows of two immiscible incompressible fluids with large density
ratios. First, we develop an algorithm for imposing the dynamic contact angle boundary conditions to the
Cahn–Hilliard equation. Our algorithm consists of two components: (i) we ignore the boundary condi-
tions and transform the Cahn–Hilliard equation into two nominally de-coupled Helmholtz type equations;
(ii) we treat the dynamic contact angle boundary conditions in such a manner that the two Helmholtz-
type equations are truly de-coupled. Then, we combine this algorithm, together with a scheme for vari-
able-density Navier–Stokes equations we developed recently, to form an efficient method for the coupled
system of Navier–Stokes and Cahn–Hilliard equations for contact line problems involving large density
ratios. The overall method can deal with moving contact lines under dynamic and also static contact
angle boundary conditions. It is endowed with several attractive features that make the method very effi-
cient. In particular, computations for all flow variables are completely decoupled. The resultant linear
algebraic systems after discretization for all flow variables involve only constant and time-independent
coefficient matrices, which can be pre-computed during pre-processing, even though the coupled Navier–
Stokes/Cahn–Hilliard system involves variable density and variable viscosity. Ample numerical simula-
tions of wall-bounded air/water two-phase flows have been presented to demonstrate the capability of
the method for dealing with contact line problems under dynamic and static contact-angle conditions
involving large density ratios.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

When the mixture of two immiscible fluids is in contact with a
solid wall, a moving contact line forms where the fluid interface
intersects the wall. Moving contact line problems are omnipresent
in natural world and man-made applications, wherever one fluid
displaces another on a solid surface. Numerical simulations of such
problems are complicated by a non-physical divergent stress at the
contact line [14], which stems from the fact that continuum fluid
mechanics breaks down at molecular distances from the contact
line. Several models/approaches have been proposed to circumvent
this difficulty in the context of continuum mechanics, including
precursor film [7], slip [20,18], and diffuse interface or phase field
formulations [21]. We consider the phase field approach in the cur-
rent paper.

Methods for dealing with the contact angle (static/dynamic), i.e.
the angle formed between the fluid interface and the solid wall, in
numerical simulations have emerged only recently and are an ac-
tive area of research. The approaches chosen largely depend on
the numerical strategies used for the interface description (such
ll rights reserved.
as level set [27,31], front tracking [36,35], volume of fluids [30],
or phase field [25,24]) and the methods for spatial discretization
(e.g. finite difference- or finite element-based). They can be based
on contact-angle models or contact-angle laws [5,19], see e.g.
[1,13] with volume of fluids, [26] with front tracking, and [34] with
level set methods for this type of strategies. They can also be based
on geometric formulations, which is usually implemented with fi-
nite difference-type methods, see e.g. [8,23] for this type of strate-
gies. Contact angle conditions can also be enforced in the weak
sense, which is usually implemented with finite element-type
methods, see e.g. [44,41].

Hereafter we focus on the phase field approach for contact line
problems. In this approach, the sharp fluid interface is replaced by
a thin smooth transition layer (i.e. diffuse interface) connecting the
two immiscible incompressible fluids, and the two-phase system is
described by a phase field function, which varies continuously
within the transition layer and is mostly uniform in the bulk
phases. The governing equations consist of the incompressible Na-
vier–Stokes equations with an extra term which arises naturally
from a variational procedure and accounts for the surface tension
effect [24], and the Cahn–Hilliard equation which describes the
evolution of the phase field function. With the phase field
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approach, the contact line moves naturally on the solid surface due
to a diffusive flux across the interface driven by the gradient of the
chemical potential [21,41], and there is no longer a singularity.

The contact angle boundary condition for the phase field func-
tion arises from the consideration of wall energy, which accounts
for the effect of fluid–solid interfacial tensions. Consider the free
energy of a system of two immiscible fluids given by the form

F ¼
Z

X

k
2
r/ � r/þ k

4g2 /2 � 1
� �2

� �
dXþ

Z
@X

fwð/ÞdA; ð1Þ

where X is the flow domain, / is the phase field function (/ ¼ �1
represent the fluid bulks and / ¼ 0 marks the fluid/fluid inter-
face), and k and g are respectively the mixing energy density
and the capillary width. The first integral in the above equation
represents the mixing energy. The second integral represents
the wall energy due to the fluid–solid interfacial tension, where
fwð/Þ is the fluid–solid interfacial tension function defined on
the wall.

To determine the form of fwð/Þ, the following requirements/
assumptions seem reasonable: (1) fw takes the values of fluid
one-solid interfacial tension (rw1) and fluid two-solid interfacial
tension (rw2) in the wall regions of the two bulk fluids, i.e.
fwð/ ¼ �1Þ ¼ rw1 and rw2; (2) fw takes the average value of rw1

and rw2 at the fluid interface, i.e. fwð/ ¼ 0Þ ¼ ðrw1 þ rw2Þ=2; (3)
f 0w vanishes in the wall regions of the two bulk fluids, i.e.
f 0wð/ ¼ �1Þ ¼ 0; (4) the Young’s equation holds with the contact
angle on the wall, rw2 � rw1 ¼ r cos hs, where r is the fluid–fluid
surface tension and hs is the static contact angle between the fluid
interface and the wall measured on the side of the first fluid. The
simplest polynomial function that satisfies these requirements, ob-
tained by Hermite interpolation, is given by

fwð/Þ ¼ r cos hs
/ð/2 � 3Þ

4
þ 1

2
ðrw1 þ rw2Þ: ð2Þ

The form of fwð/Þ in Eq. (2) was first given by [21], see also [41].
With the help of a variational procedure on (1), one can come

up with a boundary condition for the phase field function like
the following,

n � r/ ¼ �1
k

f 0wð/Þ; on @X; ð3Þ

where n is the outward-pointing unit vector normal to the wall,
and f 0wð/Þ ¼ � 3

4 r cos hsð1� /2Þ. Note that the boundary condition
(3) and (2) imply that, when the fluid interface intersects the wall,
it will be at local equilibrium and the contact angle assumes the
equilibrium (static) contact angle. That is, there will be no relaxa-
tion of the dynamic contact angle to the equilibrium angle. The
majority of phase field simulations for contact line problems so
far have employed the static contact angle condition (3), see
[21,42,8,44,41,15].

To allow for the relaxation of dynamic contact angle and non-
equilibrium, Jacqmin [21] suggests the following form of boundary
condition on the phase field function,

�Dw
@/
@t
þ u � r/

� �
¼ n � r/þ 1

k
f 0wð/Þ; on @X; ð4Þ

where u is the velocity, and Dw is a phenomenological parameter
which we will refer to as the dynamic wall mobility. The above con-
dition is reduced to Eq. (3) for Dw ¼ 0. This condition in a similar
form has also been obtained through a variational approach in [28].

Very few studies exist in the phase field literature that have ta-
ken into account the effects of dynamic contact angle through the
boundary condition (4). To the best of the author’s knowledge, Yue
and Feng [38] and Carlson et al. [4,3] are the only ones that have
used some simplified variants of (4) in simulations. In [38], Yue
and Feng ignored the time derivative term on the left hand side
of Eq. (4) by assuming a steady slow flow. On the other hand, Carl-
son et al. [4,3] ignored the convective term on the left hand of (4) in
their simulations.

In this paper, we will develop algorithms for efficient numer-
ical treatment of the dynamic contact angle boundary condition
(4), together with the no flux condition of the chemical poten-
tial, in the context of coupled Navier–Stokes and Cahn–Hilliard
equations involving large density ratios. We will first present
an efficient algorithm for imposing the condition (4) to the
Cahn–Hilliard equation. The key property of our algorithm is
that, the 4th order Cahn–Hilliard equation, together with the dy-
namic contact angle boundary condition (4), will be formulated
as two de-coupled Helmholtz type equations after discretization.
In contrast, a usual formulation would result in coupled equa-
tions after discretization, inducing significantly larger computa-
tional cost. Then, we will combine the above algorithm, and a
scheme for variable-density Navier–Stokes equations we devel-
oped recently [12], to form an efficient method for the coupled
system of Navier–Stokes and Cahn–Hilliard equations involving
large density ratios. The overall method takes into account the
effects of dynamic and also static contact angles, and moreover
possesses several properties that make the algorithm very effi-
cient. In particular, only constant and time-independent coeffi-
cient matrices, which can be pre-computed, are involved for all
flow variables (velocity, pressure, and phase field function) after
discretization, even though the coupled Navier–Stokes/Cahn–Hil-
liard system involves variable density and variable viscosity. In
addition, the method is suitable for two-phase flows with large
density ratios, which will be demonstrated with numerical sim-
ulations of a number of air–water flows involving solid walls of
various hydrophobicities.

The novelty of the presented algorithm lies in the numerical
treatment of the dynamic contact angle boundary conditions,
which enables the re-formulation of the Cahn–Hilliard problem
(Cahn–Hilliard equation plus dynamic contact-angle boundary
conditions) into solving two de-coupled Helmholtz type equations.
We also would like to emphasize the importance of the use of a
discrete zero-flux boundary condition for the chemical potential
in the current method, rather than the continuous zero-flux condi-
tion. The use of the continuous zero-flux condition for the chem-
ical potential results in catastrophic loss of mass for one of the
fluid phases in numerical simulations. On the other hand, the
strategies for dealing with variable-density Navier–Stokes equa-
tions and for combining Cahn–Hilliard equation and variable-den-
sity Navier–Stokes equations derive largely from our previous
work [12].

We employ the spectral element approach [22,11,9] for spatial
discretization of the governing equations in the current paper, be-
cause of its high-order accuracy and geometric flexibility [43,10].
The presented algorithms are formulated and implemented with
C0 spectral elements, and the formulations without change also ap-
ply to low-order finite elements. The presented strategies for the
numerical treatment of the dynamic contact-angle boundary con-
ditions are however general, not limited by the particular spatial
discretization schemes.

1.1. Coupled Navier–Stokes/Cahn–Hilliard equations

To provide a context for the algorithmic developments in subse-
quent sections, let us briefly summarize here the set of governing
equations for a two-phase system with the phase field approach.
We consider a mixture of two immiscible, incompressible fluids
contained in the flow domain X. Let q1 and q2 respectively denote
the densities of the two fluids, and l1 and l2 denote their dynamic
viscosities. This two-phase system is described by the following
coupled system of equations:
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q
@u
@t
þ u � ru

� �
¼ �rpþr � lðruþruTÞ

� 	
� kr � r/r/ð Þ þ fðx; tÞ; ð5aÞ

r � u ¼ 0; ð5bÞ
@/
@t
þ u � r/ ¼ �kc1r2 r2/� hð/Þ

h i
þ gðx; tÞ: ð5cÞ

In the above equations, uðx; tÞ is velocity, pðx; tÞ is pressure, and
fðx; tÞ is a body force (such as gravity), where t is time and x is the
spatial coordinate. /ðx; tÞ denotes the phase field function,
�1 6 / 6 1. The flow regions with / ¼ 1 and / ¼ �1 respectively
represent the first and the second fluids. hð/Þ is the derivative of
the second term in the mixing energy integral in Eq. (1), given by
hð/Þ ¼ 1

g2 / /2 � 1
� �

. k is the mixing energy density, and is related

to the surface tension r by k ¼ 3
2
ffiffi
2
p rg [39], where r is assumed

to be constant. c1 is the mobility of the interface, and is assumed
to be constant in this paper. The density, q, and the dynamic vis-
cosity, l, are related to the phase field function by,

qð/Þ ¼ q1 þ q2

2
þ q1 � q2

2
/; lð/Þ ¼ l1 þ l2

2
þ l1 � l2

2
/: ð6Þ

Consequently, both the density and the dynamic viscosity in Eq.
(5a) are time-dependent field variables. gðx; tÞ in Eq. (5c) is a given
source term, and gðx; tÞ ¼ 0 in practical simulations. The superscript
in ð�ÞT denotes the transpose of ð�Þ.

Among the above set of equations, (5a) is the Navier–Stokes
equation, involving a variable density and a variable dynamic vis-
cosity, in which the term kr � ðr/r/Þ represents the surface ten-
sion effect. Eq. (5c) (without the prescribed source term g) is the
Cahn–Hilliard equation. This coupled system of equations are to
be supplemented with appropriate boundary and initial condi-
tions, to be discussed in subsequent sections.

2. Algorithms for imposing dynamic contact angle boundary
conditions

2.1. Algorithm for Cahn–Hilliard equation with dynamic contact-angle
boundary conditions

Let us consider how to solve the Cahn–Hilliard Eq. (5c), in which
the velocity uðx; tÞ is assumed to be known, together with the fol-
lowing boundary conditions:

n � r r2/� hð/Þ
h i

¼ gcðx; tÞ; on @X; ð7aÞ

�Dw
@/
@t
þ u � r/

� �
¼ n � r/þ 1

k
f 0wð/Þ þ gbðx; tÞ; on @X; ð7bÞ

where we require that Dw P 0. gcðx; tÞ and gbðx; tÞ are prescribed
scalar field functions on domain boundary @X. These functions, to-
gether with the source term gðx; tÞ in (5c), enable the numerical
tests in Section 3 for the convergence rates of the developed algo-
rithms using an analytic solution together with the dynamic contact
angle boundary conditions. If gc ¼ 0, Eq. (7a) corresponds to the

zero-flux condition of the chemical potential G ¼ k �r2/þ hð/Þ
h i

on @X. If gb ¼ 0, Eq. (7b) is reduced to the dynamic contact angle
boundary condition (4). We will set gc ¼ 0 and gb ¼ 0 in practical
simulations.

The Cahn–Hilliard Eq. (5c) and the boundary condition (7a) in-
volve spatial orders higher than two, which cannot be handled
readily with C0 spectral elements. To impose the dynamic con-
tact-angle boundary conditions and also to circumvent the diffi-
culty with C0 spectral elements, we will take the following
strategy: (1) we will transform the semi-discretized Cahn–Hilliard
equation into two nominally de-coupled Helmholtz type equations
by ignoring the boundary conditions; (2) we will treat the dynamic
contact-angle boundary conditions in such a manner that the two
Helmholtz type equations are truly de-coupled. The weak forms of
the overall algorithm can be directly employed in spectral element
(or finite element) spatial discretizations.

2.1.1. Decomposition of Cahn–Hilliard equation into nominally de-
coupled Helmholtz equations

Let v denote a generic variable, and vn denote v at time step n.
Given (/n;un), we first ignore the boundary conditions and discret-
ize the Cahn–Hilliard equation (5c) in time as follows,

c0/
nþ1 � /̂
Dt

þ u�;nþ1 � r/�;nþ1

¼ �kc1r2 r2/nþ1 � S
g2 /nþ1 � /�;nþ1� �

� hð/�;nþ1Þ
� �

þ gnþ1: ð8Þ

In the above equation, Dt is the time step size, and S is a chosen con-
stant that satisfies a condition to be discussed below. If v is a gen-
eric variable, then v̂ in the above equation is defined by

v̂ ¼
PJ�1

k¼0akvn�k, where J denotes the temporal order of accuracy
(J ¼ 1 or 2), such that 1

Dt c0vnþ1 � v̂
� �

represents the J-th order back-

ward differentiation formula (BDF) of @v
@t

��nþ1
. v�;nþ1 represents a J-th

order explicit approximation of vnþ1, and is defined by

v�;nþ1 ¼
PJ�1

k¼0bkvn�k. More specifically,

c0vnþ1 � v̂ ¼
vnþ1 � vn; if J ¼ 1;
3
2 v

nþ1 � 2vn þ 1
2 v

n�1; if J ¼ 2;

(

v�;nþ1 ¼
vn; if J ¼ 1;
2vn � vn�1; if J ¼ 2:

�
ð9Þ

The semi-discretized Cahn–Hilliard equation (8) can be written
as

r2 r2/nþ1 � S
g2 /nþ1

� �
þ c0

kc1Dt
/nþ1 ¼ Q ð10Þ

where Q ¼ 1
kc1

gnþ1 � u�;nþ1 � r/�;nþ1 þ /̂
Dt

 �
þr2 hð/�;nþ1Þ � S

g2 /�;nþ1
h i

.

Now we would like to transform (10) into two de-coupled Helm-
holtz type equations if not considering the boundary conditions.
Let Unþ1 ¼ r2/nþ1 � S

g2 /nþ1. Then Eq. (10) can be written as a sys-

tem of two coupled second-order equations as follows,

r2Unþ1

r2/nþ1

" #
þ A

Unþ1

/nþ1

" #
¼

Q

0

� �
; ð11Þ

where A is a 2� 2 constant matrix given by

A ¼
0 c0

kc1Dt

�1 � S
g2

" #
:

For stability we impose the requirement that all the eigen-val-
ues of matrix A be real and non-positive numbers. This leads to the
following condition,

S
g2 P

ffiffiffiffiffiffiffiffiffiffiffiffiffi
4c0

kc1Dt

s
; ð12Þ

which the chosen constant S must satisfy. Consequently, the two ei-
gen-values of A are given by

n1 ¼ � S
2g2 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4c0

kc1Dt
g4

S2

q �
;

n2 ¼ � S
2g2 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4c0

kc1Dt
g4

S2

q �
:

8><
>: ð13Þ

Let J denote the canonical Jordan form of A, and let P denote the
non-singular matrix comprised of the eigen-vectors or generalized
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eigen-vectors of A such that P�1AP ¼ J. Then Eq. (11) is trans-
formed to

P�1 r2Unþ1

r2/nþ1

" #
þ JP�1 Unþ1

/nþ1

" #
¼ P�1 Q

0

� �
: ð14Þ

There exist two possibilities: n1 – n2 (or S > g2
ffiffiffiffiffiffiffiffiffi
4c0

kc1Dt

q
), and

n1 ¼ n2 (or S ¼ g2
ffiffiffiffiffiffiffiffiffi

4c0
kc1Dt

q
). For the first case n1 – n2, we have

J ¼
n1 0
0 n2

� �
; P ¼

n2 n1

1 1

� �
: ð15Þ

Consequently, the matrix Eq. (14) is transformed into the following
two de-coupled scalar Helmholtz equations,

r2Wnþ1
1 þ n1W

nþ1
1 ¼ Q ; ð16aÞ

r2Wnþ1
2 þ n2W

nþ1
2 ¼ Q ; ð16bÞ

where

Wnþ1
1 ¼ Unþ1 � n1/

nþ1; Wnþ1
2 ¼ Unþ1 � n2/

nþ1: ð17Þ

Therefore, the original semi-discretized Cahn–Hilliard equation (10)
is equivalent to the formulation of two de-coupled Helmholtz equa-
tions, (16a) and (16b), about Wnþ1

1 and Wnþ1
2 .

Let us consider some variants of the formulation denoted by
Eqs. (16a) and (16b). Subtract (16b) from (16a), and we obtain

r2/nþ1 þ ðn1 þ n2Þ/nþ1 ¼ Unþ1: ð18Þ

Therefore, we have the following variant formulations

r2Wnþ1
1 þ n1W

nþ1
1 ¼ Q ;

r2/nþ1 þ n2/
nþ1 ¼ Wnþ1

1 ;

(
ð19Þ

and

r2Wnþ1
2 þ n2W

nþ1
2 ¼ Q ;

r2/nþ1 þ n1/
nþ1 ¼ Wnþ1

2 ;

(
ð20Þ

where we have used (18) and (17) in the derivation. Note that in
both of these variant formulations we can solve the two equations
in an un-coupled manner, by first computing Wnþ1

1 or Wnþ1
2 and then

/nþ1.
For the case n1 ¼ n2 ¼ f ¼ � S

2g2, we have

J ¼
f 1
0 f

� �
; P ¼

f �1
1 0

� �
: ð21Þ

Consequently, the matrix Eq. (14) is transformed into the following
scalar Helmholtz equations

r2Wnþ1
3 þ fWnþ1

3 ¼ Q ;

r2/nþ1 þ f/nþ1 ¼ Wnþ1
3 ;

(
ð22Þ

where Wnþ1
3 ¼ Unþ1 � f/nþ1. Note that the two equations in (22) can

be solved successively in an un-coupled manner.
Therefore, the semi-discretized Cahn–Hilliard Eq. (10) can be

re-formulated as two de-coupled scalar Helmholtz type equations
in several ways: (i) as Eqs. (16a) and (16b), (ii) as Eq. (19), (iii) as
Eq. (20), or (iv) as Eq. (22). In any case, the computations of the
two Helmholtz equations are nominally de-coupled. The de-cou-
pling is considered only nominal because we have so far ignored
the boundary conditions. If the boundary conditions are provided
in an appropriate form, the two Helmholtz equations will be truly
de-coupled. Otherwise, coupling will occur between the two equa-
tions through the boundary conditions.

Noting the similarity in forms among (19), (20) and (22), we re-
write them as follows,
r2wnþ1 � aþ S
g2

� �
wnþ1 ¼ Q ; ð23aÞ

r2/nþ1 þ a/nþ1 ¼ wnþ1; ð23bÞ

where a ¼ n1 or a ¼ n2 given by Eq. (13), and S is a chosen constant
satisfying (12). Note that the formulation represented by (23a) and
(23b) can be used for both n1 – n2 and n1 ¼ n2.

The form of the nominally de-coupled Helmholtz equations

(23a) and (23b) with a ¼ n1 ¼ � S
2g2 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4c0

kc1Dt
g4

S2

q �
was first gi-

ven by [39]. Our discussions above show that, besides this form,
the semi-discretized Cahn–Hilliard equation (10) can also be for-
mulated into de-coupled Helmholtz equations in other forms, for
example, as Eqs. (16a) and (16b), or as Eqs. (23a) and (23b) with
a ¼ n2.

We note that the de-coupled Helmholtz equations (23a) and
(23b) can be readily handled with C0 spectral elements (or finite
elements) after appropriate weak forms are obtained. We will
use (23a) and (23b) in subsequent discussions.

2.1.2. Discretization of Boundary Conditions
Let us now consider the boundary conditions. Our goal is to

treat the boundary conditions (7a)–(7b) in such a manner that
Eqs. (23a) and (23b) can indeed be solved in a de-coupled fashion.

Consider first the condition (7a) for the chemical potential. We
discretize this condition in time as follows

n �r r2/nþ1� S
g2 /nþ1�/�;nþ1� �

�hð/�;nþ1Þ
� �

¼ gnþ1
c ; on @X; ð24Þ

where gnþ1
c denotes gcðx; tÞ at time step ðnþ 1Þ. The additional term,

S
g2 ð/nþ1 � /�;nþ1Þ, in the above discrete condition will not modify the

overall temporal accuracy of the scheme because /�;nþ1 is a Jth order
approximation of /nþ1. But it is critical to the conservation of mass
in light of the discretization of the Cahn–Hilliard equation in (8).
Without this term in the discrete condition, catastrophic loss of
mass for one of the phases of the fluids has been observed in
numerical simulations.

Taking into account Eqs. (23b) and (24), we have the following
boundary condition for wnþ1,

n �rwnþ1¼ aþ S
g2

� �
n �r/nþ1

þn �r hð/�;nþ1Þ� S
g2 /�;nþ1

� �
þgnþ1

c ; on @X: ð25Þ

Using this boundary condition, we obtain the weak form of Eq. (23a)
about wnþ1,Z

X
rwnþ1 � ruþ aþ S

g2

� �Z
X

wnþ1u

¼ �
Z

X

1
kc1

gnþ1 � u�;nþ1 � r/�;nþ1 þ /̂
Dt

" #
u

þ
Z

X
r hð/�;nþ1Þ � S

g2 /�;nþ1
� �

� ruþ
Z
@X

gnþ1
c u

þ aþ S
g2

� �Z
@X

n � r/nþ1u; 8u 2 H1ðXÞ; ð26Þ

where u is the test function, and we have eliminated the r2 oper-
ator in Q of Eq. (23a) with integration by part. The weak form for Eq.
(23b) about /nþ1 readsZ

X
r/nþ1 � ru� a

Z
X

/nþ1u ¼ �
Z

X
wnþ1uþ

Z
@X

n � r/nþ1u;

8u 2 H1ðXÞ: ð27Þ

One can note that the equations for wnþ1 and /nþ1, (26) and (27), are
fully coupled with each other because of the surface integral term
involving n � r/nþ1.



S. Dong / Comput. Methods Appl. Mech. Engrg. 247–248 (2012) 179–200 183
Now let us consider the dynamic contact-angle boundary condi-
tion (7b). We will treat this boundary condition in two different
ways, respectively for the two Eqs. (26) and (27), in order to de-
couple the computations for wnþ1 and /nþ1. For Eq. (26), we discret-
ize (7b) as follows by treating @/

@t explicitly,

�Dw
@/
@t

����
�;nþ1

þ u�;nþ1 � r/�;nþ1

 !

¼ n � r/nþ1 þ 1
k

f 0wð/
�;nþ1Þ þ gnþ1

b ; on @X; ð28Þ

where gnþ1
b denotes gbðx; tÞ at time step (nþ 1), and @/

@t

���;nþ1
is an ex-

plicit approximation of @/
@t at time step (nþ 1) given by

@/
@t

����
�;nþ1

¼
1
Dt ð/

n � /n�1Þ; if J ¼ 1;
1
Dt

5
2 /n � 4/n�1 þ 3

2 /n�2� �
; if J ¼ 2:

(
ð29Þ

For Eq. (27), we treat @/
@t implicitly and discretize (7b) as follows,

�Dw
c0/

nþ1 � /̂
Dt

þ u�;nþ1 � r/�;nþ1

 !

¼ n � r/nþ1 þ 1
k

f 0wð/
�;nþ1Þ þ gnþ1

b ; on @X; ð30Þ

where (c0/
nþ1 � /̂) is defined in (9).

Consequently, the weak form (26) for wnþ1 is transformed intoZ
X
rwnþ1 � ruþ aþ S

g2

� �Z
X

wnþ1u

¼ �
Z

X

1
kc1

gnþ1 � u�;nþ1 � r/�;nþ1 þ /̂
Dt

" #
u

þ
Z

X
r hð/�;nþ1Þ � S

g2 /�;nþ1
� �

� ruþ
Z
@X

gnþ1
c u

� aþ S
g2

� �Z
@X

Dw
@/
@t

����
�;nþ1

þ u�;nþ1 � r/�;nþ1

 !"

þ 1
k

f 0wð/
�;nþ1Þ þ gnþ1

b

�
u; 8u 2 H1ðXÞ; ð31Þ

where we have used (28) to obtain an explicit approximation for
n � r/nþ1. In light of (30), the weak form (27) for /nþ1 is transformed
intoZ

X
r/nþ1 � ru� a

Z
X

/nþ1uþ c0Dw

Dt

Z
@X

/nþ1u

¼ �
Z

X
wnþ1uþ

Z
@X
�1

k
f 0wð/

�;nþ1Þ þ Dw

Dt
/̂

�

� Dwu�;nþ1 � r/�;nþ1 � gnþ1
b

�
u; 8u 2 H1ðXÞ: ð32Þ

One can observe that the computations for wnþ1 and /nþ1 are
now truly de-coupled, by successively solving the two Eqs. (31)
and (32). One further notes that both (31) and (32) give rise to
symmetric coefficient matrices after spatial discretization, and that
these coefficient matrices are constant matrices and can be pre-
computed during pre-processing. The weak forms (31) and (32)
can be directly employed in C0 spectral element (and also finite
element) spatial discretizations.

Let us briefly comment on other possibilities for treating (7b). It
is very tempting to use (28), by explicit treatment of @/

@t , for both
weak forms (26) and (27), which will also de-couple the computa-
tions for wnþ1 and /nþ1. We have implemented this variant scheme,
and from numerical tests we observe that, however, it is stable
only for very small Dw values (typically Dw K 0:002), which is too
small to exhibit any noticeable dynamic effect on the contact angle.
It is unstable for larger Dw values. So this variant scheme cannot
handle dynamic contact angles. Alternatively, one can also use
(30) (implicit treatment of @/
@t ) for both (26) and (27). However, this

will couple up the computations for wnþ1 and /nþ1, inducing a high-
er computational cost. In contrast, the scheme we have introduced
for treating the dynamic contact-angle boundary condition sepa-
rately for wnþ1 and /nþ1, (28) and (30), is stable for large Dw values
and simultaneously de-couples the computations for wnþ1 and /nþ1.
These points will be demonstrated with numerical tests in
Section 3.

In summary, given (/n;un), the final procedure for computing
/nþ1 from the Cahn–Hilliard equation, together with the dynamic
contact-angle boundary conditions (7a) and (7b), is as follows: (i)
solve Eq. (31) for wnþ1, and (ii) then solve Eq. (32) for /nþ1.

2.2. Algorithm for coupled Navier–Stokes/Cahn–Hilliard equations
with dynamic contact-angle boundary conditions

We will now combine the algorithm developed in the previous
subsection, for the Cahn–Hilliard equation and dynamic contact-
angle boundary conditions, with a scheme for the variable-density
Navier–Stokes equations we developed in [12], to form an efficient
method for the coupled system of Navier–Stokes/Cahn–Hilliard
equations for contact-line problems involving large density ratios.

Consider the coupled Navier–Stokes/Cahn–Hilliard equations,
(5a)–(5c), together with the dynamic contact-angle boundary con-
ditions for the phase field function, (7a) and (7b), and the Dirichlet
boundary condition for the velocity, (47) (in Appendix A). We will
first de-couple the solution of the Cahn–Hilliard equation for the
phase field function from that of the variable-density Navier–
Stokes equations for the pressure/velocity, by treating explicitly
the convective term in the Cahn–Hilliard Eq. (5c) and in the dy-
namic contact-angle boundary condition (7b). Then we employ
the algorithm from Section 2.1 to solve the Cahn–Hilliard equation,
together with the dynamic contact-angle boundary conditions, for
the phase field function, and we employ a scheme for the variable-
density Navier–Stokes equations we developed recently in [12] to
solve for the pressure and velocity. For the sake of completeness,
in Appendix A we have summarized the scheme for the variable-
density Navier–Stokes equations from [12].

We first transform the Navier–Stokes equation (5a) into an
equivalent form (48), by introducing an effective pressure
P ¼ pþ k

2r/ � r/. The governing equations now consist of (48),
(5b) and (5c), supplemented by the boundary conditions (7a),
(7b) and (47). We will develop algorithms for this system.

Specifically, given (un; Pn;/n), we successively compute the
phase field function /nþ1, the pressure Pnþ1 and the velocity unþ1

with the following formulation:

(i) Solve (8) together with (24), (28) and (30) for /nþ1.
(ii) Compute qnþ1 and lnþ1 based on /nþ1.
(iii) Solve (49a)–(49c) and (50a) and (50b) for Pnþ1 and unþ1

(Appendix A).

The algorithm for (i) has been developed in Section 2.1, and the
algorithm for (iii) is summarized in Appendix A and detailed in
[12]. For computing qnþ1 and lnþ1 in (ii), we will employ Eq. (6),
but with an exception for very large (or very small) density ratios
q2=q1 (or q1=q2). For large density ratios (typically beyond � 102)
we define an auxiliary variable ~/,

~/ ¼
/; if j/j 6 1;
signð/Þ; if j/j > 1

�
ð33Þ

and compute density/viscosity based on ~/,

q ¼ q1 þ q2

2
þ q1 � q2

2
~/; l ¼ l1 þ l2

2
þ l1 � l2

2
~/: ð34Þ
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The reason for using (34) for large density ratios has been discussed
in [12]. It is related to the interplay between mass conservation and
energy minimization inherent in the Cahn–Hilliard dynamics,
which tends to induce a slight shift in the values of the phase field
function in the bulk phases [40]. This may cause the numerically-
computed phase field function to go slightly out of range ½�1;1�
(by e.g. 10�3) at certain points, which at very large density ratios
can produce un-physical (negative) density/viscosity values and
cause difficulties for computations.

We employ C0 spectral elements for spatial discretizations of
the weak forms of the equations obtained in Section 2.1 and in
Appendix A. The final algorithm therefore consists of the following
procedures:

(1) Solve Eq. (31) for wnþ1.
(2) Solve Eq. (32) for /nþ1.
(3) Compute qnþ1 and lnþ1 from Eq. (6), or from Eq. (34) for
large density ratios.
(4) Compute r2/nþ1 from Eq. (23b), i.e. r2/nþ1 ¼ wnþ1 � a/nþ1.
(5) Solve Eq. (51) for Pnþ1.
(6) Solve Eq. (53) for unþ1.

This algorithm has the following characteristics. First, it can
deal with contact line problems with dynamic and static contact-
angle boundary conditions. Second, the computations for all flow
variables (velocity, pressure, phase field functions / and w) are
completely de-coupled. Third, for all flow variables only constant
and time-independent coefficient matrices are involved in the lin-
ear algebraic systems after discretization, although variable den-
sity and variable viscosity are involved in the coupled Navier–
Stokes/Cahn–Hilliard system. Therefore, all the coefficient matrices
can be pre-computed during pre-processing. The previous two fea-
tures are largely inherited from the scheme for variable-density
Navier–Stokes equations [12], and they make the current algo-
rithm very efficient. Fourth, the algorithm is formulated in weak
forms, which can be readily implemented with C0 spectral ele-
ments (or finite elements). In particular, the 4th order Cahn–Hil-
liard equation, together with the dynamic contact-angle
boundary conditions, has been formulated into two de-coupled
Helmholtz type equations. Finally, this algorithm is capable of
dealing with large density ratios. We will demonstrate these points
with numerical simulations in the subsequent section.

Let us briefly comment on the choice of q0 and mm in the algo-
rithm (Eqs. (49a) and (50a)). In [12] (see also Appendix A), these
constants are chosen based on

q0 ¼minðq1;q2Þ;
mm P 1

2
maxðl1 ;l2Þ
minðq1 ;q2Þ

:

(
ð35Þ

The above choice for the constant mm is very conservative. With sys-
tematic tests, we observe that the conditions for mm can be relaxed
and that the range for the constant q0 can also be expanded, as
follows,

0 < q0 6 minðq1;q2Þ;

mm P 1
2

l1
q1
þ l2

q2

 �
:

(
ð36Þ

For the numerical simulations in Section 3 we have used

q0 ¼ minðq1;q2Þ and mm ¼ 1
2

l1
q1
þ l2

q2

 �
.

3. Numerical tests

In this section, we use two-dimensional numerical simulations
to demonstrate the capabilities of the presented algorithm for con-
tact line problems under dynamic/static contact-angle boundary
conditions and involving large density ratios. We first show the
spatial and temporal convergence rates of the presented algorithm
using a contrived analytic solution, together with the dynamic con-
tact-angle boundary conditions. Then we will consider several
wall-bounded air–water flows, with physical parameters taking
their true values, to look into the effects of static and dynamic con-
tact angles. We will compare the simulation results with theoreti-
cal predictions and also with available experimental data.

3.1. Convergence rates

In this section we will demonstrate the spatial and temporal
convergence rates of the algorithm developed in Section 2 using
a contrived analytic solution.

Let us first consider the normalization of the flow variables. Let
L denote a characteristic length scale, and U0 denote a characteris-
tic velocity scale. We normalize all length variables by L, the time
by L

U0
, all velocity variables by U0, pressure by q1U2

0, w in (23a) and

(23b) by 1
L2, the variable density q by q1, and the variable dynamic

viscosity l by l1.
A dimensional analysis of the system, consisting of equations

(48), (5b) and (5c), with boundary conditions (7a), (7b) and (47),
leads to the following non-dimensional parameters:

q� ¼ q2
q1
ðdensity ratioÞ; Pe¼ U0gL

rc1
ðPeclet numberÞ;

l� ¼ l2
l1
ðviscosity ratioÞ; hs ðstatic contact angleÞ;

Cn¼ g
L ðCahn numberÞ; D�w ¼DwU0 ðdynamic wall mobilityÞ;

Re¼ q1U0L
l1

ðReynolds numberÞ; We¼ q1U2
0L

r ðWeber numberÞ:

8>>>>><
>>>>>:

ð37Þ

Note that the mixing energy density is given by k ¼ 3
2
ffiffi
2
p rg, and after

normalization it is k� ¼ k
q1U2

0L2 ¼ 3
2
ffiffi
2
p Cn

We. We normalize the numerical

parameters mm and q0 respectively as follows, m�m ¼ mm
l1=q1

1
Re and

q�0 ¼
q0
q1

. All variables below are given in non-dimensional forms.

We consider a rectangular domain X ¼ ðx; yÞ : �1 6 x 6 1; �1f
6 y 6 1g, and the following contrived time-dependent analytic
solution to the coupled system of Navier–Stokes and Cahn–Hilliard
equations,

u ¼ A cos py sin a0x sin b0t;

v ¼ � Aa0
p sinpy cos a0x sin b0t;

P ¼ A sin py sin a0x cos b0t;

/ ¼ A/ cos ax cos by sin w0t;

8>>><
>>>:

ð38Þ

where A; a0; b0;A/; a; b;w0 are prescribed constants, ðu;vÞ are the
ðx; yÞ components of the velocity u, and P is the effective pressure.
The body force field fðx; tÞ in the Navier–Stokes equation (48), and
the source field term gðx; tÞ in the Cahn–Hilliard Eq. (5c), are chosen
such that the analytic functions in (38) satisfy the coupled Navier–
Stokes and Cahn–Hilliard equations (48), (5b) and (5c).

The source terms gcðx; tÞ and gbðx; tÞ in (7a) and (7b) are chosen
such that the analytic solutions in (38) satisfy the dynamic contact-
angle boundary conditions (7a) and (7b) on @X. Dirichlet boundary
conditions for the velocity, computed based on the analytic solu-
tion, are imposed on the domain boundary @X. The initial condi-
tions for the velocity and the phase field function are imposed by
setting t ¼ 0 to the analytic solutions in (38).

To simulate this problem, we partition X along the x-direction
into two quadrilateral spectral elements of equal sizes. We numer-
ically integrate the coupled Navier–Stokes and Cahn–Hilliard equa-
tions in time from t ¼ 0 to t ¼ tf (tf fixed), and then compute the
errors of the numerical solution against the analytic solution (38)
at t ¼ tf .

The subsequent tests are performed using the following param-
eter values:
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A ¼ 1:0; a0 ¼ p; b0 ¼ 1:0; A/ ¼ 1:0; a ¼ b ¼ p; w0 ¼ 1:0;
q2
q1
¼ 3:0; l2

l1
¼ 2:0; Re ¼ 100; Cn ¼ 0:1; We ¼ 1:0607 � 102 ; Pe ¼ 1:0607� 104 ;

ðstatic contact angleÞ hs ¼ 600 ; ðdynamic wall mobilityÞ D�w ¼ 0:2;

m�m ¼ mm
l1=q1

1
Re ¼ 1

2
l1
q1
þ l2

q2

 �
1

l1=q1

1
Re ¼ 8:333� 10�3 ;

q�0 ¼
q0
q1
¼ 1

q1
min q1 ;q2ð Þ ¼ 1:0; ðintegration orderÞ J ¼ 2:

8>>>>>>>><
>>>>>>>>:

ð39Þ

To test the spatial convergence rate of the scheme, we use a
fixed time step size Dt ¼ 0:001, and systematically vary the order
of the elements from 2 to 18. The final integration time is set to
be tf ¼ 0:1 (100 time steps) in these tests. Fig. 1(a) shows the L2 er-
rors of the velocity, pressure, and the phase field function as a func-
tion of the element order. Note the logarithmic scale of the vertical
axis. The data points exhibit an exponential decrease in the errors
as the element order increases (when below element order 12). As
the element order reaches 12 or above, the error curves level off
around 10�6. This is because at these element orders the spatial er-
ror becomes so small that the total error is saturated with the tem-
poral error. These test results demonstrate the spatial exponential
convergence rate of our scheme for the coupled Navier–Stokes/
Cahn–Hilliard equations, together with the dynamic contact-angle
boundary conditions.

To test the temporal convergence rate, we use a fixed large ele-
ment order 18, and systematically decrease the time step size Dt
from 0:1 to 0:003125. The final integration time is set to be
tf ¼ 1:0 in this set of tests. In Fig. 1(b) we show the L2 errors of
the flow variables as a function of Dt, in logarithmic scales for both
axes. The error curves evidently show that our algorithm achieves
a second-order convergence rate in time for the coupled Navier–
Stokes/Cahn–Hilliard equations together with dynamic contact-
angle boundary conditions.

3.2. Equilibrium shape of a water drop on solid wall

In this subsection, we consider the equilibrium shape of a water
drop (surrounded by air) on a horizontal solid wall with and with-
out the gravity effect. The goal is to study the effects of the static
contact angle and the gravity on the shape of the water drop,
and to compare the simulation results with theoretical predictions
for validation of static contact-angle boundary conditions. The dy-
namic wall mobility will therefore be set to zero in this subsection
(Dw ¼ 0). This test problem has been used previously by other
researchers, see e.g. [13].
Element Order

E
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s
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10-1
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L2 error, y velocity
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L2 error, phase field

Fig. 1. Convergence rates: L2 errors of velocity, pressure and phase field function as a fun
exponential convergence rate and temporal second-order convergence rate. In (a) a fixe
The water drop is initially assumed to be a semi-circle of radius
R0 with contact angle 90�, resting on the wall. Upon release, the
water drop deforms to respect the contact angle set by the bound-
ary condition. The presence of gravity also flattens the water drop.
The equilibrium shape of the water drop is determined by two
parameters, the static contact angle and the Eotvos number
Eo ¼ qwgrR

2
0=r, where qw is the water density, gr is the gravita-

tional acceleration and r is the air–water surface tension.
A clarification about the term ‘‘contact angle’’ is in order at this

point. The contact angle parameter hs in Eq. (2) and in the algo-
rithm of Section 2 refers to the angle between the fluid–fluid inter-
face and the solid wall measured on the side of the first fluid. In the
following simulations we set air as the first fluid and water as the
second fluid. Therefore, hs in the algorithm corresponds to the con-
tact angle measured on the air side. In contrast, in the literature the
term ‘‘contact angle’’ for the air/water system by default refers to
the angle between the air–water interface and the wall measured
on the water side. We will qualify the term ‘‘contact angle’’ with
‘‘air-side’’ or ‘‘water-side’’ where confusion may arise.

The physical parameters (air/water density, viscosity, surface
tension) involved in the problem all assume their true physical val-
ues. Specifically,

air : q1 ¼ 1:2041 kg=m3

l1 ¼ 1:78� 10�5 kg=ðm sÞ
water : q2 ¼ qw ¼ 998:207 kg=m3

l2 ¼ 1:002� 10�3 kg=ðm sÞ
surface tension : r ¼ 7:28� 10�2 kg=s2

gravity : gr ¼ 9:8 m=s2:

8>>>>>>>>><
>>>>>>>>>:

ð40Þ

We normalize the flow variables in the same way as in Sec-
tion 3.1. We choose the characteristic length scale L ¼ R0 ¼ 1 cm,
the characteristic velocity scale U0 ¼

ffiffiffiffiffiffiffiffi
g0L

p
, where g0 ¼ 1 m=s2

for this problem. In addition to the non-dimensional parameters
in (37), this problem also involves the Froude number, Fr ¼ U0ffiffiffiffiffi

gr L
p ,

or equivalently, the Eotvos number Eo as defined previously. We
use the Eotvos number in the following discussions. The physical
parameter values result in a density ratio q2

q1
¼ 829, a dynamic vis-

cosity ratio l2
l1
¼ 56:29, a Reynolds number Re ¼ q1U0L

l1
¼ 67:65, and a

Weber number We ¼ 1:654� 10�3. In the simulations we use a
Δt

E
rr

or
s

0.05 0.1 0.1510-5

10-4

10-3

10-2

10-1

100
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Reference

1

2

ction of element order (a), and as a function of time step size Dt (b), showing spatial
d Dt ¼ 0:001 is used, and in (b) a fixed element order 18 is used.



Fig. 2. Equilibrium shape of a water drop on the wall (no gravity): (a) Sketch showing parameters; (b) comparison of equilibrium shapes between simulation and theory for
water-side static contact angle 60�.
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Cahn number Cn ¼ 0:01 and a Peclet number Pe ¼ 1:061� 102. No
dynamic wall mobility effect is considered in this problem, and so
D�w ¼ 0.

3.2.1. No gravity (Eo ¼ 0)
In the absence of gravity (Eo ¼ 0) the surface tension is the only

force that comes into play. The equilibrium shape of the water drop
is a circular cap that respects the contact angle at the wall [6]; see
Fig. 2(a) for a sketch of the shape and the definition of related
parameters. Let R denote the radius of circle at equilibrium, hE de-
note the water-side static contact angle, Ls denote the spreading
length on the wall, and H denote the drop height. By conservation
of volume of the water drop, we have

R
R0
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p=2

hE � sin hE cos hE

s
; Ls ¼ 2R sin hE; H

¼ Rð1� cos hEÞ: ð41Þ

Consider a flow domain (non-dimensional), 6:0� 2:0
(�3 6 x 6 3, 0 6 y 6 2). We assume that the top and bottom
boundaries of the domain (y ¼ 0 and 2) are solid walls, and that
the boundaries in the x direction are periodic. The water drop ini-
tially has a radius R0 (semi-circle), and is located in the middle of
the bottom wall.

The flow domain is discretized with 768 equal-sized quadrilat-
eral elements, with 48 and 16 elements, respectively in x and y
Static contact angle (degrees)
0 30 60 90 120 150 180
0

2

4

6

8

Spreading length (simulation)
Spreading length (theory)
Drop height (simulation)
Drop height (theory)

Fig. 3. Comparison of spreading length and drop height (normalized by R0) as a
function of static contact angle between simulation and theory (no gravity).
directions. We use an element order 14 for all elements in the sim-
ulations. The time step size is set to Dt ¼ 5� 10�5.

Fig. 2(b) shows the equilibrium profile of the water drop from
the simulation for a water-side static contact angle 600. For com-
parison, we have also shown the theoretical shape [6] of the water
drop for this case (see Eq. (41)). The profiles of the water drop from
the simulation and from the theory are qualitatively very close.

For a quantitative comparison, Fig. 3 shows the numerical val-
ues of the spreading length and drop height, normalized by R0, as
a function of the static contact angle hE between simulation and
the theoretical results from Eq. (41). The contact angle ranges from
15� to 165� in our simulations. For the contact angle 15�, we have
used a different flow domain (8:75� 1:25) to accommodate the
large spreading length, and have taken the equilibrium shape cor-
responding to the contact angle 30� as the initial water drop pro-
file. We observe that overall the simulation results agree with
the theoretical values quite well for both the spreading length
and the drop height. However, we observe a larger discrepancy be-
tween simulation and theory in the spreading length for very small
and very large contact angles (hE ¼ 15	 and 165�).

3.2.2. Effect of gravity (Eo – 0)
When the gravity is present, the shape of the water drop is

determined by the balance of three effects: (i) the gravity which
tends to spread the drop onto the wall, (ii) the surface tension
which tends to restore the drop to a circular cap, and (iii) the con-
tact angle condition which the drop shape must satisfy at the wall.
If Eo
 1, the surface tension dominates and the drop assumes the
shape of a circular cap with contact angle hE, where the drop height
H0 is given by

H0

R0
¼ ð1� cos hEÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p=2

hE � sin hE cos hE

s
: ð42Þ

If Eo� 1, the gravity dominates and the water forms a puddle. The
drop height (thickness of puddle) H1 is given by [6]

H1
R0
¼ 2

R0

ffiffiffiffiffiffiffiffiffiffiffi
r

qwgr

r
sin

hE

2

� �
¼ 2ffiffiffiffiffiffi

Eo
p sin

hE

2

� �
: ð43Þ

We employ the same values for the physical and mesh parameters
as in the previous case with no gravity. We systematically vary the
Eotvos number by varying the gravitational acceleration gr . The
time step size is the same as that of the case with no gravity for
small Eo values. For larger Eotvos numbers (Eo > 5), we use a smal-
ler time step size Dt ¼ 2:5� 10�5.

Fig. 4 shows profiles of the air–water interface for Eo ¼ 0:137
(a), Eo ¼ 1:37 (b), and Eo ¼ 13:7 (c) from the simulations, for a sta-
tic contact angle 120�. It is evident that the water drop resembles a
circular cap at small Eo and a puddle at large Eo. The water drop
has a shape that resembles an elongated circular cap at Eo � 1,



Fig. 4. Profiles of air–water interface with Eotvos numbers (a) Eo ¼ 0:137, (b) Eo ¼ 1:37, and (c) Eo ¼ 13:7. Static contact angle is 120�.
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Fig. 5. Normalized drop height as a function of Eotvos number (static contact angle
1200). Symbols denote data from simulations.
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where the relative importance of the surface tension and the grav-
ity is comparable.

In Fig. 5 we plot the height of the water drop, normalized by the
theoretical drop height under zero gravity H0 (Eq. (42)), as a func-
tion of the Eotvos number, for a fixed static contact angle 1200

from the simulations. For comparison we have also marked the
theoretical drop height under zero gravity, and shown the curve
for the theoretical drop height for large Eotvos numbers (Eq.
(43)). The simulation results are in good agreement with the
asymptotic solutions given by (42) and (43) at small and large Eo
values, and one can also observe a transition in between for mod-
erate Eo values.

3.3. Bouncing water drop on a hydrophobic wall

In this subsection we consider the bouncing of a small water
drop on a hydrophobic wall. The bouncing water drop on hydro-
phobic surfaces has been the subject of a number of existing exper-
imental studies; see e.g. [29,37] and the references therein. The
goal of this test is to demonstrate the capability of the presented
algorithm for dealing with static and dynamic contact angles at
realistic air–water density ratios and viscosity ratios. We will also
compare simulation results with the available experimental data.

We choose a characteristic length scale L ¼ 5 mm, and a charac-
teristic velocity scale U0 ¼

ffiffiffiffiffiffiffiffi
g0L

p
, where g0 ¼ 1 m=s2. Consider a

non-dimensional flow domain, X ¼ ðx; yÞ : �1=2 6 x 6 1=2;f
0 6 y 6 3=2g. A circular water drop, surrounded by air, is contained
in X and is initially at rest. The water drop has a non-dimensional
radius R0 ¼ 1=4, and its center is located initially at
ðx0; y0Þ ¼ ð0;1:0Þ. The gravity is assumed to be in �y direction.
We assume that the top and bottom boundaries (i.e. y ¼ 0 and
3=2) of the domain are solid walls, with no-slip conditions for
the velocity and dynamic contact-angle conditions for the phase
field function. On the boundaries in the horizontal direction
(x ¼ �1=2), we assume periodic conditions for all flow variables
(velocity, pressure, phase field function), with one exception. If
the water-side static contact angle is 90� or less (i.e. hE 6 90	),
we will assume that the domain boundaries at x ¼ �1=2 are also
solid walls. This exception in setting is in consideration of the fact
that, at these contact angles in the current setting, the water drop
will break up at the bottom wall and form a pool at the bottom of
the domain.

The water drop falls through the air under gravity, and impacts
the bottom wall. When the water-side contact angle is sufficiently
large (hydrophobic), the drop will bounce off the bottom wall and
the bouncing may repeat several times. We will simulate this pro-
cess in the current problem.

The normalization of flow variables follows the discussions in
Section 3.2. The physical parameter values are provided in (40).
As a result, we have a density ratio q2

q1
¼ 829, a dynamic viscosity

ratio l2
l1
¼ 56:29, a Reynolds number Re ¼ q1U0L

l1
¼ 23:92, a Weber

number We ¼ 4:135� 10�4, and a Froude number Fr ¼ 0:319. We
employ a Cahn number Cn ¼ 0:01 and a Peclet number
Pe ¼ 1:061� 102 in the simulations.

We discretize the domain X using a mesh of 150 quadrilateral
elements of equal sizes, with 10 elements in the x-direction and
15 elements along the y-direction. An element order 14 has been
employed for all elements. The static contact angle parameter hs

and the non-dimensional dynamic wall mobility D�w are varied in
the tests to modify the wall hydrophobicity in order to demon-
strate the effects of the static and dynamic contact angles.

The initial phase field function is set to the following hyperbolic
tangent function

/0ðxÞ ¼ tanh
x� X0k k � R0ffiffiffi

2
p

Cn

; ð44Þ

where X0 ¼ ðx0; y0Þ is the initial coordinate of the center of mass of
the water drop, and Cn is the Cahn number. Zero initial condition is
used for the velocity field.

Let us first consider only the effect of the static contact angle on
the behavior of the water drop, by setting D�w ¼ 0. We have per-
formed simulations with several water-side static contact angles:
165�, 150�, 120�, 90� and 60�. The first three values correspond
to hydrophobic walls, and the last case corresponds to a hydro-
philic wall. With contact angles 90� and 60�, the water drop does
not bounce on the wall. Instead, it changes topology on impact to
the bottom wall, and forms a water pool to fill up the bottom of
the container. Note that in these two cases, solid walls have been
assumed on all domain boundaries. Repeated bouncing has been
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observed at contact angles 165� and 150�, while the water drop
barely bounces at a contact angle 120�.

We will demonstrate the general behavior of the water drop
using a temporal sequence of snapshots of its configurations.
Fig. 6 shows such a sequence for contact angle 165�. Plotted are
the contour level /ðx; tÞ ¼ 0 at a number of time instants. Note that
this temporal sequence covers only the first bounce of the water
drop. Figs. 6(a)–(c) show the free fall of the water drop through
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Fig. 6. Snapshots of a bouncing water drop on a hydrophobic wall with water-side st
t ¼ 0:4125, (e) t ¼ 0:45, (f) t ¼ 0:4875, (g) t ¼ 0:525, (h) t ¼ 0:5625, (i) t ¼ 0:6, (j) t ¼
t ¼ 1:0125, (q) t ¼ 1:075, (r) t ¼ 1:1375, (s) t ¼ 1:175, (t) t ¼ 1:2.
the air. Upon impact of the bottom wall (Figs. 6(d)–(f)), the water
drop spreads horizontally on the wall and deforms drastically,
forming a pancake-like shape (Fig. 6(f)). Then it retracts in the hor-
izontal direction and starts to restore its circular shape, as shown
in Figs. 6(g)–(i). Note that the drop appears to have trapped a thin
pocket of air between itself and the bottom wall; see Figs. 6(e)–(h).
The snapshots in Figs. 6(j)–(n) show that the water drop bounces
off the bottom wall after impact and rises through the air, reaching
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a maximum height about 0:6 (Fig. 6(n)). Then the water drop falls
through the air and impacts the bottom wall again (Figs. 6(o)–(t)).
We can observe significant drop deformation and its shape oscilla-
tion during the rising and falling process.

The behavior of the water drop differs notably as the contact an-
gle is changed. As the water-side contact angle decreases (less
hydrophobic), we observe that the water drop becomes less likely
to bounce off the wall upon impact, and that the number of
bounces tends to decrease even if it does. In Fig. 7 we demonstrate
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Fig. 7. Snapshots of a bouncing water drop on a hydrophobic wall with a water-side s
t ¼ 0:4125, (e) t ¼ 0:45, (f) t ¼ 0:4875, (g) t ¼ 0:525, (h) t ¼ 0:575, (i) t ¼ 0:6375, (j) t ¼ 0:7
(q) t ¼ 1:0125, (r) t ¼ 1:075, (s) t ¼ 1:1375, (t) t ¼ 1:2.
the behavior of the water drop for a contact angle 120� using a
temporal sequence of snapshots, which can be compared with that
in Fig. 6 for contact angle 165�. We observe that with the smaller
contact angle �120� the drop barely bounces off the wall after the
impact; see Fig. 7(l). The small air bubble, initially trapped be-
tween the water drop and the bottom wall (Figures 7(e)–(k)), es-
capes from below the water drop after it slightly lifts off from
the wall (Figs. 7(k)–(l)). After that, the water drop attaches to the
bottom wall, and no longer lifts off again. The drop shape oscillates
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quasi-periodically, spreading/compressing alternately along the
horizontal and vertical directions; see Figs. 7(m)–(t).

Let us now consider the motion of the center of mass of the
water drop, defined by

Xc ¼ ðxc; ycÞ ¼
R

Xw
xdAR

Xw
dA

; ð45Þ

where Xw denotes the region occupied by the water drop. Fig. 8
shows time histories of the y coordinate of the center of mass cor-
responding to contact angles 165�, 150� and 120�. We note first the
oscillatory nature of the time histories and the attenuation of the
oscillation amplitudes over time. The first few oscillations corre-
spond to the bounce-off of the water drop from the wall. Specifi-
cally, for contact angles 165� and 150�, the first 5 and the first 4
oscillations respectively correspond to the bounce off the wall,
while for the contact angle �120� only the first one corresponds to
the bounce-off. In the time histories, the oscillations beyond the
first few periods correspond to the shape oscillation of the water
drop, alternately spreading/compressing in vertical and horizontal
directions. One can also observe a difference in the oscillation peri-
ods with respect to the contact angle. The oscillation period appears
to decrease with decreasing contact angle.

From the data about the center of mass we can determine the
restitution coefficient. Following [29], we define the restitution
coefficient �r by

�r ¼
ffiffiffiffiffi
H0

H

r
; ð46Þ

where H and H0 are respectively the maximum heights of the water
drop above the wall before and after the bounce. We will also follow
[29] to estimate the impact velocity V of the water drop using
V �

ffiffiffiffiffiffiffiffiffiffiffi
2grH

p
, where gr is the gravitational acceleration.

In Fig. 9 we show the restitution coefficient as a function of the
impact velocity for contact angle 1650 from our simulations. The
experimental values of restitution coefficient from [29] are also
shown in the figure for comparison. The experimental data are
for a comparable contact angle 1700, and the drop sizes are smaller
than that employed in the current simulation. Overall, we observe
that the simulation results agree with the experimental data rea-
sonably well. The two data points from simulation for impact
velocities 0.25 m/s and 0.31 m/s, which correspond to the first
two bounces in Fig. 8, have a somewhat larger difference compared
to the bulk of experimental data. This difference is likely caused by
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the larger drop size used in current simulations, which results in
significant deformations of the water drop upon impact and strong
oscillations in the shape after it bounces off the wall (Fig. 6). Drop
deformation stores elastic energy, thus reducing the maximum
height the drop can reach after the bounce and leading to a smaller
restitution coefficient. This is in contrast to the small drop defor-
mations in the experiment of [29]. On the other hand, after the first
two bounces, we observe in the simulation that, the drop deforma-
tion and the oscillation in its shape become dramatically weaker.
Accordingly, one can observe from Fig. 9 that, the simulation data
points corresponding to these later bounces (with smaller impact
velocities, about� 0:2 m=s or less) are very close to the experimen-
tal values.

Let us now look into the effects of the static contact angle on the
profiles of the air–water interface (i.e. water drop configuration)
upon impact to the wall. Fig. 10 shows the interfacial profiles (con-
tour level / ¼ 0) at an instant (t ¼ 0:4375) during the initial impact
of the water drop on the bottom wall, corresponding to water-side
static contact angles ranging from 165� to 60�. For contact angle
165�, the air–water interface appears still intact, which traps a thin
cushion of air between the bottom wall and the water (Fig. 10a).
For the other smaller contact angles, the interface has broken up
into two pieces. The inner piece of the interface traps a thin air
cushion or a small air bubble between the wall and the water,
while the outer piece separates the water from the bulk of air
(Figs. 10(b)–(e)). At this moment, the contact lines formed between
the outer interface and the bottom wall are spreading outwards in
the horizontal direction. It is evident that the overall drop shape
and configuration are strongly dependent on the contact angle.
On a hydrophobic wall (contact angle > 90	), the impact results
in a rim in the drop shape which is located above the wall and
bulges outward (Figs. 10(a)–(c)), while on a hydrophilic wall (con-
tact angle < 90	) or a wall with contact angle 90	 the rim of the
water drop is located on the wall (Fig. 10(d)–(e)).

In the above tests we have ignored the effect of the dynamic
wall mobility. Let us now take this effect into account. We will con-
centrate on a water-side static contact angle 1200, and investigate
the effects of different dynamic wall mobility values.

We first look into the behavior of the water drop under dynamic
contact-angle boundary conditions. Fig. 11 shows a temporal se-
quence of snapshots of the water drop (contour level / ¼ 0) for a
water-side static contact angle 120� and dynamic wall mobility
D�w ¼ 0:2. The plots can be compared with those of Fig. 7, in which
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the dynamic wall mobility effect is ignored. First, we observe that
in this case the water drop does not bounce at all. In contrast, with-
out dynamic wall mobility, the water drop slightly bounces off the
wall after the first impact. Second, the most prominent effect of the
dynamic wall mobility appears to be retarding the motion of the
air–water interface. One can observe that in the presence of dy-
namic wall mobility the oscillation in the drop shape attenuates
more significantly and the water drop settles down on the wall
sooner. In contrast, with zero dynamic wall mobility, the drop
shape oscillates for many times and it takes a longer time for the
drop to eventually settle down on the wall (see Fig. 8). Third, the
dynamic wall mobility induces a notable deviation of the instanta-
neous contact angle from the static contact angle; see e.g. Fig. 11(e)
and Fig. 11(h). As the water drop settles on the wall and the con-
tact-line motion wanes, the instantaneous contact angle gradually
relaxes to the static contact angle (Fig. 11(o)). We will elaborate on
the last point in subsequent discussions.
The effect of the dynamic wall mobility on the drop motion is
demonstrated by Fig. 12, in which we plot the y coordinate of
the center of mass as a function of time for several D�w values rang-
ing from 0:0 to 0:5. In the absence of dynamic wall mobility
(D�w ¼ 0), the time-history curve is highly oscillatory and the
amplitude attenuation is very slow. It therefore takes a long time
for the water drop to eventually settle down on the wall with only
the static contact-angle effect. In the presence of dynamic wall
mobility, the time-history curve is still oscillatory, but the oscilla-
tion amplitude attenuates more rapidly. Moreover, the attenuation
becomes stronger with increasing D�w values, indicating that the
drop settles on the wall sooner as D�w increases. Fig. 12 also indi-
cates that the oscillation period decreases as D�w increases.

Let us now look more closely into the effect of D�w on the dy-
namic (instantaneous) contact angle. Fig. 13 shows configurations
of the water drop at two time instants t ¼ 0:45 and t ¼ 0:6125 for a
fixed static contact angle 120	, but obtained with different D�w
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values. At the instant t ¼ 0:45, the contact lines formed between
the bottom wall and the outer air–water interface are moving out-
ward on the bottom wall. The solid arrows in Fig. 13(a) indicates
the directions of the contact-line motions. The water-side angle be-
tween the interface and the wall therefore corresponds to an
advancing contact angle at this instant. At t ¼ 0:6125, these con-
tact lines are moving inward on the bottom wall; see the solid ar-
rows in Fig. 13(e). The angle between the interface and the wall
therefore corresponds to a receding contact angle at this moment.
With D�w ¼ 0, no difference is observed in the advancing and reced-
ing contact angles; see Figs. 13(a) and (e). Both correspond to the
static contact angle. If D�w – 0, the advancing and receding contact
angles are evidently different from the static contact angle. One
can observe an advancing contact angle that is larger, and a reced-
ing contact angle that is smaller, than the static contact angle. Fur-
thermore, as D�w increases, the deviation of the advancing/receding
contact angles from the static one become more pronounced; see
Figs. 13(d) and (h).

In Fig. 14 we show patterns of the instantaneous velocity fields
computed with a static contact angle 120	 and different dynamic
wall mobility D�w values, at the same two time instants as those
of Fig. 13. The plots (a) and (b) are computed with D�w ¼ 0:0, and
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(c) and (d) are for D�w ¼ 0:2. The plots (a) and (c) are at time instant
t ¼ 0:45, and (b) and (d) are for t ¼ 0:6125. Figs. 14(a) and 14(b)
correspond respectively to the air–water interfacial profiles shown
in Figs. 13(a) and 13(e), and Figs. 14(c) and 14(d) correspond
respectively to Figs. 13(c) and 13(g). The velocity vectors are plot-
ted on the quadrature points of the spectral elements, which are
non-uniform and clustered on the element boundaries. This gives
rise to the ‘‘striped’’ patterns in the plots because more velocity
vectors are located on the element boundaries. For clarity, we have
shown only the bottom third of the container in the plots. At
t ¼ 0:45 (Figs. 14(a,c)), the water drop is spreading outward along
the bottom wall and the drop height is decreasing. Displaced by the
water, the air originally located near the bottom wall rises along
the domain boundaries at x ¼ � 1

2, forming a pair of vortices. Note
that periodic boundary conditions are used in the horizontal direc-
tion. In addition, one can observe a strong shear around the ‘‘shoul-
der’’ region of the water drop caused by the relative motions of the
water and air. At t ¼ 0:6125 (Figs. 14(b,d)), the horizontal dimen-
sion of the water drop is decreasing and the drop height is growing.
One can observe that the flow field inside the water region follows
this general trend. It is also evident from the velocity patterns that
the ambient air rushes in toward the bottom wall to fill in the
space vacated by the water drop as it retracts along the bottom
wall. One can again observe a velocity shear in the shoulder region
of the water drop. A comparison between Figs. 14(a) and (c), and
between Figs. 14(b) and (d), indicates that the overall patterns of
the velocity field with D�w ¼ 0:0 and D�w ¼ 0:2 are quite similar to
each other. Some differences in the velocity distribution can be dis-
cerned between these D�w values in the near-wall regions around
the moving contact lines, especially at t ¼ 0:6125.

To summarize, the bouncing water drop problem involves a
large density ratio (q2=q1 � 829), and the drop behavior (bounce
or the lack thereof) depends strongly on the hydrophobicity of
the wall. The results show that our algorithm can effectively deal
with the static and dynamic contact-angle boundary conditions
for two-phase problems involving large density ratios. The method
has produced results that are in good agreement with the experi-
mental data. We have shown that the static contact angle and
the dynamic wall mobility strongly influence the behavior of the
water drop. A prominent effect of the dynamic wall mobility is to
retard the motion of the air–water interface, inducing a strong
attenuation in the drop-shape oscillation and large deviations of
the instantaneous contact angle from the static contact angle.

3.4. Water drop moving down a slope

In this subsection we consider a water drop moving down an in-
clined surface under gravity (see Fig. 15). The goal is to investigate
and demonstrate the effects of the dynamic wall mobility, not only
on the moving contact lines as observed in the previous subsection
with the bouncing water drop problem, but also on the overall mo-
tion of the water drop and especially its speed.

Fig. 15 shows the problem configuration. We consider two par-
allel solid walls AB and CD, inclined at a certain angle (inclination
angle) with respect to the horizontal direction. The flow domain
formed by the two walls is rectangular, with AB ¼ 12:5 mm and



Fig. 14. Velocity field patterns with different dynamic wall mobility (static contact
angle 120�): snapshots at two time instants: t ¼ 0:45 ((a) and (c)) and t ¼ 0:6125
((b) and (d)). (a) and (b), D�w ¼ 0:0; (c) and (d), D�w ¼ 0:2. Plots (a) and (c) here
respectively correspond to the air–water interfacial profiles in Figs. 13(a) and 13(c);
plots (b) and (d) here correspond to Figs. 13(e) and 13(g).
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Fig. 15. Problem configuration for a water drop moving down a slope.
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AD ¼ 3 mm. The corner A is located at the origin of the coordinate
system. We assume periodic boundary conditions at the inlet AD

and the outlet BC to mimic an infinitely long inclined channel.
The gravity is assumed to be in the �y direction. A circular water
drop of diameter 2 mm, surrounded by air, is initially at rest inside
the channel, with its center located 1.25 mm away from the lower
wall AB and 2.5 mm from the inlet AD. The water drop is released at
t ¼ 0, falls onto the lower wall, and starts moving down the slope.
The problem is to simulate the motion of the water drop in this
process. The physical parameters for the problem and the proce-
dure for flow variable normalization are the same as in the previ-
ous subsections, with characteristic length L ¼ 5 mm and
characteristic velocity U0 ¼

ffiffiffiffiffiffiffiffi
g0L

p
(where g0 ¼ 1 m=s2); see (40)

and (37).
To simulate the problem, we discretize the domain with 150

equal-sized quadrilateral elements (25 elements in wall-parallel
direction, and 6 elements in wall-normal direction). We employ
an element order 14 for all elements in the simulations. On the
lower and upper walls, no slip conditions have been used for the
velocity, and the dynamic contact-angle boundary conditions (7a)
and (7b) are imposed for the phase field function. At the inlet/out-
let AD and BC, periodic boundary conditions have been used for all
flow variables. For the initial conditions, we use a zero velocity, and
an initial phase field function given by (44). We have considered
two inclination angles for the channel walls: 30� and 60�. The static
contact angle is fixed at 90� throughout the simulations, and the
dynamic wall mobility D�w is varied systematically.

We first compare motions of the water drop with and without
the dynamic wall mobility Dw. Fig. 16 shows a temporal sequence
of snapshots of the water drop (contour level / ¼ 0) without dy-
namic wall mobility (D�w ¼ 0), for a slope inclination angle 30�.
The water drop occupies the shaded (or colored) regions in the
plots, and note that the upper wall of the channel is not shown.
Upon release, the water drop falls and attaches onto the inclined
lower wall (slope in the figure), forming moving contact lines
(Fig. 16(a)–(b)). The water drop undergoes a dramatic change in
shape (Fig. 16(b)–(g)). While the drop moves down the slope, its
shape oscillates about the center of mass, alternately spreading
and shrinking along the wall-parallel and wall-normal directions
(Figs. 16(d)–(m)). Over time, the shape oscillation attenuates and
gradually disappears. The water drop assumes a shape reminiscent
of a semi-ellipse, and exhibits an overall motion down the slope
(Figs. 16(n)–(p)).



Fig. 16. Temporal sequence of snapshots of water drop moving down a slope (inclination angle 30�, static contact angle 90	;D�w ¼ 0): (a) t ¼ 0:0125, (b) t ¼ 0:1375, (c)
t ¼ 0:1625, (d) t ¼ 0:2, (e) t ¼ 0:2375, (f) t ¼ 0:325, (g) t ¼ 0:3875, (h) t ¼ 0:5125, (i) t ¼ 0:6375, (j) t ¼ 0:7625, (k) t ¼ 0:8875, (l) t ¼ 1:0125, (m) t ¼ 1:1375, (n) t ¼ 1:2625, (o)
t ¼ 1:3875, (p) t ¼ 1:5125. Upper channel wall is not shown.
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For comparison, we demonstrate in Fig. 17 the behavior of the
water drop in the presence of dynamic wall mobility, with
D�w ¼ 0:2. Compared to the case with no dynamic wall mobility,
the prominent difference is that here the oscillation about the cen-
ter of mass rapidly dies down and the water drop largely exhibits
only a down-slope motion. The water drop quickly reaches a ‘‘ter-
minal’’ shape, which resembles a semi-circle but is asymmetric
about the leading and trailing sides. One can also observe that
the instantaneous contact angles deviate from the static contact
angle (900) notably; see e.g. Fig. 17(c).

In Fig. 18 we compare the long-time profiles of the air–water
interface with and without the effect of dynamic wall mobility,
for slope inclination angles 30� (top row) and 60	 (bottom row).
The static contact angle is 90	 in all cases. We observe a notable ef-
fect of the dynamic wall mobility on the long-time shape of the
water drop. Without dynamic wall mobility (D�w ¼ 0), the water
drop appears more elongated in the wall-parallel direction (Figures
18(a) and (c)). Although in this case the drop shape also exhibits
asymmetry about the leading and trailing sides, the contact angles
at the leading/trailing contact lines both take the static contact an-
gle value. On the other hand, with dynamic wall mobility
(D�w ¼ 0:2), the profile of the water drop resembles more closely
a semi-circle with an asymmetry (Figs. 18(b)–(d)), and the advanc-
ing and receding contact angles deviate notably from the static
contact angle (90	).

We also observe that the dynamic wall mobility affects signifi-
cantly the speed of the water drop moving down the slope. This is
demonstrated in Fig. 19 with the center of mass of the water drop
as a function of time, obtained for a slope inclination angle 60	 and
different D�w values. Plot (a) is for the x coordinate and plot (b) is for
the y coordinate. At t K 0:13, the curves with different D�w values
overlap with one another, which corresponds to the initial free fall
of the water drop onto the slope. The time period 0:13 K t K 0:3
approximately corresponds to the impact of the water drop on
the slope. Without dynamic wall mobility (D�w ¼ 0), the impact
causes a severe deformation and induces a large spread of the
water drop along the wall-parallel direction (see Fig. 16e). The dy-
namic wall mobility reduces the deformation and the drop spread
along the slope. As D�w increases, the deformation due to the impact
becomes considerably less significant when compared to D�w ¼ 0.
These characteristics are responsible for the differences in the x
coordinates during 0:13 K t K 0:3 in Fig. 19(a). After this initial
time period (t J 0:3), one can observe a distinct effect of the D�w
values on the motion of the water drop. The drop speed (in both
x and y directions), which corresponds to the magnitude of the
slope in the curves, shows a strong dependence on the dynamic



Fig. 17. Temporal sequence of snapshots of water drop moving down a slope (inclination angle 30�, static contact angle 90	;D�w ¼ 0:2): (a) t ¼ 0:0125, (b) t ¼ 0:1375, (c)
t ¼ 0:1625, (d) t ¼ 0:2, (e) t ¼ 0:2375, (f) t ¼ 0:325, (g) t ¼ 0:3875, (h) t ¼ 0:5125, (i) t ¼ 0:6375, (j) t ¼ 0:7625, (k) t ¼ 0:8875, (l) t ¼ 1:0125, (m) t ¼ 1:1375, (n) t ¼ 1:2625, (o)
t ¼ 1:3875, (p) t ¼ 1:5125.
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wall mobility D�w. The slope magnitude of the curves decreases as
D�w increases, indicating that the water drop moves slower down
the slope with a larger D�w. Zero dynamic wall mobility results in
the fastest down-slope motion.

4. Concluding remarks

In this paper we have presented an efficient scheme for impos-
ing the dynamic contact angle boundary conditions for the phase
field approach. The scheme results in only de-coupled equations
after discretization.

First, we have developed an algorithm for imposing the dynamic
contact angle boundary conditions to the Cahn–Hilliard equation.
Our strategy consists of two components: (1) we first ignore the
boundary conditions and transform the Cahn–Hilliard equation
into two nominally de-coupled Helmholtz type equations; (2) then
we treat the dynamic contact angle boundary conditions in such a
manner that the two Helmholtz type equations are truly de-coupled.
To solve the Cahn–Hilliard equation, together with the dynamic
contact angle boundary conditions, our overall algorithm therefore
results in two de-coupled Helmholtz type equations after discretiza-
tion. The formulation is provided in a form suitable for spectral ele-
ment (and also finite element) type spatial discretizations.
Then, we combine the above algorithm, together with a scheme
for variable-density Navier–Stokes equations we developed in [12],
to form an efficient method for the coupled system of Navier–
Stokes and Cahn–Hilliard equations involving large density ratios.
The resultant method can deal with contact line problems under
dynamic and also static contact angle boundary conditions. The
method is endowed with several features that make it very
efficient:

 Computations for all flow variables (phase field function, veloc-
ity, pressure) are completely de-coupled.
 Only constant and time-independent coefficient matrices are

involved in the resulting linear algebraic system for all flow
variables, even though the Navier–Stokes/Cahn–Hilliard cou-
pled system involves variable density and variable viscosity
fields. The coefficient matrices can be pre-computed during
pre-processing.
 Only de-coupled Helmholtz type (including Poisson) equations

need to be solved for each flow variable.

Moreover, the method is suitable for dealing with large density
ratios, which has been demonstrated by ample numerical
simulations.
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Our numerical tests with air–water two-phase flows show
that the dynamic wall mobility parameter (Dw) strongly affects
the contact line dynamics and the profiles of the air–water
interface. The prominent effect of dynamic wall mobility ap-
pears to retard the contact line motion, and to cause the
advancing/receding contact angles to deviate from the static
contact angle. This effect becomes stronger as the value of dy-
namic wall mobility increases.

The dynamic contact angle boundary condition as given by Eq.
(4) can reasonably account for the contact angle hysteresis (devia-
tion between instantaneous and equilibrium contact angles) due to
the dynamic effects such as contact line motion. However, in its
current form (with constant hs), it does not account for the hyster-
esis of the static contact angle, as observed in e.g. a pendant water
drop resting on an inclined slope. The related issues will be de-
ferred to further studies in the future.

Let us finally comment on the stability of the time-stepping
scheme employed in the current paper. Due to its semi-implicit
nature, the current scheme is only conditionally stable, and the
time step size Dt is restricted by a maximum time step size. A rig-
orous stability analysis of the overall scheme is quite difficult. Here
we briefly mention the main factors in the scheme that induce the
restrictions on the time step size:

 The explicit treatment of the convective terms, u � ru in the
Navier–Stokes equation and u � r/ in the Cahn–Hilliard
equation. This will impose a CFL condition on the time step
size.
 The explicit treatment of the nonlinear term hð/Þ in the Cahn–

Hilliard equation (5c). This will also induce a restriction on Dt.
However, under certain assumption about the form of hð/Þ
(i.e. existence of an upper bound for h0ð/Þ

�� ��), if the chosen con-
stant S (Eq. (8)) is sufficiently large, it can be proved that the
first-order scheme for the Cahn–Hilliard equation (excluding
convective term) is un-conditionally stable with the explicit
treatment of hð/Þ; see [33].
 The explicit treatment of DðuÞ ¼ ruþruT

� �
in the term

rl � DðuÞ in the Navier–Stokes equation (48). This induces a
CFL-like constraint on the time step size [2], where
rl ¼ 1

2 ðl1 � l2Þr/ plays the role of a ‘‘convection velocity’’.
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 The explicit treatment of the pressure P in the corrective pres-

sure term 1
q0
� 1

q

 �
rP in Eq. (49a).

In addition, the following numerical treatments of the dynamic
contact angle boundary conditions also contribute to the restric-
tions on the maximum allowable time step size:

 The explicit treatment of @/
@t in (28) when imposing dynamic

contact angle condition for solving Eq. (26) for w.
 The explicit treatment of the nonlinear term f 0wð/Þwhen discret-

izing the contact angle conditions in (28) and (30).
 The explicit treatment of the convection term u � r/ in (28) and

(30).
 The explicit treatment of the nonlinear term hð/Þ when discret-

izing the boundary condition for chemical potential in (24).

It is possible to devise fully implicit (monolithic) or linearly
implicit schemes for the coupled Navier–Stokes/Cahn–Hilliard
equations (see e.g. [33]). The benefit of these implicit schemes
is that they can allow for larger time step sizes than the current
scheme. However, such schemes result in linear algebraic systems
coupling up different flow variables after discretization, and the
linear systems involve variable (time-dependent) coefficient
matrices due to the variable density and variable dynamic viscos-
ity. As noted in [12], the time-dependent nature requires the re-
computation of the coefficient matrices every time step. The asso-
ciated cost is very significant, and it grows rapidly as the problem
size increases. Furthermore, Newton-type iterations are also in-
volved at the outer level for solving nonlinear algebraic equations
in the case of fully implicit schemes. Compared with these costly
operations involved in such methods, the scheme in the current
paper (and in [12]) completely de-couples the computations for
different flow variables, and for each variable it involves only
constant coefficient matrices which can be pre-computed. Fur-
thermore, the current scheme only involves the solution of sev-
eral separate Helmholtz type (including Poisson) equations
within a time step. Due to these characteristics, the current
scheme is extremely fast compared to the fully/linearly implicit
schemes. Moreover, for many situations the maximum time step
size that can be used in simulations is dictated by accuracy rather
than stability. In addition, for certain problems more detailed
dynamics of the two-phase system is of interest, which will re-
quire smaller time step sizes in numerical simulations. These sit-
uations also favor the current scheme.
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Appendix A. A scheme for variable-density Navier–Stokes
equations

This appendix summarizes the formulation of a scheme we
developed in [12] for the variable-density Navier–Stokes equa-
tions, (5a), (5b), with the following boundary condition:

uj@X ¼ wðx; tÞ; ð47Þ

where wðx; tÞ is the prescribed velocity on the domain boundary @X.
We first transform the Navier–Stokes Eq. (5a) into an equivalent

but slightly different form,

q
@u
@t
þ u � ru

� �
¼ �rP þ lr2uþrl � ðruþruTÞ

� kðr2/Þr/þ fðx; tÞ; ð48Þ

where P ¼ pþ k
2r/ � r/ is an effective pressure, and will also be

loosely called pressure. Note that the variable density q and viscos-
ity l are given by (6). The phase field function /, and if necessary
r2/, are assumed to be known.

We consider how to solve the system of (48) and (5b), together
with the boundary condition (47). The formulation of the scheme is
summarized below. Given (un; Pn), we successively solve for the
pressure, and the velocity as follows:

For pressure Pnþ1

c0 ~unþ1 � û
Dt

þ 1
q0
rPnþ1 ¼ �NðunÞ þ 1

q0
� 1

qnþ1

� �
rPn

� lnþ1

qnþ1r�r� un þ 1
qnþ1rlnþ1

� DðunÞ � k
qnþ1r

2/nþ1r/nþ1

þ 1
qnþ1 fnþ1

; ð49aÞ

r � ~unþ1 ¼ 0; ð49bÞ

n � ~unþ1j@X ¼ n �wnþ1: ð49cÞ



S. Dong / Comput. Methods Appl. Mech. Engrg. 247–248 (2012) 179–200 199
For velocity unþ1

c0unþ1�c0 ~unþ1

Dt
�mmr2unþ1¼�Nðu�;nþ1ÞþNðunÞþmmr�r�u�;nþ1

þ 1
q0
� 1

qnþ1

� �
rðPnþ1�PnÞ

�lnþ1

qnþ1r�r�ðu
�;nþ1�unÞ

þ 1
qnþ1rlnþ1 � Dðu�;nþ1Þ�DðunÞ

� 	
;

ð50aÞ

unþ1j@X ¼ wnþ1: ð50bÞ

In the above equations, ~unþ1 is an intermediate velocity, an
approximation of unþ1. NðuÞ ¼ u � ru, and DðuÞ ¼ ruþruT . If v
denotes a generic variable, v̂ and v�;nþ1 have the same
meanings as those defined in Section 2.1. qnþ1 and lnþ1 are respec-
tively the density and dynamic viscosity at time step (nþ 1),
determined from Eq. (6) based on /nþ1. The constant q0 is given
by q0 ¼ minðq1;q2Þ. The parameter mm is a chosen constant

satisfying mm P 1
2

maxðl1 ;l2Þ
minðq1 ;q2Þ

. /nþ1 and r2/nþ1 are assumed to be

known.
The feature of the scheme that allows for a constant (time-inde-

pendent) coefficient matrix for the pressure is the term 1
q0
rPnþ1 in

(49a), and also the correction terms, ð 1
q0
� 1

qnþ1ÞrPn in (49a) and

ð 1
q0
� 1

qnþ1ÞrðPnþ1 � PnÞ in (50a). The feature that allows for a con-

stant coefficient matrix for the velocity is the term mmr2unþ1 in
Eq. (50a), and its explicit counterpart in ‘‘rotational form’’
mmr�r� u�;nþ1. We note that this strategy for dealing with a dif-
fusion term with a variable diffusion coefficient was discussed in
[16] (section 9, page 114), and was also used by other researchers
(e.g. [2,32]). One can also recognize that the above procedures for
computing the pressure Pnþ1 and the velocity unþ1 overall represent
a velocity correction type strategy (see [17,11]).

To implement the above scheme, we take the L2-inner product
of Eq. (49a) withrq, and we obtain the following Poisson equation
in the weak form for Pnþ1,Z

X
rPnþ1 � rq ¼ q0

Z
X

Gþr lnþ1

qnþ1

� �
�xn

� �
� rq

� q0

Z
@X

lnþ1

qnþ1 n�xn � rq

� c0q0

Dt

Z
@X

n �wnþ1q; 8q 2 H1ðXÞ; ð51Þ

where

G ¼ 1
qnþ1 fnþ1 � kr2/nþ1r/nþ1 þrlnþ1 � DðunÞ

h i

þ û
Dt
� NðunÞ þ 1

q0
� 1

qnþ1

� �
rPn ð52Þ

and x ¼ r� u denotes the vorticity, and we have used Eqs. (49b)
and (49c). Take the L2-inner product of Eq. (50a) with scalar test
function u, and note that the intermediate velocity can be substi-
tuted by, based on Eq. (49a),

c0

Dt
~unþ1 ¼ G� lnþ1

qnþ1r�xn � 1
q0
rPnþ1:

We then obtain the weak form of (50a) for unþ1:
c0

mmDt

Z
X
uunþ1 þ

Z
X
ru � runþ1

¼ 1
mm

Z
X

R þr lnþ1

qnþ1

� �
�x�;nþ1

� �
u

� 1
mm

Z
X

lnþ1

qnþ1 � mm

� �
x�;nþ1 �ru

� 1
mm

Z
@X

lnþ1

qnþ1 � mm

� �
n�x�;nþ1u; 8u 2 H1

0ðXÞ; ð53Þ

where H1
0ðXÞ ¼ v 2 H1ðXÞ : v j@X ¼ 0

n o
, and

R ¼ 1
qnþ1 fnþ1 � kr2/nþ1r/nþ1 þrlnþ1 � Dðu�;nþ1Þ

h i

þ û
Dt
� Nðu�;nþ1Þ � 1

qnþ1rPnþ1: ð54Þ

The weak forms (51) and (53) can be directly employed in spatial
discretizations with C0 spectral elements (or finite elements).
We assume that r2/nþ1 in (52) and (54) are already known,
which for example can be computed based on Eq. (23b) with
r2/nþ1 ¼ wnþ1 � a/nþ1.

The final algorithm consists of solving (51) for Pnþ1, and then
solving (53) for unþ1. Note that only constant coefficient matrices
are involved in these equations, which can be pre-computed
during pre-processing, even though variable density and variable
viscosity are involved in the original Navier–Stokes equation.
One can also observe that the intermediate velocity ~unþ1 in the
original formulation of the scheme is eliminated from the
re-formulated algorithm, (51) and (53), and that it is never actually
computed in the implementation.
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