MA 265 FINAL EXAM Fall 2012

NAME:

INSTRUCTOR’S NAME:

1. There are a total of 25 problems. You should show work on the exam sheet, and pencil
in the correct answer on the scantron.

2. No books, notes, or calculators are allowed.

1. For what value of h is the following linear system CONSISTENT?

r—3y=~h
—2z + 6y = -5

C. h=—-5/2
D. h=5
E. h=-5

A h=0 o=y |k
/B h=5/2 ﬁ él -5
~ L

>h -3

. !
R

2. For what values of r and s is the linear system INCONSISTENT?

r+y+z=1

r +3z2=-2+s

r—y+rz=3
A.r=5and s=4
B.r#5and s =4 | !
@r:5ands#4 {'
D. r#5and s #4

E. None of the above - { ! eov K
~ 1o - 2 +S i~ o -t 2 A
v -3 r-i > o g -3 %~2SJ
whan  v= 3 \ A
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3. Suppose A and B are n X n matrices. Which of the following statements are always

TRUE?
i) (~4)T = ~(4")
ii (A+B)T = AT + BT
iii) (ATB)T = ABT
A. i) only

B. ii) only (“(“? (/'\*T b )T . &T A

(9 i) and ii) only _
D. ii) and iii) only In W B A A ol

E. i), ii), and iii) Commnnte
&)wvfwmmwf/@;

4. Which of the following statements are always TRUE?

i) If a linear system Ax = b has m equations and n unknowns, and m < n, then the
system must have infinitely many solutions.

ii) If A and B are n x n matrices and AB is nonsingular, then both A and B must be
nonsingular.

iii) If A, B, and C are n x n matrices such that AB = AC, then B = C.

A. i) only () AX=h M(;M f/I\ML wo }vﬁt«’?‘vg%
@ii)ofﬂy Xtyte =9

C. i) and ii) only o= 1

D. ii) and iii) only

E. i), ii), and iii) WA ' Fo

i
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5. Which of the following are always true for real square matrices A?

i) if X is an eigenvalue for A then —\ is an eigenvalue for —A.
ii) if v is an eigenvector for A then v is also an eigenvector for 2A.

iii) The eigenspace for the matrix A for the eigenvalue A has dimension equal to the
multiplicity of the root A in the characteristic polynomial p(A) = det(Al — A).

i) and iii) only (1) Conmterex mlg,g

), ii) and iii) only v
@ i) and ii) only

1 4 5 1
6. Letvi=|1]|,vo=|0]|,va=|1],vqe= |1|. Which of the following statements
1 0 1 2

are true?

i) The set {v1, V2, Vs, Va} is linearly independent.

ii) The set {v1, Va2, Vs, Va} spans R>. 7

(00 pa
Ve
iii) The set {v1, Va, V3, Va4} is a basis for R3. / 7 s

A. All of the above -

I S ¢ s |
B. None of the above o | l 0 -y "
~ - )
C. i) only b o 2 0 -4y
@ ii) only _
B ey s
E. ii) and iii) only — o |
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7. For the inverse of the matrix l :| , the entry in the second row

and first column is

we oy A
Ao J
B. 1 I
/Z:glz = |V % = -
@) 1/2 A
E. -1/2 mé;;}ég éj - oy
(A1), = An .1
(Al 2

8. Given that
ai ag az a4

det by b2 b3 b =5,
Ci C2 C3 C4
di dp d3 dy
N
what is the determinant of A
by by b3 b1
2c4 +3ag 2co +3az 2c3+3az  2c¢; +3a;
dy do ds dy
-
A. 30
B. -30 b 2P
- A= Ll
N 204 - QCq
'].0 04'3 e Cﬂ.
E. 5 , be O ﬁg, Q. j‘
- N i b@ b(/ bﬁ b' ,
-5 20 2 = -1
2|7 R Y | B



9. If Ais a 3 x 3 matrix with det A = 3, and B = 24, what is det(ATB~1)?

A. 18 [AT B = (AT 18| = 14
B. 1/18

(D 1/8 E

D. 1/2 - 1] SIAT ~

E. 24

10. Compute the value of the following determinant:

03200
32)23}
det [-0—0—1+—06—0
42;24J
03205
-

A

A. -30

- 0 v
B. -15 1A= 3 v
C. 0 32 2 3
D. 15 ¢ 2 2 ¢
B 30 3 v X
= -, 3 2
)0
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11. The dimension of the subspace of Rs which is spanned by
[1,2,3,4,5], [0,2,0,0,0], [0,0,0,0,3], [2,4,6,8,13], and [2,6,6,8,10] is

A1 T2 3 e T DTS S
B. 2 a) 220 P o v v O

@. 3 §N g o8 g % s O o O ‘F
D4 TN a g 3

E 5 ‘ [ o’ o} [ 3
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12. Let L : R® — R3 be defined by:
L([z,y, 2]) = [ax® + bx, cy + 2, d]
Which of the following choices of the parameters a, b, ¢, d gives a linear transformation?
a=1,b=2,¢=3,d=0

a=0,b=1,¢=0,d=1

a=0,b=2,c=4,d=0 _ ‘ —
a=1,b=0,c=0d=1 (v ke L& d ] we reed

a=b=c=d=1

= o Qw »

b= 0
d=0



13. Let W be the subspace of R3 spanner’ 'ﬁ/“%‘” fu Ang w’fﬂfw,,/
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If we apply the Gram-Schmidt procedure to this set to obtain an orthonormal basis
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for W, we obain the set
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14. Let A be an n X n nonsingular matrix. Which of the following statements must be

true?

i) Ax = 0 has infinitely many solutions.

ii) A must be row equivalent to the identity matrix.

iii) A has rank n.

iv) det A # 0.

A. All are all true.

B. i), ii), and iii) only

C. iii) and iv) only
@ ii), iii), and iv) only

E. i), iii), and iv) only
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15. Let A be an m x n matrix. Which of the following statements must be true regarding
the nullity (dimension of the null space) of A?

i) The nullity of A is the same as the number of nonzero rows in a row echelon form
of A.

ii) The nullity of A is the same as the dimension of the column space of A.

iii) The nullity of A is the same as the nullity of A7 .

'//"’@one of the statements are correct.
/B/ i) and ii) only | : {
C. i) and iii) only
D. ii) and iii) only

E. All three statements are correct.

16. Let A and B be n x n matrices. Which of the following statements must be true?

i) If B can be obtained from A by a sequence of row operations, and A is an eigenvalue
for A, then X is also an eigenvalue for B.

ii) det(A + B) = detA+ detB.

iii) If A and B are both nonsingular, then A + B is nonsingular.

{ \A) None of the statements are correct. Contge M%mr Aes

B. All of the statements are correct. - -
() A I S
i) only A= JE |

i) and ii) only

= Y Q

i) and iii) only (i) . (, UJ ). [o



17. Which of the following subsets of R3 are subspaces?
i) The set of all vectors [z, y, 2] satisfying the condition z + 2y — 3z =1
ii) The set of all vectors [z, y, 2] satisfying the condition z = xy

iii) The set of all vectors [z, y, 2] satisfying the condition z =y

A ) only Mwwﬁéj

B. ii) only
@iii)only _
D. i) and ii) only L i, oo, 0) %ﬁ“’.&ﬁ Xf*l/y-*éﬂz;/
E. ii) and iii) only _
Igm/f 201, 2. «)) ;VUZ
L““) (l ' )
o) Gtz E
)(/
gM YCH 1, ) KeoT
1100 -
1 100 . .
18. Let A = 000 0 . Which of the following are true?
0 00O

i) A =2 is an eigenvalue whose eigenspace has dimension 1.
ii) A =1 is an eigenvalue whose eigenspace has dimension 2.

ili) A = 0 is an eigenvalue whose eigenspace has dimension 2.

@ i) only

B. ii) only
C. iii) only
D. ii) and iii) only
E.

None of the statements i)-iii) are correct.



19. Suppose that A is a 2 X 2 matrix having eigenvalues A\; and A where \; # Ay. Which
of the following statements must be true?

i) A is diagonalizable.

ii) if v; is an eigenvector for \;, and vz is an eigenvector for Ay, then {vy, vo} is a
linearly independent set.

iii) if vy is an eigenvector for A1, and vs is an eigenvector for Ay, then {v1, va} is an
orthogonal set.

A. i) only
B. ii) only
C. iii) only
@1) and ii) only

E. i) and iii) only

xq !
20. Let L : R?® — R? be defined by L x9 — | ;t2e . Then the standard
x 3xo — 2x3
3
matrix representing L is
_ B | h
f i) ]
- 0 Lo J
\[1 2 0 ’
@_o 3 —2} l 19y < [ 2
- S J ?3
C 1 2
3 -2 ‘
_ - v B
1 0 DZ ( o = L 0
_0 ——2_
[0 1] T D
E. |3 2 LLJ ) 1 o
| -2 3 30 72
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21. Let W be the subspace of R* spanned by

1 5 9 0
2 6 10 0
3|7 (7" 11| |0
4 8 12 1

Then the dimension of the orthogonal complement W+ is

A0 i 5 §

(B o
’ {0 () J )
C. 2

14
D. 3
E. 4

ol W' = ¢ — dimw = |

22. Consider the following inconsistent linear system Ax = b, where

] |

O O =

C
A x=
L1/7] . RCR,
6/ =1 A \7 b
. [1/7]
C. x= 17, [f@ 7 -
. [ —1] ~
D. x:_1/7_ 7 5 |
0
E. x= - P
-1/7 A -
i .>> X = 7J
0

11



1 4
1 -2
diagonal matrix?

23. Let A =

A. P= 1 [)()\);

N

|

— = =
- L

C. P= 4 1- =
(4 1 .
0. po[t 1]
13 2/3
B P=1 —1/6}
=2 WA e | o
- [»( 6|

. For which matrix P is it true that P~'AP = D, where D is a

- A +)

W -1) Oer) - g

A"+ X ~b = - )43 )

24. Which of the following statements are always true for a real square matrix A?

i) If A is symmetric, all eigenvalues of A are real.

ii) If A is an orthogonal matrix, then the columns of A form an orthonormal set.

iii) If all eigenvalues of A are 1 then A is similar to the identity matrix.

A. i) only
B. iii) only

@ i) and ii) only

D. i) and iii) only
E. i), ii), and iii)
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25. For the differential equation
x' = L2 X
1201

with initial condition x(0) = [ﬂ , we have x(1) =

I N A RS N
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