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Abstract. We study the scattering rigidity problem in Lorentzian geometry: recovery of a Lorentz-
ian metric from the scattering relation known on a lateral timelike boundary. We show that one
can recover the jet of the metric up to a gauge transformation near a lightlike strictly convex point.
Assuming that the metric is real analytic, we show that one can recover the metric up to a gauge
transformation as well near such a point.

1. Introduction

Let (M, g) be a Lorentzian manifold of dimension 1+n with a cylindrical-like timelike boundary,
generalizing R × N where N is a compact Riemannian manifold with a smooth boundary. We
define the (lightlike) scattering relations S, and S♯, acting on vectors and covectors, respectively, as
the exit points and directions/codirections on the boundary of lightlike geodesics starting at such
points and directions/codirections at the boundary, see Definition 2.1 for a precise statement. The
problem we study is to what extent does S or S♯ determine g. In this generality the problem is wide
open with some partial results so far described below. In this paper we show that one can recover
the whole jet of g on ∂M , assumed strictly convex to light rays, up to a gauge transformation.
Also, if g is a priori analytic, one can recover g in M near such points.

The lightlike S probes the metric over a restricted set of geodesics, satisfying g(γ̇, γ̇) = 0.
This takes one dimension away from the set of all geodesics, and, together with the signature of
the metric, makes the Lorentzian version of this problem harder with new challenges. First, the
group of the gauge transformations is richer, since it adds the freedom to multiply by an arbitrary
conformal factor µ > 0. In fact, it is arbitrary for S♯ with the additional restriction µ = const. on
∂M for S. Next, the linearization of this problem is the geodesic light ray transform [24], which is
known to be unable to see timelike singularities; roughly speaking those corresponding to signals
moving faster than light. A loss of ellipticity exists in the Riemannian case as well when n = 2,
and we restrict ourselves to “short” geodesics close to being tangent to the boundary, but it is of
a different nature. Then it is not a priori intuitively clear in the Lorentzian case whether one can
expect boundary or local/global recovery, the latter even in the analytic case, but we show that
the local recovery is possible.

One possible motivation to study S♯ comes from the analysis of the wave equation related to g. As
it was shown in [30], S♯ is the canonical relation of the Dirichlet-to-Neumann map Λ on ∂M , which
is a Fourier Integral Operator. From relativity point of view, S and S♯ contains information about
the way photon trajectories are affected by the Lorentzian structure of spacetime. A linearization
of S♯ from a spacelike hypersurface (“shortly” after the Big Bang) to a future one (the present)
is studied in [11], motivated by the information carried by the observed redshift of the cosmic
background radiation.
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Boundary determination results for Riemannian manifolds with boundary are well known [12],
including stability estimates [26], and a constructive algorithm [32]. The strict convexity condition
was relaxed considerably to include concave points under a certain non-conjugacy condition in [27],
see also [35]. As a consequence, Vargo [34] showed that one can recover an analytic non-trapping
Riemannian manifold up to an isometry from the lens relation. This result was extended in [10]
to such manifolds with an analytic magnetic field. A major advancement in dimensions n ≥ 3 was
done in [28, 29] based on the approach in [31], where it was shown that for smooth metrics, we
can recover not just the jet of g on the boundary up to a gauge, but g inside M as well, near a
strictly convex point. This implies global rigidity results under a foliation condition. The approach
is based on ellipticity of the linearization (and on the use of Melrose’s scattering calculus) which
does not hold in our case.

There are many boundary and lens/scattering rigidity results in the Riemannian case, aside
from the already mentioned [28,29] see, e.g., [1–5,9,12,13,17–19,21,25–27]. They can be viewed as
rigidity results for static Lorentzian metrics. Very little is known in the Lorentzian case. Recovery
of stationary metrics from the time separation function was studied in [33]. The author showed
in [24], that under some additional conditions, stationary metrics in cylindrical product type of
manifolds M = Rt×Nx with boundary are lens rigid near a generic set of simple metrics, including
simple real analytic ones. The reason for this is that projected onto the “base” Nx, such systems
reduce to magnetic ones studied before in [6]. Scattering rigidity via timelike geodesics was studied
in [16] for stationary metrics. The dynamical system then projects to a magnetic-potential one
studied in [14, 15]. Our second main result is that assuming (M, g) real analytic, it is uniquely
determined by S♯ near strictly lightlike convex boundary points.

Brief description of the approach. To explain the challenges, we note first that we need to
prove the existence of a gauge transformation, see Definition 2.2, relating two metrics ĝ and g with
the same data. That means construction of two quantities: a diffeomorphism ψ and a conformal
factor µ. In the Riemannian case, we have ψ only, and it is a priori clear what it should be near
∂M , if there is rigidity: just identify the boundary normal coordinates for ĝ and g. Then we need
to prove that ĝ = ψ∗g up to infinite order at ∂M with ψ known. One way to do this is as in [12] by
looking at the Taylor expansion of ĝ−ψ∗g in the normal variable xn. We do not have such natural
candidates for ψ and µ in the Lorentzian case. To construct such candidates, we “normalize” first ĝ
and g in the gauge equivalent class, see section 4.1: to coincide on some timelike field ∂/∂x0 tangent
to ∂M ; and at the same time to be both in boundary normal coordinates, both up to O((xn)∞), as
xn → 0+. This leads to a non-characteristic Cauchy problem for a fully nonlinear PDE, see (4.6),
which can be transformed easily into a quasilinear one, see (5.3). It is not a priori clear that this
problem is solvable but it can always be solved up to O((xn)∞). Once we have this, we apply the
Taylor series argument using the maximizing property of timelike geodesics.

Assuming the metrics analytic, one would think that one can just use analytic continuation. That
is essential for this result, of course, but we need to show that ψ and µ which we constructed only
up to an infinite order at ∂M , actually exist locally. We apply the Cauchy–Kowalevski theorem to
show that the “normalization” in section 4.1 can be done exactly, locally, allowing us to construct
ψ and µ locally. Then we use analytic continuation.

One could hopefully prove global rigidity results for analytic metrics under appropriate geometry
conditions but that would require some non-trivial efforts, and will be studied in a forthcoming
work.

Acknowledgments. The author thanks Leo Tzou and Lauri Oksanen for an inspiring discussion
on related problems, and to Sebastián Muñoz-Thon for his critical remarks.
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2. Main results

We start with the introduction of the main notions, see also [24]. Let x ∈ ∂M , with ∂M timelike,
and let 0 ̸= v be a lightlike vector at x pointing into M . Assume that the lightlike geodesic γx,v(s)
hits ∂M again for the first time for some s = s(x, v), at y = γx,v(s) ∈ ∂M in the direction
w = γ̇x,v(s). We can define the scattering relation as the map (x, v) 7→ (y, w), see Figure 1.

It is convenient to identify such lightlike vectors v with their orthogonal projections v′ to T∂M .
Those projections would be timelike, and in the limiting case when v is tangential to ∂M , they
would be lightlike. Recall that vectors that are either timelike of lightlike are called causal. Then
we can think of the scattering relation as defined on the causal cone in T∂M with an image in the
causal cone in T∂M unless the corresponding geodesic is trapping.

This leads to the following.

Definition 2.1. The scattering relation S, mapping the causal cone in T∂M to itself, is defined as
follows. Let (x, v′) ∈ T∂M be timelike, and let v be the unique lightlike vector at x with orthogonal
projection v′ on Tx∂M , pointing to the interior ofM . Then we set y ∈ ∂M to be the point where the
geodesic γx,v issued from (x, v) meets ∂M again for the first time, and set w′ to be the orthogonal
projection on Ty∂M of its direction there. We set S(x, v′) = (y, w′).

When (x, v′) is lightlike, v = v′ is tangent to ∂M , and we set S(x, v′) = (x, v′).
The scattering relation S♯ on the causal cone in T ∗∂M is defined as S by identifying vectors and

covectors by the metric.

We use the musical isomorphism notation below converting vectors to covectors and vice versa.
If γx,v happens to be trapping for some (x, v), we just consider that (x, v) not to be in the domain

of S (and this is not going to be allowed in this paper). Knowing S or S♯ includes knowing the
domain.
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Figure 1. The scattering relation S(x, v′) = (y, w′) on the causal cone on T∂M , left. Its
version when v is close to being tangent to U ⊂ ∂M , right.

Clearly, S and S♯ are positively homogeneous of order one in the fiber variable. We have
S(x, a(x, v′)v′) = (y, a(x, v′)w′) for every a > 0. We may normalize v′ in some way to reduce
the number of variables. For example, if x0 is a local time variable, we may require v0 = 1.

The definition of S or S♯ requires us to know which vectors/covectors on the boundary are causal,
which is equivalent to knowing a conformal multiple of g restricted to T∂M × T∂M . Instead of
prescribing S or S♯, we can consider the pairs of points (x, y) in Σ ⊂ U × V ⊂ ∂M × ∂M which
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can be connected by a lightlike geodesic, so that x and y are not conjugate along it. It was shown
in [24] that Σ and S♯ determine each other uniquely.

Definition 2.2. We call (M, g) and (M̂, ĝ) gauge equivalent, if there exists a diffeomorphism

ψ : M → M̂ fixing ∂M pointwise, and a function µ > 0, so that g = µψ∗ĝ. When studying a local
version of S or S♯, we assume that ψ and µ are defined in the open set of M covered by the geodesic
used in the definition of S.

Fixing a positive sign of the conformal factors, as we did, preserves the future/past orientation.
We showed in [24] that gauge equivalent Lorentzian metrics on the same manifold have the same
S♯. The relation S, on the other hand, is affected by µ on ∂M , and gauge transformations preserve
S if µ = const. on ∂M only. In both cases, the gauge transformations form a group generated by
conformal multiples and isometries fixing ∂M pointwise.

We define the notion of strict convexity as in [23].

Definition 2.3. Let U be a smooth hypersurface near a point z ∈ U and let F be a defining function
so that U = F−1(0) near z, dF (z) ̸= 0, and declare {F > 0}, to be the “interior” of M near z.
Similarly, {F < 0} is the “exterior” of M near z. We say that U is strictly convex at z in the
direction v ∈ TzU , if ∇2F (z)(v, v) > 0.

Strict convexity of U for (z, v) restricted to a set of null vectors can be defined in a similar way.
In this paper, the directions would be lightlike, and we call this strict lightlike convexity. Here
∇2F is the Hessian of F , with ∇ being the covariant derivative. This notion of strict convexity at

(z, v) is equivalent to d2

ds2

∣∣
s=0

F ◦ γ(s) < 0 for the geodesic γ through z in the direction v; and it
is independent of the choice of F . When U ⊂ ∂M , the interior is M , and the exterior does not
exist. We can extend g smoothly on the other side of M however, and then this characterization
still holds independently of the extension.

Our first main result is boundary recovery for smooth metrics.

Theorem 2.1 (Boundary Recovery). Let g and ĝ be two Lorentzian metrics defined near some
x0 ∈ ∂M so that ĝ = µ0g on T∂M×T∂M locally with some 0 < µ0 ∈ C∞(∂M). Let (x0, v0) ∈ T∂M
be lightlike for g. Assume that ∂M is strictly convex with respect to g in the direction of (x0, v0).
Assume that either

(i) Ŝ♯ = S♯ in a neighborhood of (x0, v
♭
0), or

(ii) Ŝ = S in a neighborhood of (x0, v0), and µ0 = const.

Then there exists µ(x) > 0 with µ = µ0 on ∂M , and a local diffeomorphism ψ near ∂M preserving
it pointwise, so that the jets of g and µψ∗ĝ coincide on ∂M near x0.

Next, we prove local rigidity for analytic manifolds and metrics. Analyticity always means real
analyticity in this paper, and analyticity in M always means analyticity up to the boundary, i.e.,
existence of an analytic extension in some two-sided neighborhood of M , where M is assumed to
have an analytic extension as well. Similarly, analyticity near x0 ∈ ∂M means analyticity in a
two-sided neighborhood of x0 in the extended M .

Theorem 2.2 (Local rigidity for analytic metrics). Under the assumption of Theorem 2.1, assume
that M , ∂M are analytic, g, ĝ are analytic as well in M near x0, and µ0 is analytic on ∂M near
x0. Assume either (i) or (ii) of Theorem 2.1. Then there exists an analytic µ(x) > 0 with µ = µ0
on ∂M , and an analytic local diffeomorphism ψ near x0 preserving ∂M pointwise, so that g = µψ∗ĝ
near x0.
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3. Preliminary results

3.1. Gauge transformations. We review some results from [24]. Recall that multiplying g by
a conformal factor µ > 0 reparameterizes the future directed null geodesics, keeping the future
orientation, but leaves them the same as point sets [11, 24]. This extends easily to more general
Hamiltonians and to µ depending on both x and ξ. Next lemma is stated in a greater generality
than we need it, and it is known in principle.

Lemma 3.1. Let H(x, ξ) be a Hamiltonian defined near (x0, ξ
0), and assume H(x0, ξ

0) = 0,

dH(x0, ξ
0) ̸= 0. Let µ(x, ξ) > 0 near (x0, ξ

0). Then the Hamiltonian curves of H and H̃ := µH near
(x0, ξ

0) on the zero energy level coincide as point sets but have possibly different parameterizations.

More specifically, if (x(s), ξ(s)), and (x̃(s̃), ξ̃(s̃)) are solutions related to H and H̃, with initial

conditions (x0, ξ
0) at s̃ = s0, and (x̃0, ξ̃

0) at s = s0, s̃ = s̃0, respectively, then

(x̃(s̃(s)), ξ̃(s̃(s))) = (x(s), ξ(s))

with s̃(s) solving
ds̃

ds
= µ−1(x(s), ξ(s)), s̃(s0) = s̃0.

Proof. The Hamiltonian system for
(
x̃(s̃), ξ̃(s̃)

)
related to H̃ reads

dx̃

ds̃
= µHξ + µξH,

dξ̃

ds̃
= −µHx − µxH.

Assume initial conditions (x0, ξ
0) at s̃ = s̃0. On the energy level H = H̃ = 0, we are left with

dx̃

ds̃
= µHξ,

dξ̃

ds̃
= −µHx.

Then for s 7→ (x̃(s̃(s)), ξ̃(s̃(s))) we get the Hamiltonian system related to H with initial conditions
as stated above. This completes the proof. □

We apply the lemma to the Hamiltonian H(x, ξ) = 1
2g

ij(x)ξiξj , written in local coordinates. It
is well known that the Hamiltonian curves of H on T ∗M at zero energy level, when identified with
curves in TM by the musical isomorphism, coincide with the lightlike geodesics. When ĝ = µg, the
corresponding Hamiltonian is Ĥ = µ−1H. Then

(x̃(s̃), ξ̃(s̃)) = (x(s(s̃)), ξ(s(s̃)))

with s(s̃) solving
ds

ds̃
= µ−1(x(s̃)), s(s̃0) = s0.

This shows that S♯ is invariant under the conformal transformation g̃ = µg. Indeed, (x, ξ) 7→ (y, η)
is unchanged, see Figure 1. Next, ξ has the unique decomposition ξ = ξ′+ ξ′′, where ξ′ ∈ T ∗

xU , and
ξ′′ is conormal to TU , i.e., normal to all covectors in T ∗U in the metric g−1. This decomposition does
not change when we replace g by µg. Therefore, the projection ξ′ is independent of the conformal
factor, and the same applies to η′ at y. Thus S♯ is independent of a conformal transformation. On
the other hand, when ĝ = µ0g on T∂M × T∂M , one can multiply either metric by µ1 > 0 with
µ1 = 1 on ∂M only to preserve that condition.

Those arguments apply to the vectors v and w as well but there is an essential difference. The
map (x, v) 7→ (y, w), before the projections, does depend on µ because the musical isomorphism
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converting ξ′ into v′ = (ξ′)♯, and similarly for η′ and w′ brings the factor µ−1. Indeed, assume

S = S̃ now. Then S(x, v) = (y, w) can be computed as

(x, v)
♭7−−→ (x, gv)

S♯

7−−−→ (y, η)
♯7−−→ (y, w = g−1η),

where (y, η) = S♯(x, gv) by definition. With g̃ = µg, we have S̃♯ = S♯, and S̃(x, v) = (y, w̃) can be
computed as

(x, v)
♭7−−→ (x, µ(x)gv)

S̃♯=S♯

7−−−−→ (y, µ(x)η)
♯7−−→

(
y, w̃ = µ−1(y)g−1(y)µ(x)η

)
.

Therefore,

S(x, v) = (y, w) =⇒ S̃(x, v) = (y, µ−1(y)µ(x)w),

see also in [11, eq. (17)]. Therefore, S is preserved under the conformal change g̃ = µg if and
only if µ(x) = µ(y) for all (x, y) ∈ Σ, which implies µ = const. on U × V . Moreover, if ĝ = g on
T∂M × T∂M , then the condition is µ = 1. Under the conditions of Theorem 2.1, when ĝ = µ0g
on T∂M × ∂M , and they have the same scattering relation, the conformal freedom we have is to
multiply one of the metrics by µ1 > 0 with µ1 = 1 on ∂M which preserves the boundary condition,
and it is the conformal factor allowable to preserve S. Then we get the same condition as that for
S♯, see the last sentence of the theorem, but for two reasons, instead for one.

Note however that Sg̃ = Sg for two metrics, implies Sµg̃ = Sµg for every µ > 0.

On the other hand, any diffeomorphism ψ with ψ = Id on ∂M preserves both S and S♯. It
intertwines with multiplying g by a conformal factor without changing its boundary values.

3.2. Jets of tensors fields. We fix a small neighborhood U ⊂ ∂M of x0 ∈ ∂M , reserving the right
to shrink it several times during the proof. We use coordinates x = (x′, xn), x′ = (x0, x1, . . . , xn−1)
in M near x0 = 0, where U ⊂ ∂M is given locally by xn = 0 with xn ≥ 0 in M . Given a tensor
field f of type (0, 2) (metric-like), the jet of f on the hypersurface xn = 0 in such a local chart is
given by ∂kxnfij on x

n = 0 for all k = 0, 1, . . . . Knowing the jet of f implies knowing all derivatives
of f at xn = 0, not just the xn ones. Under a change of variables, aside from having new variables,
f changes its coordinate representation as well. The following lemma shows that knowing the jet
is a coordinate independent notion.

Lemma 3.2. Let f and f̂ be two type (0, 2) tensor fields with the same jets at xn = 0 near x = 0
in some local coordinates. Let x = ψ(y) be a local diffeomorphism near the origin so that yn = 0 is

mapped to xn = 0. Then ψ∗f and ψ∗f̂ have the same jets on yn = 0 in the y variables.

Proof. It is enough to assume that f̂ = 0. We have

(ψ∗f)ij(y) = fi′j′(x(y))
∂xi

′

∂yi
∂xj

′

∂yj
.

On {xn = 0} = {yn = 0} we have f = 0, which implies the same for ψ∗f . More generally, applying
any, say constant coefficient (in the y variables) differential operator P to the left-hand side, yields
zero on the right on the same hypersurface since the jet of f is zero there. □

In particular, we can take ψ fixing xn = 0 pointwise locally, i.e., xα = yα, α ≤ n − 1, and
xn = xn(y). Then two tensor fields having the same jet at {xn = 0} is equivalent to having the
same same yn derivatives of every order under any such change.
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3.3. Boundary normal coordinates. Lorentzian manifolds with boundary admit boundary nor-
mal coordinates similarly to Riemannian ones. The following lemma is formulated in [30] but the
proof is in [22]. It is based on the fact that the lines x′ = const., xn = s are unit speed geodesics;
therefore the Christoffel symbols Γi

nn vanish for all i.

Lemma 3.3. Let S be a timelike hypersurface in M . For every x0 ∈ S, there exist ε > 0, a
neighborhood W of x0 in M , and a diffeomorphism Ψ : S ∩W × [0, ε) →W such that

(i) Ψ(z, 0) = z for all z ∈ S ∩W ;
(ii) Ψ(z, xn) = γz,ν(x

n) where γz,ν(x
n) is the unit speed geodesic issued from z normal to S.

Moreover, if x′ = (x0, . . . , xn−1) are local boundary coordinates on S, in the coordinate system
(x0, . . . , xn), the metric tensor g takes the form

(3.1) g = gαβ(x)dx
α ⊗ dxβ + dxn ⊗ dxn, 0 ≤ α, β ≤ n− 1.

Clearly, gαβ has a Lorentzian signature as well. If M has a boundary, then S can be ∂M and xn

is restricted to [0, ε]. We will call such coordinates the boundary normal coordinates. The lemma
remains true if S is spacelike with a negative sign in front of dxn ⊗ dxn in (3.1) (we replace the
index n by 0 below), and this gives us a way to define a time function t = x0 locally, and put the
metric in the block form

g = −dt2 + gij(t, x)dx
i ⊗ dxj , 1 ≤ i, j ≤ n

with gij Riemannian.

3.4. Tensor fields vanishing on the lightlike cone.

Lemma 3.4. Let h = {hij} be a tensor such that hijv
ivj = 0 for all v lightlike for the metric g,

with both h and g constant. Then h = cg with some constant c.

Proof. Applying a Lorentzian transformation, we can always assume that g is Minkowski. In
fact, such a transformation would produce the Minkowski metric times a conformal factor. Take
v = (1, 0, . . . , 0, sinα, cosα). Expanding hijv

ivj = 0 in Fourier series in α, we get

h00 + 2h0n−1 sinα+ 2h0n cosα

+
1

2
(1− cos(2α))hn−1n−1 + sin(2α)hnn−1 +

1

2
(1 + cos(2α))hnn = 0.

This implies −h00 = hnn = hn−1n−1, h0n−1 = h0n = hnn−1 = 0, i.e., the {0, n−1, n}×{0, n−1, n}
block of h is conformal to the 1 + 2 Minkowski one, with conformal factor -h00. We can put sinα
and cosα in any two different positions different from the zeroth one to complete the proof.

An alternative proof is to identify the conformal factor c as c = −h00 first, if g is Minkowski.
Then for f := h− cg, we get

fijv
ivj + fi0v

i = 0, 1 ≤ i, j ≤ n

for all {vi}ni=1 unit in the Euclidean norm. By [6, Lemma 3.3], this implies f = 0. □

As a consequence, if h and g depend on x, and hij(x)v
ivj = 0 for all lightlike (x, v) near a fixed

(x0, v0), we can extend this to all v based at those points by analyticity on v (and the proof is local
in v anyway), and we get the conclusion in the lemma with c = c(x) having the regularity of g and
h: smooth or analytic.

4. Recovery of the jet at the boundary

We prove Theorem 2.1 in this section.
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4.1. Step 1: “Normalizing” ĝ and g. Recall the coordinate convention of section 3.2. We assume
that x0 (not to be confused with the point x0 = 0) is a local time coordinate, i.e, g(∂/∂x0, ∂/∂x0) <
0. We will choose a metric ψ∗(µĝ), gauge equivalent to ĝ such that it has the form (3.1) up to
O((xn)∞) with respect to the same boundary normal coordinates related to g, and it coincides with
g on ∂/∂x0 × ∂/∂x0 in M up to O((xn)∞). We use the freedom to make conformal changes at this
step but we do not use the equality of the scattering relations yet. Note that when the metrics are
of the form µ(−dt2 + h(x,dx)) (the conformally Riemannian case), this can always be achieved by
putting h in boundary local coordinates.

We normalize g and ĝ first conformally assuming

(4.1) ĝ = g on T∂M × T∂M , i.e., ĝαβ(x
′, 0) = gαβ(x

′, 0).

This can be easily achieved by dividing ĝ by µ0 > 0 with µ0 extended in M near x0. This does
not change the data in either case, S or S♯ and allows us to assume µ0 = 1. Then we pass to (3.1)
with respect to g, which does not affect (4.1). We do the same for ĝ, assuming at this point that
(x′, xn) are common boundary normal coordinates for both g and ĝ.

We want µ and ψ to solve

(4.2) [ψ∗(µĝ)]00 = g00, [ψ∗(µĝ)]in = δin, i = 0, 1, . . . , n

up to O((xn)∞) with boundary conditions ψ = Id on xn = 0, µ = 1 on xn = 0. The conversion to
common boundary normal coordinates guarantees (4.2) with µ = 1 on xn = 0 only. From now on,
we assume that Greek indices run from 0 to n− 1 while Latin ones run from 0 to n. Equation (4.2)
is equivalent to

µ(ψ(x))ĝαβ(ψ(x))
∂ψα

∂x0
∂ψβ

∂x0
= g00,(4.3)

µ(ψ(x))
(
ĝαβ(ψ(x))

∂ψα

∂xi
∂ψβ

∂xn
+
∂ψn

∂xi
∂ψn

∂xn

)
= δin, i = 0, 1, . . . , n(4.4)

up to O((xn)∞) again. This is an (n + 2) × (n + 2) system for (ψ, µ) but there are no derivatives
of µ involved. The boundary condition is

(4.5) ψ(x′, 0) = (x′, 0), µ(x′, 0) = 1.

The latter condition is automatically satisfied if the former is, as a consequence of (4.3) and (4.1).
We can eliminate µ in (4.4) and (4.3) to get the fully nonlinear first order (n+1)× (n+1) system

(4.6) ĝαβ(ψ(x))
∂ψα

∂xi
∂ψβ

∂xn
+
∂ψn

∂xi
∂ψn

∂xn
=
δin
g00

ĝαβ(ψ(x))
∂ψα

∂x0
∂ψβ

∂x0
, i = 0, 1, . . . , n

for ψ, equivalent to (4.4) by (4.3) since having ψ, we can solve for µ in (4.3). Equation (4.6) can
also be written as

(4.7) (ĝ ◦ ψ)(∂xiψ, ∂xnψ) =
δin
g00

(ĝ ◦ ψ)(∂x0ψ, ∂x0ψ), i = 0, 1, . . . , n.

We will prove that the boundary xn = 0 is non-characteristic for (4.6), (4.5). More precisely, we
show that under the additional assumption ∂ψn/∂xn > 0 at xn = 0, we can put (4.6) in normal form,
see also (5.3) below. Differentiating (4.5) with respect to x′, we get ∂ψi/∂xα = δiα, i = 0, . . . , n, α =
0, . . . , n−1 at xn = 0. In particular, the right-hand side of (4.6) equals δinĝ00(x

′, 0)/g00(x
′, 0) = δin.

We can write (4.6), equivalently, (4.7), at xn = 0 as ĝ(∂xiψ, ∂xnψ) = δin, which means that ∂xnψ is
orthogonal to the basis vectors eα, 0 ≤ α ≤ n− 1, and unit. This can be solved for ∂xnψ at xn = 0
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implying ∂xnψ = en at xn = 0. Equation (4.7) can be solved for ∂xnψ when x is near x0 = 0 as
well, giving us the normal form, see (5.3) again. We get

ψ = Id +O((xn)2).

In particular, ψ is a diffeomorphism near x0.
Therefore, we can find a solution of (4.2), (4.5) up to O((xn)∞). Note that the usual argument

is that if a solution exists, we can compute the Taylor expansion at the boundary. The same
arguments show that an asymptotic solution actually exists, even if we do not know that an exact
one does (and this argument is used in the proof of the Cauchy Kowalevsky theorem).

We replace ĝ by the gauge equivalent ψ∗(µĝ). Then we have

(4.8) ĝ00 = g00 +O((xn)∞), ĝin = gin +O((xn)∞), i = 0, . . . , n.

Recall the boundary conditions (4.1). We want to prove next that Ŝ = S implies

(4.9) ĝ = g +O((xn)∞).

for x ∈M near x0.

4.2. Step 2: ∂M is strictly convex with respect to ĝ as well. The geodesic equation implies

γ̈n + Γn
αβ γ̇

αγ̇β = 0.

Recall that 0 ≤ α, β ≤ n − 1 which is implied by the property Γn
nj = 0, ∀j. In the coordinates in

Lemma 3.3, Γn
αβ = −1

2∂xngαβ, which is also the second fundamental form of U . Strict convexity at

(x, v) ∈ TU \0 is equivalent to Γn
αβ(x)v

αvβ > 0. It is positive definite along vectors close to (x0, v0)

by assumption. We can assume that the metric g is Minkowski at x0 = (0, 0). We take v = vε
lightlike, pointing to the interior of U , so that it converges to v0, as ε→ 0+. We do this by taking
v = vε = (1,

√
1− ε2θ, ε) with θ unit in Rn−1; then v0 = (1, θ, 0). Then for the n-th component of

the geodesic γ = γ0,vε(s) through x0 = 0, with initial direction γ̇(0) = vε, we have

(4.10) γn(s) = sε− s2

2
Γn
αβ(0)v

α
ε v

β
ε +O(s3).

The function γn(s)/s then has a non-negative zero for s = τ(vε) := 2ε/Γn
αβ(0)v

α
0 v

β
0 + O(ε2). We

can think of it as an escape “time.” Then γ0,vε(τ(vε)s) = γ0,τ(vε)vε(s) reaches U again for s = 1.
Let yε ∈ U be the first intersection point of the geodesic γ with U (not counting the initial point

x0). Then

wε := exp−1
x yε = τ(vε)vε = 2εv0/Γ

n
αβ(0)v

α
0 v

β
0 +O(ε2).

Since d expx is identity at the origin, we get the same asymptotic expansion for yε in the so chosen
local coordinates.

We will show that U is strictly convex at (x0, v0) with respect to ĝ as well. Since ĝ = g on
T∂M ×T∂M by (4.1), we know that (x0, v0) is lightlike for ĝ as well. By (4.8), the lightlike vector

at x0 pointing intoM , related to ĝ, is still v0. Then (4.10) still holds with Γn
αβ replaced by Γ̂n

αβ with

the hat over a quantity indicating that it is related to ĝ. Note that (x′, xn) are (exact) boundary
normal coordinates for g only, and only such up to O((xn)∞) with respect to ĝ by (4.8) but this

does not affect our argument. Since Ŝ = S or Ŝ♯ = S♯, γ̂n(s)/s still has a positive zero at s ∼ ε,

which implies Γ̂n
αβ(0) > 0; thus U is strictly convex at (x0, v0), and therefore near it as well, with

respect to ĝ as well.
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4.3. Step 3: recovery of the jet of the metric. In preparation for the final step, assume that
(4.9) does not hold. Then ĝ − g = (xn)kh+ O((xn)k+1) near x0 with some symmetric tensor field
h = h(x′) not vanishing at x0 = 0, and with some k = 1, 2, . . . . By (4.8), h00 = 0, hni = 0,
∀i. By Lemma 3.4, if we prove that hαβ(0)v

αvβ = 0 for all v ∈ T0∂M , close to v0, lightlike
for g on T∂M × T∂M , then we would get h(0) = λg(0) on T∂M × T∂M with some λ. Then
0 = h00(0) = λg00(0) by (4.2); therefore λ = 0, and then h(0) = 0. That would be a contradiction.

Assume hαβ(0, 0)v
α
0 v

β
0 ̸= 0. Without loss of generality, we can assume hαβ(0, 0)v

α
0 v

β
0 > 0; if the

opposite, we can switch g and ĝ below. Then (ĝ − g)(x)vαvβ > 0 for x in the interior of M (but
not on U) close enough to x = 0, and for v close enough to v0. With yε as above, let γε and γ̂ε be
the lightlike geodesics in the metrics g and ĝ, respectively, connecting x = 0 and yε. By what we
assumed, γ̂ε is a timelike curve in the metric g when 0 < ε ≪ 1, except for the endpoints, where
it is lightlike. Assume it is parameterized by s ∈ [0, 1]. Consider the points γ̂ε(δ), γ̂ε(1 − δ) with
0 < δ < 1/2. Those two points are connected by the timelike γ̂ε (for g), see Figure 2 where the
dashed curves are geodesic segments related to g. By [20, Proposition 5.34], the “radial” geodesic

∂M

γ̂ε

γ̂ε(1− δ)

γ̂ε(δ)

γε

x0 = 0

yε

Figure 2. Illustration to Step 3.

segment (in the metric g, again) between those two points is the unique longest timelike curve
connecting them when 0 < ε ≪ 1. We recall that the radial geodesic connecting a and b is the
geodesic from a with direction exp−1

x y, assuming the inverse exponential map is well-defined; and
we restrict the considerations close to x0. Passing to the limit δ → 0+, we get that the length of
γ̂ε has an upper limit 0 because the unique timelike geodesic in the proposition tends to γε, which
is lightlike. Thus we get that γ̂ε is lightlike for g as well; in particular γ̂ε and γε coincide as point
sets. This contradicts our assumption. We can perturb v0 on T0∂M a bit keeping it lightlike for g.
Perturbing x0 = 0 now, we get that h = 0 on TU × TU . Then we get the needed contradiction.

This completes the proof of Theorem 2.1.

5. Local rigidity for analytic metrics

Proof of Theorem 2.2. We return to the system (4.3), (4.4), (4.5), this time with the analyticity
assumptions. As explained in section 4.1, the system can be reduced to (4.6), (4.5), and after
solving for ψ, we determine µ from (4.3). The reduced system has analytic coefficients near x0 = 0
when the original system is analytic, including µ0 on ∂M extended analytically to M near x0. To
make the boundary condition homogeneous, we set ϕ(x) := ψ(x) − x. Then, see also section 4.1,
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we recast (4.7) as

(5.1) (ĝ ◦ (ϕ+ Id))(∂xiϕ+ ei, ∂xnϕ+ en) =
δin
g00

(ĝ ◦ (ϕ+ Id))(∂x0ϕ+ e0, ∂x0ϕ+ e0), i = 0, 1, . . . , n

with Cauchy data

(5.2) ϕ(x′, 0) = 0.

As we showed in section 4.1, (5.1), (5.2) is solvable at xn = 0 near x′ = 0 assuming ∂xnϕn > 0,
which allows us to take the positive sign of the square root to determine ∂xnϕn. This means that
we can write it as

(5.3) ∂xnϕ = F (x, ∂x′ϕ), ϕ(x′, 0) = 0

with F an (n + 1)-vector valued function satisfying F (0, 0) = 0; analytic near (0, 0) under our
analyticity assumptions. By the Cauchy–Kowalevski theorem, see [7, 8], there exists an unique, in
the class of analytic functions, local solution of (5.1), (5.2), near x = 0. Then there is an analytic ψ
solving (4.6), (4.5) near x = 0 as well; and then we can determine µ, also analytic, locally by (4.3)
as well since ĝ00(0) ̸= 0. Then (4.2) is satisfied locally as well. The jets of g and ψ∗(µĝ) coincide
near x = 0 by the results of section 4, therefore g = ψ∗(µĝ) near x = 0 by analytic continuation. □
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