The Annals of Applied Probability

2025, Vol. 35, No. 3, 1869-1912
https://doi.org/10.1214/25-AAP2161

© Institute of Mathematical Statistics, 2025

EULER SCHEME FOR SDES DRIVEN BY FRACTIONAL BROWNIAN
MOTIONS: INTEGRABILITY AND CONVERGENCE IN LAW

BY JORGE A. LEON!2, YANGHUI L1u%P AND SAMY TINDEL>¢

lDepartamento de Control Automdtico, Cinvestav-IPN, ®jleon@ctrl.cinvestav.mx
2Baruch College, City University of New York, byanghui.[iu@baruch.cuny.edu
3Department of Mathematics, Purdue University, “stindel @ purdue.edu

We prove that the Euler scheme for stochastic differential equations
driven by fractional Brownian motions (fBm) with Hurst parameter H > 1/3
and its Malliavin derivatives are integrable uniformly in step size n. Then we
use the integrability results to derive the weak convergence rate nl—4H+e for
the Euler scheme. The proof for integrability is based on an application of the
argument of (Ann. Probab. 41 (2013) 3026-3050) to a quadratic functional
of the fBm. The proof of weak convergence applies Malliavin calculus and
some upper-bound estimates for weighted random sums.

1. Introduction. This note is concerned with the following stochastic differential equa-
tion driven by a d-dimensional fractional Brownian motion (fBm in the sequel) x with Hurst
parameter % <H< %:

(1.1) dy: = Vo(yr)dt + V(y)dx:, yo=a,

where we assume that a € R™, the collection of vector field Vy = (V(f)lfifm belongs to
Cg(Rm, R™) and V = (V;)ISiSm,lsjsd sits in CS(R’", L(R4, R™)). Under this setting the
theory of rough paths gives a framework allowing to get existence and uniqueness results for
equation (1.1), and the unique solution y in the rough paths sense has y-Holder continuity
for all y < H; see, for example, [15, 17].

One of the basic questions about systems like (1.1) concerns the existence of a proper
numerical scheme approximating the solution y. In case of a Hurst parameter H € (%, %), the
simplest possible solution to this problem is to use a Milstein type scheme. However Milstein
type schemes involve second order expansions and iterated integrals of the fBm x, which
should be morally thought of as objects of the form

t u
xszt:/S /S dxy @ dx,,

and are notoriously uneasy to simulate. Therefore several contributions aimed in the recent
past at avoiding iterated integrals while still producing convergent numerical schemes for
rough differential equations. The first article tackling this issue is [13], where the iterated
integrals in x2 were replaced by products of increments of x. The rate of convergence ob-
tained in [13] was then pushed to its optimal limit in [14]. Let us also mention the article
[35], which thoroughly explores Runge—Kutta methods based on the same idea of replacing
iterated integrals by products of increments.

In this paper we will focus our attention on another numerical approximation, called first-
order scheme in the sequel. The main idea behind this method is to simply replace the second
order terms x? by their expected values. This yields simpler schemes than the aforementioned
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methods based on product of increments, and at the same time produces optimal convergence
rates. Specifically, if x is a fBm with Hurst parameter H and one uses an approximating grid
with mesh of order 1/n, then the rate of convergence is of order 1/n2#~1/2_ This method has
first been introduced in [23] for a Hurst parameter H > 1/2, and has been extended to the
rough path case in [29]. We also refer to [24, 25] for further extensions.

In order to describe our first-order numerical scheme, let us introduce some basic settings.
For simplicity, we are considering a finite time interval [0, 7] and we take the uniform parti-
tionw:0=t<t; <---<t,=T on [0, T]. Specifically, for k =0, ...,n we have t; = kA,
where we denote A = % In the sequel, the quantity §x;; will stand for the vector x; — x;.
Our generic approximation is called y”, and it starts from the initial condition yj = yo = a.
With this notation in hand, we can now define our scheme recursively as follows (here and
below we set §xy | = Xy — Xg):

1 g 2H

(1.2) i =vn+Von) A+ V(v )dxyg,, + 3 o avivi(yn)att,
j=l1
where the notation 9V; V; stands for a vector field of the form

m
kysl.
(1.3) aViVj=<Za,v,. Visk=1,...,m,
I=1

9
ayi

rate of convergence of y" to y is of order 1/n?~1/2, One of the key results in [29] is a
functional central limit theorem of the form
lim n?A=12(yn —y) < U,

n—oo

and 0; stands for the partial derivative in the y; direction: 9; = As mentioned above, the

where U is solution to a rough differential equation driven by x plus an additional Brownian
term.

In the current contribution, we are mostly interested in the convergence in distribution of
the approximation y” defined by (1.2). This endeavor is motivated by three main reasons
which can be summarized as follows:

(i) The weak convergence of a numerical scheme is directly related to the performance
of simulation for stochastic models, which is a center issue in mathematical finance and
engineering.

(i) For diffusions processes, that is, stochastic differential equations driven by a Brown-
ian motion, the convergence in distribution for numerical schemes is a classical problem. This
is assessed e.g by the remarkable publications [2, 3]. As mentioned in those two references, a
good knowledge about the weak convergence is useful in order to evaluate probabilities that
y reaches a certain level, or to get some information about the moments of y.

(iii) In[4, 7, 19] we have started a long term program aiming at understanding the law of
Gaussian rough differential systems. The current result might play an important role in this
approach.

Let us now describe the main result contained in this paper.

THEOREM 1.1.  Suppose that V € CZ‘ and x is a fBm with Hurst parameter H > 1/3.
Let y be the solution of the rough differential equation (1.1) and let y" be the corresponding
Euler scheme (1.2). Then for any ¢ > 0, f € C;(]Rm) and t € [0, T] there is a constant
Cr,u,v,r > 0 independent of n such that

c
(1.4) [Ef(y) —Ef (o] < %
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To the best of our knowledge, Theorem 1.1 is the first weak convergence result for numeri-
cal schemes of differential equations driven by a fBm with H < 1/2. In order to get a broader
perspective on weak convergence for stochastic differential systems, let us recall some of the
rates obtained in previous contributions:

(a) It is well known that the weak convergence rate for an equation like (1.1) driven by a
Brownian motion is n !, versus a rate n~!/2 for the strong rate; This has first been established
in the classical references [31, 36] (see also [2, 3]).

(b) In [24] the authors consider differential equations driven by a fBm for the range of
Husrt parameter H € (1/2,1). It is shown that the weak rate is n~! like in the Brownian
case, regardless of the value of H. This rate is sharp in the sense that the normalized error
n[Ef(y') —Ef(y:)] converges to a nonzero limit for any test function f € C 4,

(c) The recent articles [16, 18] consider the weak convergence of Euler schemes for a
mixed stochastic integral model Z = fOT @(BH)dW;, where W is a Wiener process and B is
a Liouville type fractional Brownian motion driven by W (with Hurst parameter H € (0, 1)).
It is proved that for a general choice of functions f, ¢, the weak rate is 1/nGHT1/2AT (10 be
contrasted with the strong rate of the Euler scheme for Z above, which is 1/n). Our result
shows that this surprising behavior is probably due to some specific cancellations for mixed
quantities like Z (see further remarks about this fact in [16]).

Compared to this body of literature, our Theorem 1.1 shows that when 1/3 < H < 1/2 the
weak rate for equation (1.1) is n! =¥ (note that we believe that our rate is sharp for a generic
test function). This generalizes in a very natural way the convergence rate n~! obtained for
H > 1/2, except for the slightly nonoptimal ¢ in relation (1.4). Notice that this small ¢ is
due to the fact that our analysis of the scheme is mostly pathwise, in spite of dealing with a
convergence in distribution. It is interesting to mention that Theorem 1.4 agrees with the rule
of thumb in the martingale framework (see, e.g., Heston’s model [1], Schrodinger’s equation
[11], reflected diffusions [5] or the stochastic heat equation [12]), namely that the weak rate
n'=*H is twice the strong rate n'/272H (see [29]).

REMARK 1.2. For sake of conciseness, we have not tried to quantify precisely the depen-
dence T +— Cr p,v, . Since our estimates depend on the behavior of Malliavin derivatives,
we expect this dependence to be of exponential type.

At the core of our methodology for the proof of Theorem 1.1 lies a combination of rough
paths and Malliavin techniques, plus some specific tools for discrete rough paths that have
been developed by two of the authors in [29, 30]. Those elements are summarized in Sec-
tion 2 and Sections 4.1-4.2. Specifically, our first main step of the proof is a generalization
of the duality approach developed in [9] to the fBm case. In particular, we will show that
the Malliavin integration by parts can be applied to the error E f (y;') — E f(y;) in the left-
hand side of (1.4), and that the estimate of the error can be transformed to the study of some
weighted sums involving the Malliavin derivatives of the Euler scheme (1.2) and related pro-
cesses. With the transformation established, a main ingredient in the current contribution is
to prove the integrability of Malliavin derivatives for the Euler scheme, uniformly in our ap-
proximation parameter n. A key observation in this direction is that the Euler scheme (1.2) is
a discrete-time equation driven by the mix of a rough path (i.e., the process x) and a quadratic
Young path (that is, a path which is a quadratic functional of x and has a Holder component
greater than 1/2; see (2.20) for the precise definition). This representation enables us to adapt
the very fruitful idea of greedy sequence put forward in [8], in order to achieve exponential
integrability in a rough paths context. A new situation for the Euler scheme is that now we
have a greedy sequence corresponding not only to x but also to the quadratic path g intro-
duced in (2.20). One of our main efforts will then consist in showing a tail estimate for the
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greedy sequence via Borell’s inequality. Furthermore, due to the discrete feature of equation
(1.2), a separate estimate will involve the big steps related to our partition of [0, 7] (namely
the steps for which the increments éx;,,,, are very large) separately. These delicate estimates
will be developed in Section 3.

The paper is structured as follows. Section 2 contains the preliminary results on rough
paths, Malliavin calculus, and the Euler scheme. In Section 3 we show that the Malliavin
derivatives of the Euler scheme has moments of any order. After some preparations in Sec-
tion 4.1-4.5, we prove the weak convergence of the Euler scheme in Section 4.6.

NOTATION 1.3. In what follows, we take n € N and A = T'/n, and consider the uniform
partition: 0 =19 <t; <--- <t, =T on [0, T], where #x = kA. We denote by [s, ¢] the dis-
crete interval: s, t] = {tx € [s,t]: k=0, ...,n}. For u € [t tx+1), we denote n(u) = t;. For
an interval [s, ¢] C [0, T] we define the continuous- and discrete-time simplexes S>([s, 1]) =
{(u,v) :s <u <v <t} and S([s, t]) = Sa([s,t]) N [s, t]]z. We use the letters C and K to
denote generic constant which can change from line to line.

2. Preliminary results. In this section we recall some basic notions of rough paths the-
ory and their application to fractional Brownian motion, which allow a proper definition of
equation (1.1). We also give the necessary elements of Malliavin calculus in order to quan-
tify the weak convergence rate. Eventually we recall the pathwise estimates obtained in [28]
for the Malliavin derivatives of our Euler scheme. Notice that this basic presentation can be
found in a very similar way in our companion paper [28].

2.1. Elements of rough paths theory. This subsection is devoted to introduce some basic
concepts of rough paths theory. We are going to restrict our analysis to a generic p-variation
regularity of the driving path of order 1 < p < 3, in order to keep expansions to a reasonable
size. We also fix a finite time horizon T > 0. The following notation will prevail until the end
of the paper: for a finite-dimensional vector space V and two functions f € C([0, T'], V) and
g€ C(S([0,T]),V) we set

(2.1) Ofst = fr — fs» and  8gsur = gst — &su — ut-

Let us introduce the analytic requirements in terms of p-variation regularity which
will be used in the sequel. Namely consider two paths x € C([0,T],R¢) and x? e
C(S2([0, T]), (R%)®?). Then we denote

1/p
- <SuP ) |<quv|") ,

P
(u,v)eP
2.2) u,v)€

2/p
2
2 = (50 2 J2072)
(u,v)eP

where the supremum is taken among all partitions of the time interval [s, 7], and for a partition
P of [s, t] we write (u,v) € P if u and v are two consecutive partition points of P. When
the semi-norms in (2.2) are finite we say that x and x2 are respectively in CPV¥([s, 1], R%)
and CP/2Va(Sy([s, t]), (RY)®2). For convenience, we denote || x| pvar := ||X || p-var,j0,7] and
||x2|| p/2-var i= ||x2 | p/2-var,[0,71- With this preliminary notation in hand, we can now turn to
the definition of rough path.

DEFINITION 2.1. Let x € C([0, T],RY), x? € C(S>([0, T]), RH®?), and 1 < p <
3. Denote xjt = 8x5. We call x := $h(x) := (x!,x%) a (second-order) p-rough path if
lx || p-var < 00 and 12|l p/2-var < 00, and if the following algebraic relation holds true:

2 2 2 2
(2.3) Xy =Xgp — Xy — Xy = 0Xgu @ X4,
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where we have invoked (2.1) for the definition of 8x and 8x2. For a p-rough path S>(x), we
define a p-variation semi-norm as follows:

2,

(24) ” Sz(x) ”p—var = ||X ”p—var + ”x p/2-var*

An important subclass of rough paths are the so-called geometric p-variation rough paths. A
geometric p-variation rough path is a p-rough path (x, x2) such that there exists a sequence
of smooth R¥-valued paths (x”, x>") verifying

(2.5) lim (|x —x"|

Hn—> 00 p-var + ||x2 — x> ||p/2—var) =0.

We will mainly consider geometric rough paths in the remainder of the article.
2

In relation to (2.5), notice that when x is a smooth R¢-valued path, we can choose x
defined as the following iterated Riemann type integral:

t u
(2.6) x2 = / f dx, @ dx,.
N N

It is then easily verified that S»(x) = (x!, x?), with x? defined in (2.6), is a p-rough path with
p = 1. In fact, this is also the unique way to lift a smooth path to a p-rough path for some
p=L

Recall now that we interpret equation (1.1) in the rough paths sense. That is, we shall
consider the following general rough differential equation: (RDE):

t t
@.7) yi—a+ /O Vo(ys) ds + /0 Vi) dx,, tel0,T],

where Vj and V are smooth enough coefficients and x is a rough path as given in Defini-
tion 2.1. We shall interpret equation (2.7) in a way introduced by Davie in [10], which is
conveniently compatible with numerical approximations.

DEFINITION 2.2. Let (x,x?) be a p-rough path with p < 3. We say that y is a so-
lution of (2.7) on [0, T] if yo = a and there exists a control function w on [0, T] (i.e.,
w is a two variable function on S;([0, T']) which satisfies the super-additivity condition
w(s,t) > wls,u) + w(u,t) for s,u,t € [0,T]:s <u <t), aconstant K >0 and u > 1
such that

t d g
(2.8) 8yst — / Vo) die — V(y)dxse — 3 aViVi(y)x | < Kao(s, )k

i,j=l

for all (s, ) € S2([0, T']), where we recall that 8y is defined by (2.1) and 0V; V; is defined as
in (1.3).

Notice that if y solves (2.7) according to Definition 2.2, then it is also a controlled process
as defined in [15, 21]. Namely, if y satisfies relation (2.8), then we also have

8yst =V (ys)dxss + 7"3};,

where rY € CP/>V¥ (S, ([0, T1)). We can thus define iterated integrals of y with respect to
itself thanks to the sewing map; see Proposition 1 in [21]. This yields the following decom-
position:

d

t . . ..

. . . . 2, U

‘/ vudyl = yidvi — Y ViViGoxg' | < Ko(s, 0,

S .
i’ j'=1
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for all (s,7) € $2([0,T]) and i,j = 1,...,m. In other words, the signature type path
S>(y) = (y', y?) defines a rough path according to Definition 2.1, where y? denotes the iter-
ated integral of y.

We can now state an existence and uniqueness result for rough differential equations. The
reader is referred to, for example, [17], Theorem 10.36, for further details.

THEOREM 2.3.  Assume that V = (Vj)1<j<q4 is a collection of Cg-vectorﬁelds on R™.
Then there exists a unique RDE solution to equation (2.7), understood as in Definition 2.2. In
addition, there exists a constant K > 0 such that the unique solution y satisfies the following
estimate:

[S2)st| < KV 82091 var, 5.0)-

Whenever V = (V) 1<j<d is a collection of linear vector fields, existence and uniqueness still
hold for equation (2.7). Furthermore, there exist constants K1, Ko > 0 such that we have the
estimate

|S2(0)st] = K1 [[S200] var, 15,11 XP(K2 [ S200)[]y)-

We close this section by recalling a sewing map lemma with respect to discrete control
functions. It is a generalization of the sewing lemma [15], Lemma 4.2, to a discrete setting.
It should also be seen as an elaboration of [29], Lemma 2.5, and proves to be useful in the
analysis of the numerical scheme. Let 7 : 0 =1y <t <--- <t,—1 <t, =T be a generic
partition of the interval [0, T'] for n € N. We denote by [s, 7] the discrete interval {#; : s <
h<tjforO<s<t<T.

LEMMA 2.4. Suppose that w is a control on [0, T]. In other words, w is a two vari-
able function on $2([0, T]) which satisfies a super-additivity condition: w(s,t) > w(s,u) +
w(u,t) for s,u,t € [0,T] :s <u < t. Consider a Banach space B with norm | - | and R :
S2([0, T]) — B, and denote 8 Rgyy = Rst — Rgy — Rys. Suppose that | Rt | < (e, ter1)*
forall t, € [0, T], and that |8 Rgyt| < w(s, t)* with the exponent p > 1. Then the following
relation holds:

[e.e]
(2.9) |Rsi| < Kuw(s, )", where K, =21 171,
=1

The lemma allows to bound discrete sums which are crucial in our numerical scheme
context. As a first application along those lines we present a probabilistic result below, which
combines Proposition 4.1 and Remark 4.2 in [29].

LEMMA 2.5. Consider two processes f and g such that for all s, t € [0, T] we have
18fsill 20 St —s1%  and  8gsillpop St = 1P,
foragiven p>1and o, B such that « + B > 1. Let Jg; be the discrete sum given by

(2.10) Jst = Z 8 fstr 881ty -

S<tp <t

Then we have

I sellLe < (6 — )P,
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2.2. Rough path above fractional Brownian motion. We now specialize our setting to
a path x = (x! ..., xd) defined as a standard d-dimensional fBm on [0, 7] with Hurst pa-
rameter H € (%, %). This fBm is defined on a complete probability space (€2, F, P), and we
assume that the o-algebra F is generated by x. In this situation, recall that the covariance
function of each coordinate of x is defined on S, ([0, T']) by

1
(2.11) R(s, 1) = E[SZH + 12— — 2],

where recall that the simplex S, ([0, T']) is introduced in Notation 1.3. We start by reviewing
some properties of the covariance function of x considered as a function on (5> ([0, )2
Namely, take (u, v, s, 1) in (S2([0, T'1))? and set

(2.12) R([u,v].[s.1]) =E[6x) 8x.]. j=1.....d.

Then, whenever H > 1/4, it can be shown that the integral [ R d R is well defined as a Young
integral in the plane (see, e.g., [17], Section 6.4). Furthermore, if the intervals [u, v] and [s, ]
are disjoint, we have

v 1
(2.13) R([u, v], [s, 1) =/ / w(dr'dr).
u N
Here and in the following, the signed measure u is defined as
(2.14) w(dr' dr)=—HQ1 = 2H)|r —r'[** 2 ar' ar.

Using the elementary properties above, it is shown in [17], Chapter 15, that for any piece-
wise linear or mollifier approximation x” to x, the smooth rough path S>(x") defined by (2.6)
converges in the p-variation semi-norm (2.4) to a p-geometric rough path S>(x) := (x!, x?)
(given as in Definition 2.1) for 3 > p > 1/H. In addition, for i # j the covariance of x>/
can be expressed in terms of a two-dimensional Young integral:

(2.15) 2”x2U / / ([u,r], [s,r'])dR(r', r).

It is also established in [17], Chapter 15, that S»(x) enjoys the following integrability prop-
erty.

PROPOSITION 2.6. Let x = (x!,...,x%) be a fBm with Hurst parameter H € (%, %) on
a complete probability space (2, F,P). Let Sy(x) := (x', x?) be the geometric rough path
above x as given in Definition 2.1, and p € (1/H,3). Then there exists a random variable
GpeNix L(2) such that 1520 || p-var < G p P-almost surely, where || - || p-var is defined by
2.4).

According to Theorem 2.3, given that the vector fields V € C g , equation (2.7) driven by a
d-dimensional fBm x with Hurst parameter H > 1/3 admits a unique solution.

2.3. Malliavin calculus for x. As mentioned in the Introduction, we will analyze the
convergence of distribution for our numerical approximations thanks to Malliavin calculus
tools. We proceed to recall the main concepts which will be used later in the paper and refer
to [33] for further details. We start by labeling a definition for the Cameron—Martin type space
‘H related to our fractional Brownian motion x.
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DEFINITION 2.7.  Denote by &[4 ] the set of step functions on an interval [a, b] C [0, T'].
We call H|, ) the Hilbert space defined as the closure of &}, 5 with respect to the scalar
product

(Mpuv)s st #pa g = R([w, 0], [s, 2]).

In order to alleviate notation, we will write H = H|,,) when [a, b] = [0, T']. Notice that
the mapping 1[5, — dx,; can be extended to an isometry between H[,, 5] and the Gaussian
space associated with {x;, 7 € [a, b]}. We denote this isometry by i — [ f h8°x. The random
variable [ Lf’ h8°x is called the (first-order) Wiener integral and is also denoted by I (h).

The space H is very useful in order to define Wiener integrals with respect to x. In this
paper we also need to introduce another Cameron—Martin type space . The space # allows
to identify pathwise derivatives with respect to x and the Malliavin derivatives. In order to
construct 7, let R be the linear operator such that R : h € H — (h, 110,/1)%- Then the space
# is defined as the Hilbert space H = R () equipped with the inner product

(R(g), R(M))yy = (8. M)nt

We refer to [20, 34] for more details about the spaces H and H.

For the sake of conciseness, we refer to [33] for a proper definition of Malliavin derivatives
and related Sobolev spaces in Gaussian analysis. Let us just mention that we will denote the
Malliavin derivative by DF, the Sobolev spaces by D¥? and the corresponding norms by
| F'llx, p- We denote by DFF the kth iteration of the Malliavin derivative D applied on F. The
nth order chaos of x is denoted by K. Also notice that we are considering a d-dimensional
fBm x = (xl, e x4 ). Therefore, we shall consider partial Malliavin derivatives with respect
to each coordinate x’ in the sequel. Those partial derivatives will be denoted by D). Then
forh = (h',..., h?) e H¢ we write D, F = Z D(’)F h')4,. For L > 2 we also denote by
D,f the iterated versions of Dj,. Namely we set

(2.16) DEF=Djo---oDyF.

The Sobolev spaces related to the Malliavin derivatives are denoted by D*? and the cor-
responding norms are written || - ||, ,. The dual of the Malliavin derivative is the Skorohod
integral, for which we use the notation §°. Its domain includes the space D!2(#?), and the
integration by parts formula can be read as

(2.17) E[F8°w)]| =E[(DF, u)ya,
valid for F € D2 and u € DV2(HY).

2.3.1. Differentiability. As we will see below, under the condition that V € Cp L/yI+
the solution y to (2.7) is differentiable in the Malliavin calculus sense. We shall express its
Malliavin derivative in terms of the Jacobian @ of the equation, which is defined by the
relation CID;J = aa yt , where recall that a = (ay, ..., a,) is the initial value of the system
(2.7). Setting dV; for the Jacobian of V; seen as a function from R™ to R™, let us recall that
@ is the unique solution to the linear equation

t d . )
(2.18) @, :Idm—i—/ AVo(ys) Dy ds + Z/ AV (ys) Dy dx .
0 170

Moreover, the following results hold true.
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PROPOSITION 2.8. Let y be the solution to equation (2.7) and suppose (Vo, Vi, ..., Va)
is a collection of vector fields in Cg. Then foreveryi =1,...,m,t >0, and a € R™, we have

" e D2P(H) for p > 1 and
DVy, =d,,Vi(ys), j=1,....,d,0<s<t,

where Ds(j ) yt(i) is the jth component of Dj yt(i), ®; = dyy; solves equation (2.18) and P ; =
o,0; !

Let us now quote the result [8], which gives a useful estimate for moments of the Jacobian
of rough differential equations driven by Gaussian processes. Note that this result is expressed
in terms of p-variations, for which we refer to [17].

PROPOSITION 2.9. Consider a fractional Brownian motion x with Hurst parameter H €
(1/4,1/2) and p > 1/H. Then for any n > 1, there exists a finite constant c; such that the
Jacobian ® defined by (2.18) satisfies

(2.19) IE[||<I>||']7,_W;[O,1]] =cy.

2.4. Pathwise estimate of Euler scheme and its derivatives. Recall that the Euler scheme
y" is defined in (1.2). In this subsection we state a pathwise upper-bound estimate of the
Malliavin derivatives of y" obtained in our companion paper [28]. We first introduce some
notation.

Let b be a fBm independent of x. Recall that the rough paths above x and b are denoted
by (x!, x%) and (b', b?), respectively (see Definition 2.1). We introduce some second chaos
processes which play a prominent role in the analysis of Euler schemes (see [29]). Namely
for [s, 1] € [0, T] we set

n

. 2 1
qst = Z (xfktlkJJrl - §A2H1{i=j})’

s<ty<t
(2.20) ]
bii 2
qStU = Z (blk;kj+1 - EAZHl{l:j})'
s<tp<t

REMARK 2.10. The reader might wonder about the introduction of an additional fBm b.
As we will see in Theorem 2.12, this additional fBm is crucial to bound Malliavin derivatives.
The proof of Theorem 2.12 (see our companion paper [28]) is based on a technique borrowed
from [26].

A main observation of the technique in [26] is that, given that y is the solution of a differen-
tial equation driven by a fBm x, the estimate of the Malliavin derivatives of y can be reduced
to the estimate of a related differential equation driven by the joint process (x, b). This makes
the Malliavin calculus bounds much more readable (the use of Cameron—Martin spaces is
mostly avoided) and allows Hilbert—Schmidt norms estimates of the Malliavin derivatives.

In the current paper, our study of weak convergence for Euler scheme (1.2) requires the
estimate of first and second Malliavin derivatives of the Euler scheme. For this purpose we
have reproduced the techniques of [26] for the Euler scheme (1.2) in [28]. The introduction
of the fBm b in the statement of Theorem 2.12 is thus a consequence of the application of
this technique.

We recall a basic inequality taken from [29], Lemma 3.4: for (s, 1) € S2([0, T]) we have

(t_s)l/Z

2.21) (E[llgseI1P])"* < ey
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We also introduce a Gaussian process w which encompasses the coordinates of both the
driving noise x and the extra noise b. Specifically we define w such that

(2.22) Swyr = (8w, ..., 6w?d) == (8x] 8x4 8b),, ..., 8b%).

Sty st sto
Let w = S>(w) = (w', w?) be the p-rough path above w (see Definition 2.1). Denote by
Il - Il p-var; [s,r] the p-variation norm on [s, ¢]:

1/p
”W”p—var;[[s,t}]: <sup Z |Wuv|p> >

(u,v)eP

where |w,,| == |wL1w| + |w3v|1/ 2 and the supremum is taken among all discrete intervals P
such that P C [s, t] and we write (u, v) € P if u and v are two consecutive points of P. We
define a control w by

2 2
(2.23) a)(s,t):||w||§_var;[[s’,]]+IIqIIZZ_var;[[S’,]]-l—||qb||Z§2_VaI;HM]], (s,1) € S2([[0, T]),

where ¢ is defined in (2.20).

Our pathwise upper-bound estimate is achieved by considering small, medium, and big
steps of the Euler scheme separately. Let & > O be a positive constant. The small and medium
steps are those such that w (#, tx+1) < «, and the big steps otherwise. Precisely, let so = 0 and
define 541 recursively as
(2.24) Sj+1= :Sj . %fw(s‘,-, A > e

max{u € [0,T]:u >s; and w(sj,u) <}, ifw(sj,s;+A) <a.

Then we split the set of s;’s as
(2.25) So=1{sj:a/2<w(sj,sj+1) <a}; Si={sj:o(sj,sj41) <a/2};
(2.26) Sy={sj:w(sj,sj1) > a}.

We set
Mo= [] (Keo(sj,sjrn)? + 1),
SjES()
) M= TT (Kaotsjos50V7 + 1),
SjGS]

My = [T (K18ws,,, | + KA 1),

SjESZ

and K is a constant independent of 7.

REMARK 2.11. The reason why we are considering small, medium and big steps sep-
arately in our upper-bound estimate is the following: when the increments are small or
medium, the estimate of the Euler scheme can be derived in a similar way as for the
continuous-time differential equations (see, e.g., the proof of [8], Theorem 8.4, for the
continuous-time case). More specifically, we can find a proper constant o > 0 depending
on the coefficient function V and the Hurst parameter H only (« is defined explicitly in
(4.27) in Section 4.2 in our companion paper [28]) such that the estimate of Euler scheme
is obtained on [s;, sj41] for s; € [0, T'] such that w(s;, sj+1) < a. (Recall that w (s, 7) is de-
fined in equation (2.23).) By iterating this estimate we can obtain a global upper bound for
the Euler scheme.

On the other hand, when the increments are large, that is, when w(s;,s; + T /n) > «a, the
above argument will require to take s;y1 € (sj,s; + T/n). Therefore, the iteration of the
argument used in the small/medium increment case would not allow to get out of the time
interval [s;,s; + T /n]. We thus have to proceed differently for our estimates in that case.
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We now recall the following pathwise estimates for the Euler scheme in [28], Theo-
rem 4.13.

THEOREM 2.12.  Take r,r’ > 0. One can find integers ko, k;y such that r € (tx,, tx,+11 and

r' e (tk(/)’ tk6+1]. Suppose that V € Cg and p > 1/H. Define a Malliavin derivative vector £"
as

(2.28) £ = (!, Dy, D, Dpyl) = (80, &1 E2).

Then we can find a constant o > 0 depending on V and H only such that for L =0, 1,2 and
all (s,t) € $2[0, T] we have the estimate

(2.29) 16" pvar sy < K - 05,07 - G,
where the random variable G is defined by
(230) G=1SUS1 US| (Mo- M- M)",

and where the quantities S;, M; are respectively defined fori =0, 1,2 in (2.25)—(2.26) and
(2.27). Moreover, for (s, t) € So([sj, sj4+1]) such that s; € So U S1 we have

2.31) |8y — V (y!)éxg| < Kw(s,)*P,  and
. et — LEV (y")oxg| < Kor(s, )P - G2, L =1,2,

where we have set
LoV =ved, LV =Vl Dy,
and where £2V(y;1) is defined by
L2V (y!) =0V (y!)Dryi Dyl + 0V (y2) Dy D,y

(The reader is referred to (28], equations (3.17) and (3.27), for the general definition of the
operator LY and the explicit expression of the constant a, respectively.) In both estimates
(2.29) and (2.31), K is a constant independent of r, r’, j and n.

REMARK 2.13. Our bound (2.31) involves the control w defined by (2.23). This control
depends on the fBm b and the quadratic process ¢”. As mentioned in Remark 2.10, the fBm
b thus plays a prominent role in Theorem 2.12.

REMARK 2.14. Theorem 2.12 is an upper-bound estimate for the first and second-order
Malliavin derivatives of the Euler scheme. The reader is referred to [28], Theorem 4.13, for
a general result for Malliavin derivatives of all orders. On the other hand, Theorem 2.12 will
be sufficient for our purpose in this paper. Specifically, we will conduct Malliavin integration
by parts twice in our study of the Euler scheme, and therefore only first and second-order
Malliavin derivatives will appear. For this reason we have used the operators £ for L =
0, 1,2 only.

2.5. Sharpness of the weak convergence rate. In Theorem 1.1 we claim a rate of conver-
gence (1/n)*7~1=¢ for the Euler scheme. Before getting into the details of the proof for this
statement, we now analyze a simple example showing that this rate is sharp.

Specifically, consider the following simple stochastic differential equation:

(2.32) dy! =dx!,  day}=yldx}, Yy =y}=0, rel01]
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We denote y = (y', y?) the solution. The driving process x := (x!, x?) is a two-dimensional
fBm. In the setting of equation (1.1), this corresponds to the situation

m=d=2, T=1, Vo=0, a=20, Vl(y):((1)>, Vz(y):()(;).
Moreover, equation (2.32) admits the explicit solution
w=xl = [ aad
where the integral is understood in the Stratonovich sense. Also notice that y! and y? are

both components of the signature S>(x) in Definition 2.1.
In the specific case of equation (2.32), the numerical scheme (1.2) becomes

1, 2,
(2.33) v " :x,l, yi" = Z x,lktﬁxtzktkﬂ, t €0, 1],
0<t; <t
where ty = k/n, k=0, ..., n. It has been shown in [32] (and also as a particular case of [29])

that a sharp strong rate of convergence of y” to y is of order (1/n)*#~1/2_ As far as the weak
rate of convergence is concerned, let us consider the test function

f:R*> R suchthat £(z',2%) = |2~

Notice that f is not bounded as requested in Theorem 1.1. It is still a valid test function for a
quick validation of our convergence rate. More specifically, a direct computation gives

)

= R(u,v)dR(u,v
(2.34) 0172 (u,v)dR(u, v)

1
Ef(y1)=E(‘ [ xtax?

R(u,v)dR(u,v).

/[fk,l‘k+1]><[fkhfk/+1]

0<ty,tpr <1

On the other hand, for the numerical approximation y; we have

1 2 2
Z xfkaxfktk+1 >

0<t <1
(2.35) = Y R )Rt k1] [, tirg1])

0<ty,tyy <1

Ef () =E(

/ R(ty, i) dR(u, v).
[tk 1 I} (1 st 4 4]

0<ty,tyr <1

Taking the difference between (2.34) and (2.35) we obtain

236) Efon-Ef(p))= Y

0<ty,tr <1

/ (R(u, v) — Rty 1y)) dR (1, v).
[tk e 11X [t o137 1]

Now applying the self-similarity property n>" R(s,t) = R(ns, nt) and then the change of
variable (nu,nv) — (u, v) to (2.36) we obtain

(2.37) Ef(y) —Ef(7) = 1/n* " xm),
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where we denote

1 n—1
An)=—

n k=0 ./[k,k+1]>< [k, k'+1]

(R(u,v) — R(k, k")) dR(u, v).

Figure 1 is a plot of the numerical values of the limit lim,,_, o, A(n) for various H, carried out
using MATLAB.

The plot shows that A(n) has a nonzero limit for all H € (1/3, 1/2). According to relation
(2.37), this implies that (1/ n)*1 =1 is the exact rate of (2.33). The sharpness of this rate then
follows.

2.6. Outline of proof for Theorem 1.1. We conclude this section by providing an out-
line of the proof for our main result, Theorem 1.1. For convenience we consider the one-
dimensional setting m = d = 1 only.

Our first step of the proof is to derive the following representation of the error process
y—=y"

(2.38) yi—y = Z Ft 41, + higher-order multiple integrals,

0<t; <t

where ¢ is the one-dimensional version of the quadratic functional g%/ defined in (2.20).
Namely, in dimension d = 1 we have g, = %((5thzk +1)2 — A2H) The reader is referred
to relation (4.63) in Section 4.5 for the precise representation of the error y;' — y;. Specifically,
the weighted sum > o, -, F1, 11, 1s corresponding to J! + J?. Notice that the representa-
tion (2.38) and (4.63) are obtained via the “fundamental” solutions, denoted by I' and A (see
Definition 4.12), of a linear equation satisfied by the error process y — y". For t € [0, T'], F;
is a random variable involving the processes I', A, y and y”".

Let f be a smooth function. With relation (2.38) in hand and applying an elementary
interpolation, we have

(239 Ef(y)—-Ef(y)= Z E(F,k Ju+,) + E(higher-order multiple integrals),

0<tg<t

where F is a process similar to F. Note that if one applies deterministic type estimates to
the right-hand side of (2.39), the convergence rate can be shown to be (1/ n)*H=1/2; see [29].
Our goal is to show that using Malliavin calculus we obtain an order (1/n)*7~1.
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To this aim, our second main step is to prove that processes I', A, y and y" and their
Malliavin derivatives are integrable uniformly in n. This is the content of Section 3 and
Section 4.3-4.4. More specifically, we show that Mg, M and M3 in (2.27) are integrable;
see Section 3. Then, according to Theorem 2.12, this implies that the Malliavin derivatives
of y" are also integrable. In Section 4.3-4.4 we derive an upper-bound estimate for I', A
and their Malliavin derivatives similar to those of Theorem 2.12; see Lemma 4.13. Then by
applying the integrability of My, M and M again we obtain the uniform integrability for
', A and their Malliavin derivatives.

With the uniform integrability in hand, our next main step is to apply the integration by
parts to the expected value E[ Fy, gy, ], which gives:

ElFyqnn,1= E(Dthk’ :Btkfk+1)7-[®2v
where § stands for the indicate function 85, = 1{(u, v) : s <u < v <t}. Then some nice fBm
scaling and monotonicity properties observed in Section 4.1 allow to show that the quantity
E(D?Fy, Byt ) e is bounded by (1/n)*H.
Finally, we show that the higher-order multiple integrals in (2.39) can also be bounded by
(1/n)*=1 with the help of the results developed in Section 4.2.

3. Uniform integrability for Malliavin derivatives of the Euler scheme. In this sec-
tion we tackle the integrability issue for the Malliavin derivatives of the Euler scheme. Before
proceeding to our main considerations, some remarks about our global strategy are in order.
Recall that My, M, M; are defined in (2.27), b is an independent copy of x, and qb are
defined in (2.20). Recall that the signature x = S>(x) = (x', x?) of x is defined in Defini-
tion 2.1.

REMARK 3.1. Due to the bound (2.29), the integrability of My, M1, M3 is our main
task towards a uniform bound for the Malliavin derivatives as a function of n. We mostly
focus on this problem in the sequel.

REMARK 3.2. Observe that b (resp. qb) in (2.23) is a mere copy of the fBm x (resp.
the quadratic sum ¢). Furthermore, expression (2.23) involves both quantities g || ,/2-var and
g2l p/2-var- Duplicates like this one would be ubiquitous in our computations. Therefore, in
order to avoid lengthy expressions, we will simply omit the b-terms in the sequel. With this
convention, (2.23) would become

/2
(3-1) w(s’ t) = |X|Z-var;[[s,t]] + |q|Z/2-var; [s,t]"

To be completely clear, let us highlight the fact that we do not assume » = 0 here. We have
just chosen to drop the b-terms from our expressions involving w in (2.23), for notational
sake. We hope this does not lead to confusions.

We now turn our attention to the integrability of the random variables M;.

3.1. Uniform integrability of M1 and M. In this subsection, we consider the uniform
integrability of M| and M5 in (2.27). The proof is achieved thanks to a tail analysis of the
cardinality of the large size steps, that is, steps with size > «.

THEOREM 3.3. Let My = My (n) be the random variable defined by (2.27). Suppose
that My is given by
(3.2) Mo =[] (Kl8xgs,, | + KA +1),
SjGSZ
where S, is the subset of [0, T] displayed in (2.26). Suppose that x is a fBm with Hurst
parameter H > 1/3. Then we have sup, .y E[|M2|"] < oo forall v > 1.
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PROOF. Recall that w is defined by (2.23). With our convention (3.1), since b and qb are
omitted, the control w is reduced to
a)(tk, tk-f—l) = |thtk+1 |P + |thtk+1 |P/2’
where [X,, | stands for |xtlklk+l | + |xti,k+l 11/2 so that definition (2.26) yields the following
relation:
(3.3) S = {t 10t i) > af ={t 2 Xy 17 + 1, 172 > ).

Moreover, it is readily checked that

2 2 2 H H
|thl‘k+1 |p + |qutk+1 |p/ 5 |8xtktk+1 |p + ‘xlkfk+1 |p/ + |A| p§ Ithtk+1 |p + |A| p‘

1
If we choose n so that |A|7P < «/2, thatis,n > T - (a/2)” #r =: Ky, p,1, from the expression
(3.3) we get

So C {t : Xy 12 > (@/2)%P} =2 8.

This inclusion implies that

G4 Ma= ] (KXgsul+1) < [T (KXjs;0l +1) <Ca [T KlXgjs;ls

s;€S S;E€S3 S;€S3

where we have invoked the fact that |ij sjt | > (o /2)1/ P whenever s; € S3 for the last in-
equality. In the following, we show that the v-moment of the right-hand side of (3.4) is
bounded uniformly in n. This implies that sup,,~ g wp T E[|M3]"] < oo. Recall that « is a
constant depending on V and H only (see Theorem 2.12). It will thus follow that

sup E[|M3]"] < o0
neN
We now divide the proof in several steps.
Step 1: Some pathwise bounds. Recall again that x is a fBm with Hurst parameter H >
1/3. Pick B < H. Denote by [x|l[0,77,5 and ||x2||[o,T],25 the Holder norms of §x and x2,
respectively. Namely,

|85 2 |x3t|
18x1l0,71,8 = sup and |x = sup _hstl
7 wnesory I =51 o0 = s.ne82(0.7) |t = 512
Let
_ , 2172
(3.5 G = lIxllo.71.5 := 18xll0.71.5 + |x° 0. 77.25-

It is well known that G is almost surely finite. This implies that |x; S | < GnF , and there-
fore

(3.6) Mo < [T K(GnP) < (KGn=P)!51,

1heSss
In addition, according to (3.5) we have

S5 < \J(sh U s U s3h),
iJ
where the sets S31, 32, S33 are defined by
. . 2 P 2’ i, j
(3 7) Sél = {tk : (Sxtlktk+1) > al’}’ SéjZ = {tk :'xfktlkil > Olp},
. .. 2’ .’ .
S35 = {ti s —xy, > ap),
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and where taking into account the dimension of x, we take «, defined by

o 2/p
GO wv=(zvavn)

Therefore recalling that K designates a generic constant, we have obtained the following
upper bound for the random variable M>:

d i d ij d ij
39 M= (H(Kgn—ﬁ'*l') : ( [1 (KGn—ﬂ>S3'2) : ( [1 (Kgn_ﬁ)IS”I).
i=1 i j=1 i j=1

In the following we consider the integrability of the random variable (K Qn*ﬂ)wgl' for all
i =1,...,d which appear in the right-hand side of (3.9). The other terms in (3.9) can be
handled very similarly.

Step 2: Tail estimates for |S31|. For each subsetu={u;; j=1,...,n'}, n’ <n of the set
of discrete instants [0, T] = {t,k =0, 1, ..., n} we introduce the quantity:
j i 2
Xl (u) = Z (|8xtlkl‘k+| | - AZH)

Suppose that |S§1| = n’ and denote Sél ={u;;j=1,...,n"y =tuC [0, T]. Then by the
definition of Sél in (3.7) we have |5x5t_,~u,~+1 RES ap forall u; € Sél, where «, is defined by
(3.8). It follows that for n such that A2H < ap/2 we have

Xi(u) > n/(ap —ap/2) = n/ozp/2.
We have thus proved that
(3.10) {Is]=n"} c |J (X' >n'a,/2}.
uc{n}
As a consequence of the above relation, we trivially get
(3.11) P{[S5,|=n"} < Y P{X () >n'a,/2}.
uc{r}

< l/n4H—1.

~

Next set 03 = E|X (w)]?). Owing to a slight variation of (2.21) we have alf
Therefore starting from the right-hand side of (3.11) we get

P(]S5,|=n") < > IP’{ AW > Kpa-n }

. o o
{ujsj=1,...n"}C{t} v v

< Z P{Xl(u) - Kp,a'”/ }

2H-1/2
fujij=1,nclgy * W I/n

(3.12)

The right-hand side of (3.12) is handled in the following way: taking into account the fact
that X’ (u) /oy is a normalized random variable in the second chaos of x, we apply Borell’s
inequality (see, e.g., [22], Theorem 5.12). In addition the number of sets of the form u =
{uj; j=1,...,n'}is (,). Hence we end up with

i n! B
(3.13) P(|85,| =n") < WCXP(_HZH 172, Kpo-n)

!
<n" exp(—n*H712 . K, 1),
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Step 3: Computations involving G. Let us now turn our attention to the term G in (3.5). Since

. . S _Ka? .
our fBm x is a Gaussian process, Fernique’s lemma asserts that P(G > a) < e~X¢" for a given
constant K and any a > 1. This sub-Gaussian bound is sufficient to claim that for all n’ > 1
we have

(3.14) EG” < K(n)" = K",

We are now ready to go back to the study of the random variable (KGn~—# )”|S§1|, K > 0.
Namely we apply Holder’s inequality with two conjugates p,g > 1, and we combine this
with (3.13) and (3.14). We get

B((KGn )" L5, y) = K P (B[GP )7 (|4 | = ')
(3.15) < ' =P (|5t | =n')'/4
<exp(f(n')),
where the function f is defined by
(3.16) f(n):=Kn'Inn’ — BKn'Inn + Kon'Inn — K3n?2=12y

for three positive constants K1, K>, K3 whose exact value is irrelevant.
We now compute the maximum of the function f thanks to elementary considerations.
First we calculate

f’(ny=K/n">0.
Therefore f is upward convex and

(3.17) sup f(n) < fQR)V f(n) < fQ2)+ fn).

2<n’<n

Moreover one can explicitly compute f(2) and f(n) thanks to the expression (3.16). We
obtain

f) =K+ Ky — BK)nlnn — Kn*12 f2)=K — KInn — Kn*~1/2,
Reporting this expression into (3.15), we discover that

E(KGn ﬂ Sl = ZE (KGn~ )n/1{|S31|="/})
n’=0

< Zexp

n'=2

<nexp(f(n)+ f(2)) <nexp(Cinlnn — Con*1+1/2),

(3.18)

Step 4: Conclusion. Since we have assumed H > 1/3, it is readily checked that the right-
hand side of (3.18) is dominated by a constant. Therefore, we end up with the inequal-

ity Sup,> | E[(K gn_ﬂ)”|3§1|] = M < oo. This concludes the uniform (in n) integrability of
(K gn_ﬁ)"'%}', for all indices i = 1,...,d. The integrability of the other two quantities
(KGn=P )”'Séjﬂ and (Gn =P )”|S§]3| can be shown in a similar way. Combining these integrability
results with relation (3.9) and with Holder’s inequality, we obtain the uniform integrability of
M3 Our proof is complete. [
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REMARK 3.4. As the reader can see, we have used the assumption H > 1/3 in order
to bound the right-hand side of (3.18). This hypothesis is ubiquitous in our considerations.
As far as extensions to lower values of H, let us mention the following two points: (1) We
have not proved yet that the our numerical scheme (1.2) is convergent when H € (1/4,1/3].
Now for the case H > 1/3, rough paths computations are based on second order expansions.
Therefore we only need to deal with tail estimate of quadratic functionals in (3.10). We are
not sure if our arguments in Theorem 3.3 still apply for higher-order rough path expansions
or numerical methods. (2) To the best of our knowledge, a proper construction of a geometric
rough path above a fBm x with H < 1/4 is still an open question. Therefore solving equation
(1.1) for H < 1/4 is also an open problem.

Once the bound of M3 is established, we can link the expected value of M to that of
M by the observation that there are less steps with a small size (< «) than with a large size
(> «). This is the content of the following result.

COROLLARY 3.5. Let M be defined in (2.27) and we are still working with a fBm x
with Hurst parameter H > 1/3. Then sup, .y E[|M|'] < oo forall v > 1.

PROOF. In order to consider the integrability of M we observe that by the definition of
Sy, for s; € §1 we must have w(s;, sj11) <a/2 and w(sj11, 541 + A) > /2. This implies
that the cardinality of S; is less than that of the set Sg = {tx : o(t, tr41) > o/2}, namely,
|S1] < |S5], and so

M= H (Kla)(sj,st)l/p +1) < (Ko + DSl < K53,

s;E€S]

Observe that K'53! is in the form similar to (3.6) for M>. So in a similar way as in Theo-
rem 3.3, we can show that K V!S53 and thus My is uniformly integrable. [J

3.2. Integrability of My. In this section, we will take care of the products in (2.27) in-
volving small steps of w. Now recall that those steps, defined by (2.23), involve the Gaussian
process w and the second chaos process g. The presence of g will require a specific transla-
tion procedure on the Wiener space, which is carried out in Section 3.2.1. Then a weighted
sum argument is invoked in Section 3.2.2.

3.2.1. Translation of the fBm and some functionals. Let us recall that x is a fBm with
H > 1/3 and q is defined in (2.20). In this subsection, we consider an upper-bound estimate
for the translation of the fBm x and the process g. Notice that in the sequel our generic
random element in the space 2 will be denoted by ¢. In the following result, we deal with
the Cameron—Martin space (or equivalently, the reproducing kernel Hilbert space) related to
our fBm; the reader is referred to our companion paper [28], Section 2.2, for an introduction
of this space.

LEMMA 3.6. Take3 > p > 1/H and p' > 1 suchthat1/p+1/p’ > 1. Let h be a path in
CP V[0, T],R™), and let Ty, denote the translation operator: Ty = ¢+ h on the Cameron—
Martin space associated with our fBm. Then the following translation inequality holds:

p/2 P
(3.19) ||Thqup/2_var, [s.7] + ”ThX”p-var,[[s,t}]

p/2 P P
= KP(”q”p/Z—var,ﬂs,t]] + ”X”p—var,[s,t] + ”h”p/—var,[s,t])’

where K, is a constant depending only on p.
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)4
p-var,[s,]
consider the estimate of || 7;,q ||%§_var, [5.1]" Specifically, consider an element u, v € Sa([s, 1]).
By definition we can write

PROOF. The estimate of || 7, x| is shown in Lemma 3.1 [8]. In the following we

(3.20) Thquv = quv + A;v + Aiv + AL3lU’
where
tk4+1 Tkt 1
G2l A=Y f Shyr ®dxy,  Afy= > / 8x4r ® dh,,
u<ty<v u<ty<v
3 Tk+1
322 A=Y / Shyy ® dhy.
u<ty<v
Next we further decompose the term A! into
(3.23) Aby=An + A2,
where A'! and A'? are respectively defined by
v
(3.24) All :/ Shyy @dx,, and Al2=—7°n, x),
u
and where the term 7 above is given as
(3.25) T, (h,x) = Z 8hun & 8xXnnyy, -
U<tp<v

In the following, we bound the terms on the right-hand side of (3.20).
First, by a direct computation for all (u, r, v) € S3([s, t]) we have

(3.26) SAZ = 5hy @ 8xpy.

urv

In order to bound 8 A'2, we consider the function

(3.27) w(u,v) =: ||h||p’-var,[u,v]”X”p—var,[u,v]-

It is well known that since 1/p + 1/p’ > 1, w is a control function. In fact, it is easy to show
that w; =: w!'/* is a control function for w1 such that 1/p + 1/p’ > u > 1. It follows from
(3.26) and the definition of w; that

8AL2 ] < wi(u, v)*.

In addition, it is readily checked from our definition (3.25) that Allkth , =0 forall # € [s, t].
Therefore a direct application of Lemma 2.4 yields:
(3.28) |ALZ| < K01 (u, )" = Kyo(u, v).

Let us turn to the estimate of A!! defined by (3.24). In that case, due to the fact that Al
can be interpreted as a Young integral, some elementary estimates (see, e.g., [37]) reveal that

(3.29) |AlL] < w(u, v).
Hence reporting (3.28) and (3.29) into (3.23) we end up with
(330)  [AL| < (Ku+ Do, v) < K+ DI ar g + 1K1 var o)

where we recall that the control w is given by (3.27). The term A% in (3.21) can be bounded
in a similar way as for A, and we obtain the same estimate as in (3.30). The details are thus
omitted.
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In order to bound A3 defined by (3.22), we apply Young’s inequality again and also the
super-additivity of the control w (i, v) =: |||, 1 (Notice that w; is a control owing to

the fact that p’ < 2). We get

}A v’ = Z ”h”p -var, [tk tk+1]1 — ”h”p -var,[u,v]"

U<tp<v

p’-var,[u,v

Putting together the estimates of A', A% and A% and equation (3.20), we obtain
B3D  1Taguo] < Iquol + 2K+ DIXIED yar oy + @K+ D1 var .0

Now consider a generic partition 7 = {u;} of [s, ¢]. Thanks to (3.31) and super-additivity
properties we have

> 1 TnGujup 1P

{”]

2
<K (Z [OTRUSED WL ASHRINED Dy LA o)

{uj} uj} /}

p
(”q”p/2 var,[s,1] + ”X” -var,[s,t] + ”h”p -var,[s, t])

Finally, taking the sup over all partitions of [s, #] on the left side we obtain the desired estimate
(3.19). O

3.2.2. Integrability of My. This section is devoted to a study of the intermediate sized
increments of w. Otherwise stated, we are ready to show the uniform integrability of M.

THEOREM 3.7. Let So and My be defined in (2.25) and (2.27), respectively, for a fBm x
with Hurst parameter H > 1/3 and a threshold o« > 0. Then for any given y <2H + 1 there
exists K = K, such that for all a > 1 we have

(3.32) P(1Sol > a) < Ke K",

In particular, sup, .y E[Mg] < oo forall v > 1.

PROOF. The proof will be done in several steps.
Step 1. Preparations. Recall that Sy is given by

(3.33) So={sj /2 <w(sj,sj+1) <a},

where w is defined in (2.23). As mentioned in Remark 3.2, we will drop the b-terms in w for
sake of conciseness. Precisely, we will prove Theorem 3.7 for So given in (3.33) but with w
defined in (3.1), instead of in (2.23). Note that with this consideration the set {|So| < a} is
now a collection of sample paths of the fBm x, instead of that of the extended fBm (x, b).
We would like to insist again on the fact that we do not assume b = 0 here. We just omit the
b-terms in our computations for notational sake.

Let us go back to inequality (3.19). Remember that p > 1/H therein. Since H > 1/4, it
is easily checked that one can pick p’ > (H + 1/2)~! such that p, p’ still satisfy % + é >
1. This pair of p, p’ will be fixed for the remainder of the proof. Recalling the constant
K, featuring in (3.19) and our threshold «, we also choose B > 0 small enough so that
a/2—K,B > 0.Since p > 1/H, according to [29], Remark 3.6, there exists an almost surely
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finite random variable G, such that sup, .y llg ||Zg_var’ [5.] < G . Related to those quantities,
we define the following two sets:

{¢ €Q: ||Q||p/2 var, [s,1] + ”X”Z—var,[s,t] < ,3},

{¢€Q G +”X”pvar[st] /3}’

where we recall that the typical element of (2, F, IP) is denoted by ¢. It is clear that A C A”.
Step 2. Tail inclusion relations. Let a > 1 be our generic threshold. Having the notation of
Step 1 in mind we define a constant k as follows:

(ke ﬁ)l“’ Uy,

(3.34) ,

Recall that the Cameron-Martin type space # is defined in Section 2.3. Let us call By the
unit ball in H, namely: By; = {h € H; ||h|l;; < 1}. Our first aim is to show that
(3.35) A+kBj; CA"+kBj; C{ISol <a}.

Suppose that ¢ € A" + k By;. In the following, we show that [So| < a for such ¢, which
then implies the relation (3.35). First, for ¢ € A" + kBj; we have ¢ — h € A" for some
h € k By, and thus

2
[a@ = 123 e .1 + 1X@ = WD 5.1 < B

Recall that 7;,x(¢) = X(¢p+h) for any i € 7 almost surely. Hence the above relation becomes

/2
(3.36) | T-nq(¢) ”g/z-va:,[[s,t}] + | T-nx(9) Hg—var,[s,t] <B.
We now consider the control w defined by w(s,t) = ||q||§g_Var ka ||X||p var [s.1]° For a

generic element ¢ € A" + k B;; we have

0 (5, )@®) = [T T-1q D) |73 ar 1 + | THT-XD) | o 151

Hence invoking Lemma 3.6 we get

2
w(s, 1)(¢) < KP(” T—hQ(‘p) ”Z?Z—wzr,[[s,t}] + ” T-nx(¢) ”Z—var,[s,t] + ”h”Z -var,[s t])’

and owing to (3.36) one ends up with the following relation valid for all ¢ € A" + k By;:

(5. 0)(@) < KpB + KpllhllD s (5.1
In particular, when s =s; and r = 54 for 5; € Sy we obtain

a/2 <w(sj,sj+1) < KpB+ K) ”h”

p/-var,[sj,sj41]°

and thus

— '/
(3.37) ||h|| M>p p.

>
P’ -var, [s;, SJ+1]_( Kp

Since wi(s,t) = ||h || is a control it follows from (3.37) that

p'sls,1]

a/2—K,B p'/p
(3.38) ||h||p var,[0,T] = Z ”h”p -var,[s,sj+11 = (T) 1Sol-

Sj ES()
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We now specify the left-hand side of (3.38). First since we have chosen p’ > (H +1/2)7!,
the reference [7], Page 14, asserts that |i|5; > [|A || p/-var,[0,7]- Moreover we have assumed that
h € k By;. We thus obtain

o )4 P
K > |h|7'_[ > “h“p/-var,[O,T]'

Plugging this inequality into (3.38), we obtain that if ¢ € A" + « B;; then

a/2— K,,ﬁ>—P’/P
- - =a’

150l sxp’(
KP

where the last identity stems from the definition (3.34) of x. We have thus proved that if
¢ € A" + k By, then |Sp| < a. This concludes the proof of (3.35).

Step 3. Tail estimates. Let us introduce some extra bits of notation. Namely we write ® for
the standard Gaussian CDF. For a set A C Q2 we also define a4 € R as the number such that
®(ay) = P(A). Then the isoperimetric type inequality in [27], Theorem 4.3, together with
(3.35), yield

2

2
P(1So] > a) < P((A +k Bjy)¢) < e K@a+e) = Ky —Klar+? =K'y
Let K4 > 0 be an upper bound of the quadratic function f (k) = "2—2 — K(ag + K)2 on R.
Then considering a constant K which can change from line to line and recalling the definition
(3.34) of k, we get

2 /
(3.39) P(|So| > a) < Kpae KT = Kye K"

Recall again that p’ can be chosen arbitrarily close to (H +1/2)~!. Hence 2/ p’ is of the form
2H + 1 — ¢ for a small ¢ > 0. This conclude the tail estimate (3.32). It follows immediately
from (3.32) that |Sp|” and thus M is uniformly integrable for any v > 1. [

3.3. Integrability of Malliavin derivatives. With the preliminary results of Sections 3.1
and 3.2 in hand, we can now turn to the integrability result for the Malliavin derivatives of the
Euler scheme. Notice that we restrict our analysis here to the first two Malliavin derivatives of
y". However, it is clear that our estimates could be extended to arbitrary Malliavin derivatives.

THEOREM 3.8. Let y" be the Euler scheme defined by (1.2). The first and second Malli-
avin derivatives of y"* are contained in the vector " introduced in (2.28). We assume that the
vector field V is Cg and that x is a fBm with Hurst parameter H > 1/3. Then for all v > 1
we have

(3.40) EL1&" [ pmvar] < 00
In particular, the following sup-norm inequality holds true:

(3.41) IE[ sup \Et”]”] < o0.
neN,r,r’,t€[0,T]

PROOF. Inequality (3.40) follows by showing that all terms in the right-hand side of
(2.29) have moments of all orders. Applying Theorem 3.7, Corollary 3.5 and Theorem 3.3
respectively we obtain the integrability of My, M, M,. The integrability of |Sp| follows
from (3.32). The integrability of | S| and |S>| are implied by the relation |S;| < M;,i =1, 2,
respectively. The upper bound (3.41) is an easy consequence of (3.40). [
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4. Weak convergence. With our Malliavin derivative and integrability estimates in hand,
in this section we consider the weak convergence of the Euler scheme. The first sections are
preparations of the main result.

4.1. Estimation of an inner product in H®?. 1In this subsection, we derive a useful upper-
bound estimate for an inner product of the form (¢, 1j,,4] ® 1[5,/]) %2, involving some indi-
cator functions. We first need a positivity result for the rectangular increment function R of
the fBm.

LEMMA 4.1. Recall that the covariance R is defined in (2.11), with rectangular incre-
ments R([u, v], [s, t]) introduced in (2.12). Then for any u, v, s,t € Rsuchthats <u <v <t
we have

R([u, v], [s,1]) > 0.

PROOF. We first write
R([u, v, [s,t]) = R([u, v], [u, v]) + R([u, v], [u, v]C),

where we denoted [u, v]¢ = [s, t] \ [u, v]. Since R([u, v], [u,v]) = (v — u)2H it suffices to
show that R([u, v], [u, v]€) > —(v — u)?H.
By definition (2.11)—(2.12) of R we can write

R([u, v], [u, v]¢) = R([u, v], [s, ul) + R([u, v], [v, £])

1
4.1 =5(|v—s|2H—|u—s|2H—|v—u|2H)
1
+§(|t—u|2H—|t—v|2H—|v—u|2H).

Note that [v — 5|2 — |u — 5| and |t — u|*" — |t — v|*¥ are nonnegative. We thus obtain
(4.2) R([u, v], [, v]€) = —|v —u .

The proof is complete. [
The above positivity result leads to a surprisingly easy bound on products in £®2.

LEMMA 4.2. Let ¢ € H®? and p > 0 be such that 2H + 1/p > 1. Assume that ¢ €
CPYa(0,T], CPY¥(0,T], R)). For s,t,u,v e [0, T]: s <t, u <v we define a(n,¢) =
1 1M1 (2) for n, ¢ € [0, T1. Then the following relation holds:

(4.3) o, @) yea| <4t — ) (v — ) ||¢ll o

PROOF. Starting from Definition 2.7 and taking limits on indicator functions of rectan-
gles (following the arguments in the proof of [17], Lemma 15.39), one can prove that the
inner product between ¢ and « in H®? can be expressed as a double 2D Young integral of
the form

<(0, 01)7.[®2 = <§Oa 1[u,v] ® 1[s,t]>9-[®2

= [0.77" 90(779 ;)l[u,v] (n/)l[s,t] (g/) dR(’?’ 77,) dR(é" g/)

4.4)
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We note that the condition ¢ € CP™V* ([0, T], CPV* ([0, T], R)) is needed here while applying
the arguments in [17], Lemma 15.39. One can then integrate out the " and ¢’ variables in the
right-hand side of (4.4) in order to get

(45) (a2 = [ 000 dR(. [ v) AR Ls. 1),
We further decompose the inner product (¢, o) 4,e2 using the identity:
1=o;+ar+az+ oy,
where the functions «y, ..., @4 are given by
a1(1,¢) = L, v} (M5, (2), a2(n, &) =1, y1c (M 1s,1(2),
asz(n, ) = l[u,v](n)l[s,,]c (©), as(n,8) = 1[M,U]C (77)1[&;]0 ),

and where similar to what we wrote in Lemma 4.1, we have set [s, 1]¢ = [0, T] \ [s, ¢] and
[u,v]€ =0, T] \ [u, v]. Otherwise stated, we recast (4.5) as

4
(4.6) .y = [ 008 ARO[, v) dR(E Is.) = Y Jf.

’ i=1
where the terms J} are respectively defined by

Jp= [, 90 008 dR (. L. v) ARG Ls. 1),

Those four terms will be handled with slightly different arguments. That is, for JTl, owing to
Lemma 4.1 we have that both dR (¢, [s, t]) and d R(n, [u, v]) are positive when n € [u, v] and
¢ € [s, t]. Therefore, we have

(4.7) |JH < l@llooR([s, 21, [s, ) R ([u, v, [, v]) < (£ — )5 (v — u)*# || 9| .

For the second term J% in (4.6) we observe that dR(¢, [s, t]) is positive and d R (1, [u, v])
is negative. Therefore the product dR(n, [s, t]) - dR(n, [u, v]) does not change sign and we
get

| 77] < lllloo| R (T, v], [u, vI€)R(Ls, 11, [s, 11)] .
Hence thanks to an elementary computation similar to (4.1)—(4.2) we discover that
4.8) 7 < @ =)™ = w* [ glloo

In conclusion, gathering (4.7), (4.8) and similar bounds for J%, J}‘ into (4.6), we get the
desired estimate (4.3). This concludes the proof. [J

We now extend the previous lemma to the indicator of a simplex in [0, T'].

LEMMA 4.3. Let ¢ € H®? be as in Lemma 4.2. Let B € H®? be of the form
(4.9) Bst (u, v) = L1s, ([, (1, v),

where we recall that the simplex Sy([s, t]) is defined in Notation 1.3. Then there exists a
constant Cg such that the following relation holds:

(4.10) (@, Bst) ez | < Cr(t — $)* ¢l oo
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PROOF. We will use a dyadic partition of the function 8. Namely forn >0 and 0 <i <
2" wesetu;, =s+27"(t — s)i. Next for £ > 1 we define

¢ g

L _
ﬁsz = Z Z 1[“2i,ns“2i+1,n]X[“2i+1,ns“2i+2,n]‘
n=1 i=0

Then it can be shown that ||,Bft — Bstllye2 — 0. In order to prove the lemma it thus suffices
to show that for all £ > 1 we have

(. BL 32| = @ = 2) 7t = 9* |9l oo

In the following we prove this relation with the help of Lemma 4.2. We first observe that by
the definition of 8¢

¢ 21

|<(,0, :Bft>H®2| = Z Z |<‘/” 1[u2i,nqu2i+1,n]X[”2i+l,nqu2i+2,n]>H®2"
n=1 i=0

Applying Lemma 4.2 with (s, u, v, 1) = (U2 n, U2i+1,n> U2i+1,n> U2i4+2,n), WE Obtain

E2"11

(@ B )32 <Z Z (=) =) lloo

(t — )" )¢l o

1 ¢ _
= 5= ol 32 <

T 24H _ )
n=1
This completes the proof of our claim (4.10). [

In the sequel we will also need an inequality for products in H. Its proof is similar to the
proof of Lemma 4.3 and is omitted for sake of conciseness.

LEMMA 4.4. Let ¢ € H be afunction in CPV¥ ([0, T1). Then the following relation holds:

o, L] < & — ) Nlgll o
forall (s,t) € $2(0, T).

4.2. An extension of the sewing lemma. In this section we extend Lemma 2.4 to the
integral of two controlled processes. Our findings are summarized in the following lemma.

LEMMA 4.5. Let S»(x) := (x!,x?) be the geometric rough path above x as given in
Definition 2.1, and p < 3. We consider two couples of paths (z,7') and (Z,7") with 7,7 €
C([s,1],R™) and 7,7 € C([s, t], R"*). Let o* (u, v) = ||x||§_var’[u,v]for (u,v) € Sy([s,t]).
We assume the existence of two controlled functions o*, i} and o on [s, t] such that for all
(u, v) € S2([s, t]) we have

[82u0 = ZXun| < @7 @, )P, 18200] < @, )P,
4.11) )
182, | < @ (u, )P,

We also assume that the relations in (4.11) hold for Z, with related increments 7/, % . Next
we introduce some new control functions:

/ /
(4.12) 0"t =" + ot +0°, and a)f” = "7 + wf,
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and similarly for (Z, 7'). We now define some remainder terms in the integrals of z with respect
to Z or x. Namely for (u, v) € Sy([s, t]) we set

~ v - v
(4.13) R% = / (8zur — Z,x),) ®dZ, and RZ = / (8Zur — Zx),) ® dxy,
u u

where the above integrals are understood in the rough path sense. We suppose that the incre-
ments R are such that for any point ty € [s, t] we have

(4.14) IRE, | <ot i) and |RE, ||| < 0" (tr, trg1) Y7

Then the following relation holds for all (u, v) € S2([s, t]):
(4.15) RG] < Kp[of @, v)]",

where > 1 is a given constant and where K, > 0 is a constant depending on p. In (4.15),
we shall see that the control R is defined by the relation

(4.16) [0R (e, 1)]" = (@%@, V)P + % (u, )P (@, 1)) 57 (U, v) /P
x (@05 (u, )P + 120 i + 1)

in which u > 1 is taken such that w® (u, v) is a control (note that this can be done thanks to
the relation 3/p > 1).

PROOF. The proof of the lemma is an application of Lemma 2.4. Namely the existence
of R as a rough integral is ensured by general rough paths considerations (see, e.g., [21]).
Then some elementary manipulations starting from the definition (4.13) of R show that for
(u, s, v) € S3([0, T]) we have

- v
(4'17) BRlii‘U = (SZMS - Zl/dxlis) ® SZSU + Z;s /s xslr ® dz”’

where we recall that § is defined as in (2.1). i
We first consider the case when (Z, x) is in the place of (z, ), that is, the remainder R**
defined in (4.13). In this case one can recast (4.17) as

(4.18) SR, = (8Zus — Zpxhy) ® xby + 202,

Applying the conditions in (4.11) we thus get

(4.19) I8RZY,| < & (u, )27 - " (4, ) /P + & (u, )P - 0 (u, V)P

Moreover, we have assumed that (4.14) holds true for the increments thk);k .- Hence a direct
application of Lemma 2.4 implies that the upper bound in (4.19) for 6 R%,, also holds for RZ},

that is, the relation (4.15) holds in the special case when (Z, x) is in the place of (z, z).

In order to prove (4.15) for a general Z, let us first bound the integral [ x! ®dZ, in (4.17).
To this aim, we observe that a simple integration by parts (valid for integrals driven by the
geometric rough path (x!, x?) thanks to a limiting procedure on smooth approximations)
yields the relation

v v
(4.20) / xl ®dz =x], ®8%,, — f 8Zsr ® dxy.
) )

Note that the integrals in (4.20) are well defined in the controlled rough path sense; see, for
example, [15]. Next owing to our conditions (4.11) for z, the first term in the right hand side
of (4.20) is bounded by

4.21) |xslv®62w| Sa)x(s,v)l/pa)i(s,v)]/p.
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For the second term in the right-hand side of (4.20), let us write
fsvazsr ®dx, =7, @ x2, + R
Since we have obtained that (4.15) holds for R¥™ for every s <u < v <t we end up with

<|RZ| + |2, | (u, v)*P

v
/ 8Zur @ dx,
u

(4.22) <t u, V)¥? - " u, )P + o w, )P - * (u, v)¥P

+ ”2/ ” oo,[u,v]wx (u’ v)Z/P.

We can now safely plug (4.21) and (4.22) (with u replaced by s) into relation (4.20). This
yields the estimate

v = =1
/ xl ®dz.| < ot (u, )P - 0" u, )P + o (u, )7 - 0 (u, v)*'P
N

4.23)

+ 7| cw ¥ (u, )P + ¥ (s, v)l/pa)%(s, )7,

00, [u,v]

Let us now return to relation (4.17). By a simple application of (4.11) one discovers that

v
f xl ®dz,|.
N

\BRﬁiv\ < w¥(u, v)*'P -a)f(u, v)/p —I—wz,(u, )P

Inserting (4.23) into this relation, we thus obtain

8RZ | < K (0 (u, 0)? + 0 (0, v) /P 0" (u, 1)/ P)P 57 (e, 0)/P

(4.24) =4
(@55 w0, )Y+ 2 g g+ 1-

Note that the right-hand side of (4.24) is equal to K pa)R (u, v) defined in (4.16). Taking (4.14)
into account, another use of Lemma 2.4 (together with an application of [17], Exercise 1.9
(iii), to show that w® is a control), proves our claim (4.15). O

4.3. Interpolation of the Euler method. Recall that the Euler scheme y” is defined in
(1.2). We also refer the reader to Section 2.4-2.5 for an upper-bound estimate and some
preliminary discussions of the Euler scheme. In this section we shall extend our Euler scheme
to a process in continuous time and obtain some uniform bounds. Specifically, recall that the
Euler approximation y” is defined on [0, T'] by (1.2) and for convenience we will take Vj = 0.
For ¢ in the continuous interval [0, T'] we shall use the following interpolation:

1 d
(4.25) Sy =V (i) +5 D0V —10™, 1 € i ]
j=1
Recall that x = S>(x) = (x!, x2) denotes the rough path above x (as given in Definition 2.1).
In the sequel we will also need some continuous interpolations of the processes g and
qb , which had been defined on the grid in (2.20). Namely for (s, ) € S2([0, T']) such that
ey 8 <tpy41 <+ <lpy—1 <t <ly,, we define

i, 2 1
(4.26) = > (xtké’s,tkw — S AT =1V s>2H1{i:j}>,
ki <k<ky
biij 2,ij 1
(4.27) C]stlj = Z <btki/js,tk+1/\t - E(tk+1 A= V S)ZHl{i=j}>'

ki <k<ky



1896 J. A.LEON, Y. LIU AND S. TINDEL

With the above definition (4.26) in hand, we will also extend the definition of @ from the grid
to [0, T']. This extension will be useful in the estimate of y” and its Malliavin derivatives on a
continuous interval; see Lemma 4.8. Recall that  has been defined on S;([[0, T]) by (2.23)
for a fixed partition length parameter n, and that we are considering p < 3. The next result
extend w to S([0, T']).

LEMMA 4.6. For (s,t) € S2([0, T]) define

p p/2 b\r/2
(4'28) a)(S, t) = ”w”p-var;[s,t] + ”q”p/Z-var; [s,] + Hq H p/2-var;[s,t] + |t - S|.

Then w is a control on [0, T). In other words, w is super-additive, continuous and vanishes
on the diagonal.

REMARK 4.7. Note that we have included an additional component |t — s| in the defini-
tion (4.28). This is needed for the estimate of y;, when |t — s| is small. Specifically, take a
continuous interval [s, #] such that [s, t] < [#, fx+1]. Then according to (4.25) we have

1 d
Sy =V ()8 + 35 28V, Vi () — 1?1 — (s — ).
j=1

It follows that we have
|85 | < 8% + | = 1> = (s — 10> |

(4.29) -
< 8xge] + (2 —s5)".

We can now bound [8x;| by |W|| p-var;[s,r] and (r — s)2H by |t — s|1/p. Raising those terms to
a power p, this gives the estimate [8y7,|” < w(s, ), with w as in (4.28).

PROOF OF LEMMA 4.6. We first note that

p/2 p/2 P
(4.30) ”q”p/Z-var;[s,t] = ”q”p/Z-var; [s,2] + ”W”p-var;[s,t] + |t = sl

and the same kind of inequality holds true for ¢”. Therefore w(s, t) is finite almost surely.
Thanks to the definition (4.28) of w it is also readily checked that the superadditivity and zero
on the diagonal properties hold true.

It remains to show the continuity of w. To this aim, taking into account the definition (4.28)
of w, it is easily seen that we only have to focus on the increments ¢ and ¢ in (4.26)—(4.27).
Moreover ¢ and ¢” are handled exactly in the same way. Hence we will just focus our atten-
tion on @ given by

~ 2
(4.31) (s, )= ||qu§§2—var;[s,t]‘

Take s <u <t <n(u) + A, where we recall from Notation 1.3 that n(u«) is the largest #; €
[0, T] such that # < u. In the following we show that & (s, 1) — &@(s,u) - 0ast —u — 0,
which is one of the main steps towards the continuity of @.

Owing to the definition (4.31) of &, for any & > 0, we can find a partition of [s, ], denoted
by s =vg < --- < vy =t such that

N-1

(4.32) O(s.1) <Y quw |7 +e.
i=0
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Suppose that u € [vj,, viy+1] := [v, v]. Then we can bound the summation in (4.32) by the
following:

io—1 N—1
3.1 = > |quut P2+ g P2+ Y g 1P +e
(4.33) v i1

< (s, ) + |qul?? + oV, 1) +&.

Now go back to (4.30) for v" and ¢ and pick u close enough to 7 so that v’ € [u, ] satisfies
1l p/2-var; [v',] = O (since our grid [u’, 1] has fixed mesh T'/n, this is easily seen when u — ¢,
owing to our expression (4.26)). One can thus recast (4.30) as

~ e p/2 p
(4‘34) w(v/’ t) T ”q”p/Z-var;[v/,t] = “W”p-var;[v/,t] + |t - v/|‘

It is then easily seen from (4.34) that lim,_,; @(v’, 1) = 0. Since u < v’ < t, we will pick u
close enough to ¢ so that @(v', 1) < e. Plugging this information into (4.33), we obtain

(4.35) (s, 1) <@(s,v) + |quy |P/? + 2e.

In addition, if u — ¢ we also have |v" — u| — 0. Therefore, basic continuity properties of g
ensure that ||qyy |?/? — |quu|P/?| < € if u is close enough to 7. Hence (4.35) becomes

(s, 1) < (s, v) + |quulP/* + 3¢ < d(s, u) + 3¢,

where we have used the super-additivity property of & for the second inequality. Since
(s, ) > w(s, u) by monotonicity properties, we have obtained

(4.36) |o(s, 1) — (s, u)| < 3e,

for all (s, u,t) € S3([0, T']) such that |t — u| is sufficiently small. Since ¢ in (4.36) can be
arbitrarily small, this proves that lim,_,; @(s, u) = @(s, t). The same kind of arguments also
show that lim, .y @(u, t) = &(s, t), which completes our proof. [J

We now go back to the interpolated version of our Euler scheme y”. In the following we
show that (y", x, b) is a rough path, which is an important step in the convergence analysis.

LEMMA 4.8. Consider the interpolated Euler scheme introduced in (4.25). Recall that x
is our driving fBm and b is another fBm with parameter H > 1/3, independent of x. Also
recall that the augmented process W = (x, b) has been introduced in (2.22). We assume that
the vector field V sits in Cg.

Denote by Z the couple Z = (y",w). Then Z admits a lift S>(Z) according to Defini-
tion 2.1. Moreover, recalling the sets So, Sy in (2.25), consider sj € So U Sy. Then for all
(s,t) C Sa([sj, sj+11) we have the following uniform bound in n:

4.37) 122 yir 5.y < K - 005,017,
where p > 1/H and K is a constant depending on V only, and where the control w is defined
in (4.28).

PROOF. Take (s,7) C (s, sj+1) such thats; € So U S;. Theorem 2.12, applied for L =0,
shows that for (s, 1) € Sa([s;, sj+1]) we have
(4.38) I8y < Kw(s,0)'/P and [8y", — V(y")xy| < K (s, 1)*/P,

where  is the control given in (4.28). Using standard interpolation methods, it can be
shown in a straightforward way that the relation for |§yy,| in (4.38) still holds if (s,f) €
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S2([sj,sj4+11). So in order to prove (4.37) it remains to show that fS’ vi, ® dw, and

fIy", ®dy" are bounded by w (s, 1)*/P.
Consider the following remainder process for (s, ) C (s, sj4+1) such that s; € So U Sy:

t
(4.39) Ry = / (BY", — V(3")8x5) ® dw.

S
Note that R is a remainder of the form R>"%, defined as in (4.13). In order to apply Lemma 4.5

to this remainder, we need to check that Ry, ., < w (%, tk+1)3/ P asin (4.14). Now according
to (4.39) we have

Te+1
(4.40) Ry = [ (630 = V53)050) @ dw,.
173

Furthermore, owing to our interpolation formula (4.25), for all u € [fx, tx+1] we have

NI*—‘

d
8ytr,l(u - V ytk 8xtku = Z V V yl‘k (Lt - tk)zH

Reporting this identity into (4.40), we end up with
(4.41) Ry, = Z ViV, ®/ (u —t)*" dw,.

The stochastic integral in the right-hand side of (4.41) can be interpreted in the Young sense,
and it is easy to see that |Ry; | S w (%, tk+1)3/ P where w is still the control introduced in
(4.28). This proves (4.14) for the remainder R, and therefore one can safely apply Lemma 4.5
in order to get that, provided s; € So U §1,

(4.42) IRy | < Kaw(s,1)*'P for (s,1) € Sa([s, 5j+1])-
Going back to (4.39), observe that we have
t t
/ Syl @ dw, = V(y;’)/ 8x5y @ dw, + Ry;.
N N

Invoking (4.42) and since x is part of the rough path w, we easily get

(4.43) <Kw(s,H)?P, for (s,1) € Sa([sj, sj+1])-

t
/ Syr, ® dwy,
N

In the following we extend the above estimate for f; Syg, dw, to any (s,1) € Sa([sj, sj+11)-
That is, we take (s, t) such that s € [, tx1] and ¢ € [ty, t41]. We write

1y

t Tk+1
/ 5y ® dwy = / 5 @dwa+ [ 8vn @dwa+ [ 8 @ dwa
S S

Tr41 174
7%

Tk+1
(4.44) = / Syy, ® dw, + Syftk+1 ® Wy i1, + 5)’zk+1u ® dw,
S

+8yst/®awfkff+/ 8yt /u®dwu— Z[
i=l

Let us bound the terms /1, ..., Is5 above. First it follows from (4.43) that |I3] < Kw (s, 1?2p.
It is also clear that |/| and |I4] are bounded by the same estimate w (s, #)?/?. In order to
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bound /1, observe that according to our interpolation formula (4.25) we have

Tk+1
n=vi) [ dru@dw,
(4.45)

NI'—‘

d 1
Z V'Vj(y,’;)®fkﬂ[(u — )" — (s — 1)) dw,.

It is clear that the first integral in (4.45) is bounded by w(s, tk+1)2/ P Note also that
(u — tk)2H —(s— ) < (u—9)*. So applying Young’s inequality (see, e.g., [17], Theo-
rem 6.8) we obtain that the second integral in (4.45) is bounded by (541 — $)2H oy (s, tk+1)1/”.
Combining these two estimates we obtain that | 11| < w(s, tk+1)2/ P, The term I5 is bounded
in the similar way. Putting together our upper bounds on 11, ..., Is, we have thus obtained
that (4.43) holds for any (s, 1) € Sa([s}, sj+1]). Summarizing our considerations so far, we
have proved that

(4.46) HM I <Ko(s,1) withM! := f Syl Q@ dwy.

p-var;[s,t] —
The proof is now finished along the same arguments. Namely the increment M, := [,/ 8y, ®
dy]. can be bounded similar to M ! leading to the same inequality as (4.46) More precisely,
we consider the remainder:

t
Ry = / (65 — V(37)8x5u) ® dyy.

Then, as for R, we can show that relation (4.14) holds for the remainder R, and therefore
Lemma 4.5 can be applied to obtain the estimate MSZ, Sw(s, 1)?/P for (s, 1) € 82([[sj, sj+1]])
and s; € So U S;. Now by considering a decomposition for M? similar to (4.44) we can
extend this estimate to (s, ) € S2([s;, sj+1]). This proves our claim (4.37). [

LEMMA 4.9. Let the assumptions in Lemma 4.8 prevail. Under the setting of Theo-
rem 2.12, we consider the vector-valued stochastic process Z = (y", D, y", D,» D, y", w) for
r,r' € [0, T]. Then for (s,t) C (sj,8j41) with s € So U S we have (uniformly in n, r and
r'):

(4.47) 12D yar. s < K - 005,07 - G2,

where the quantities G have been introduced in (2.30).

REMARK 4.10. Note that in Lemma 4.9, we are bounding the Malliavin derivatives
D,y", D, D,y" uniformly in r, r’ (instead of looking at their #-norms). These are the bounds
we need for our future estimates in the proof of the sharp rate (1/n)*~1 (see, e.g., relation
(4.79)). In addition, in our study we also found that 7{-norms for Malliavin derivatives would
not yield the desired rate.

PROOF OF LEMMA 4.9. The estimate (4.47) can be obtained along the same lines as in
Lemma 4.8. We apply Theorem 2.12 with L =1, 2 to get:

8Dy, | = Keos.0VP -G, [8(Dry"),, — £V ()oxy ] < Kao(s, 0727 - G2,
8(D23") | < Kos.0)'/? -G, 18(D2"),, — L2V(50)6xa] < Ko(s, 07 -2

Then we replace relations in (4.38) by these relations, and replace w (s, t) by w(s, ) - GP in
the inequalities for the remainders. This completes our proof. [J
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4.4. Integrability of some linear equations. Our convergence estimates are based on lin-
earization procedures. In this section we bound some related linear differential equations. We
start by defining the objects we wish to study.

DEFINITION 4.11. Recall that every Vi has to be seen, for i = 1,...,m, as a smooth
vector field on R™. Let y" be the interpolated scheme (4.25). Then for i = 1,...,m we
define an averaged RI*M _yalued process Vi(t) = {Vji,(t); j=1,...,d,i'’=1,...,m}. This
process is indexed by ¢ € [0, T'] and is given by

-~ 1 .
V;i/(t) = /0 Bi/VJ’- Oy + (1 —0)y]') db.
We also define a (Rdxm)m—valued process as V(t) = (Vl(t), U 72 (1)).
We are now ready to define the linear equation we wish to analyze.

DEFINITION 4.12.  Let V be the (R?*™)" _yalued process introduced in Definition 4.11.
We will call I the R™*™-valued solution to the following systems of equations on [0, T']:

Y d mn L. 7y .
(4.48) Iy =1diy+ ) Z/O Vi@ dx], fori,i'€fl,...,m}.
j=1i"=1

For conciseness we will simply write (4.48) as I'; = 1d + f(g V(S)Fs dxs. We also denote by
A the inverse of I', namely A is defined by the relation A;I'; = Id.

Our next lemma presents an important estimate for the processes I' and A defined above.

LEMMA 4.13. Let the assumption be as in Theorem 2.12. Let p > % and q be such that
% + é > 1. Let I" and A be defined in (4.48). Then
(a) For all (s, t) € S>([0, T']) we have

|8rst|+ sup |Dr(5rst)|+ sup |D3r/(8Fst)|
(449) rel0,T] r,r'e[0,T]

<K-w(,DYP1SoUS US| - Mg - My -exp(NT),

where w is defined in (4.28) and Nt is some random variable such that N Tl/ 1 has a Gaussian
tail. The relation still holds when T is replaced by A.

(b) Both processes I and A and their Malliavin derivatives are uniformly integrable. Pre-
cisely, for all p > 1 we have

(4.50) E[ sup  (IT¢|” + | Dr(T)|” + |Dr2r/(Fz)|p)] < 00.
neN,r,r’,t€[0,T]

PROOF. Applying Corollary 3.5 and Theorem 3.7 to the right-hand side of (4.49) we
conclude the integrability relation in (4.50). It thus remains to prove relation (4.49).

In the following we prove the estimate (4.49) for I'. Note that due to the fact that the
initial condition Id in (4.48) is nondegenerate, the process A is well defined and satisfies a
differential equation which is very similar to I" (see, e.g., [7, 23] for more details). Therefore
the estimate of A in (4.49) can be obtained by following the same steps as for I". The proof
for A and its derivatives is thus omitted.
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With our Definition 4.11 in mind, let us first introduce an auxiliary process £ given, for
i,i”€{l,...,m}andt €[0, T], by

d ot
. - .
;l — Z/ le-l-//(s) dxsj
; 0
j=1

We now separate the estimates for & into two different cases

(i) Case (s,t) C (sj,sj41) such that s; € So U S. In this situation, since (y", x, b) can
be lifted to a rough path (see Lemma 4.8(i)) and y is a process controlled by x, it is readily
checked that for all (s, ) C (s, s;41) such thats; € So U S; we have

(4.51) 152 pvar 5. < K - @Cs, nir.

Furthermore, note that one can recast equation (4.48) as a linear system of the form

m
(452) dr;’i/ _ Z Fl{//i/dszii,,'

i"=1

Observe that the path £ is a functional of the process Z introduced in Lemma 4.8. Now
we recall from [17], Theorem 10.53, that for a linear equation like (4.52), there exist two
constants Cy, C, such that

152(T, Z)st| < CHITs |- [S28) | v 5.0 - €XP(C2[ 2 yar f5.17)

(4.53)
< C1|Ty| - (s, )P exp(Crao (s, 1)'/P),

where the second relation stems from (4.51). In addition, we have chosen s; € SoU Sj. There-
fore, one can simplify (4.53) and obtain that for any (s, 1) € S>([sj, sj+1]),

(4.54) |S2(T, Z) | Kow(s, )P - |T|.

p-var,[s,t] =

(ii) Case (s,t) C (sj,sj4+1) such that s; € S. For s; € §; equation (4.48) is a linear
equation driven by x and so we can apply the integrability result [8], equation (4.10) and
Theorem 6.3, to get

(4.55) |20 var 5.1 = KI5l - 1X1] p-vars s, - €xp(8N51) < K || - exp(8N),

where N;, t > 0 is a process such that Ay = 0 and the random variable exp(K - N;) is inte-
grable for any constant K > 0 and ¢ > 0.

We are ready to show the estimate (4.49) for 6I'y;. We first take s =s; and 7 € [s;,5;41]
for some j and apply the inequality |I';| — |I's| < [8T /| < [|S2(T") || p-var to (4.54)—(4.55). This
gives respectively

IT/| = ITs| < KITs] - (s, 0)"/7 and |Ty| — |Ts| < K|Tg| exp(SNs).
It follows that
(4.56) I < (K -w(s,0)"7 4 1)|T| and |Ty| < K exp(6Ny)|Ts],
respectively. Iterating (4.56) and recalling that |[I'g| = |Id| = 1, we obtain

M= [] (K-oGj,sj40"? + 1) exp(KN))
(4.57) 5j€S0US1
< Mo - Mj-exp(KNT).
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Substituting (4.57) into both (4.54)—(4.55) we obtain respectively
18T5:] < (s, 0)/P Mo - M -exp(KNT) and
[0/ < “X”p—var;[s,t]MO My - eXP(KNT)-

Now take (s,7) € S$([0,T]) such that s; <5 < sj41 <--- <sj <t <sj41. Since
|8s¢| < 18 55,1 |+ - -~ + 8T |, applying (4.58) and the fact that [|X| p-var;[s,i < @ (s, nH/p
we obtain '

(4.58)

8T < K (0(s, 57407 + -+ w(sjr,0)'/P) - Mo - My - exp(KN7).
Finally, note that
05D+ ol P <o 0P+t n)lP
<w(s, )P |SUS U S,|.
It follows that
180:| < Koo (s, )P - |So U S; U S5 - Mg - M - exp(NT).

Namely we have proved (4.49) for I'. It remains to upper bound the Malliavin derivatives of
.

Recall that I satisfies equation (4.48), with V given in Definition 4.11. For sake of clarity,
the remainder of our computations will be done assuming that all our quantities are real-
valued (we will therefore drop the indices from our next equations). Moreover, according to
our standing assumptions, the process V is Malliavin differentiable. Hence using standard
arguments for the differentiation of rough differential equations (see [6, 7, 26, 34]) we get
that D, I"; satisfies the linear equation:

t ~
D, T, = Dr/ V(s)ydxg
0

- t . r
=Vrr, +/ D,V (s) I'sdx; +/ V(s)D, Iy dxg,
r r

where note that a direct differentiation gives:

~ 1
D, V(s)= /O 0*V (0ys + (1 = 0)y})(ODyys + (1 =)D, y}') do.

Therefore one can use the variation of constant method, similar to [26], equation (2.7), in
order to get the following representation for D, I';:

~ [ ~
(4.59) DT, =T/V(r)T, + r,’/ A"D,V(s)-Tydx;,
r

where {I';;t € [r, T} is the solution of equation (4.52) such that I/ =1Id and A} is the
inverse of I'}. Note that because I and I'" satisfy the same equation with different initials,
the estimate of I" in (4.55) also holds for I'". In order to estimate D, I';, it thus remains to get
the estimate (4.49) for the integral

t ~
(4.60) / ALD,V(s) - Ty dxs
r

in (4.59). Recall that I is the solution of the linear system (4.52) driven by Z, where we
recall that Z = (y", w). According to (4.47) (D,y, D, y", Z) can be lifted to a rough path. So
I" can also be considered as the solution of a linear system driven by (D, y, D,y", Z). Hence
along the same line as for (4.53) we can estimate the quantity (4.60), and thus we obtain the
bound (4.49) for D, T*;.
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We turn to the equation satisfied by Drzr/F. Differentiating (4.59), we let the patient reader
check that the second derivative verifies a linear equation of the form

~ ~ t ~
(4.61) Dfr/F, =Dy [V()T, ]+ D[V D] + & (1) —i—/ V(s)Drzr/Fs dxs,
rvr!
where the term &,,/(¢) is defined by
t - t - t -
Er0)= [ DuV(s)-DTydx+ [ D) DTydx+ [ DVis) Tyda.
rvr! rvr’ rvr’
It is clear that the process Dfr,F satisfies a linear equation system analogous to (4.59). The
estimate can thus be obtained by following the same arguments as above, invoking again [26].
This completes the proof of (4.49). O

4.5. A decomposition of the error process. In [29], equations (6.14) and (7.6), we have
decomposed the error process y; — y;' according to the Jacobian of the equation and some
remainder terms. In the following proposition we get a similar decomposition, adapted to our
needs for the weak convergence estimates. Notice that similar to what we did in Section 4.4,
we will drop the indices from our formulae below for sake of readability.

LEMMA 4.14.  We work under the conditions of Lemma 4.8. Recall that x is a standard d-
dimensional fBm with Hurst parameter H. Let y and y" be the solutions of equation (2.7) and
the Euler scheme (4.25), respectively. Let I and A be respectively the solution of equation
(4.48) and its inverse A = 1. We set n(s) =ty for s € [tx, tx+1). For t € [0, T] we also
define

L n 2H
I = 5 1, AVAVV (yy) - (s = ()" dx;

t S u
(4.62) +/ (/ / 32V(yff)dyﬁdy3> dx;
0 n(s) Jn(s)

=1l 412

Then the difference y;' — y; can be decomposed as
5
(4.63) yi—y =Y Jf,
e=1

where the processes Jtl, Jtz, J,3 are respectively defined by

t

J'= F,/O Aps)dVV (97585 (s).s s,

t

(4.64) Jt2 =TIy /0 (A — An(s))(')VV(y,’;(S))Sx,,(S),S dxg,

t
J3 = r,f AgdlIy,
0
and where J*, J3 are given by

t
Jt=—H. F,/O (As = Ay))dVV () - (5 — ()7 ds,

t
JP=—H. F,/O Ay dVV (i) - (s —n()* s
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REMARK 4.15. For notational sake, we have stated our result and we will perform our
computations in a one-dimensional setting. For completeness, let us now show how some of
the terms look in a multidimensional setting. For instance the matrix multiplication in (4.62)
should be interpreted as:

m
8V8VV(yn(s> dxs = ( Z Bi/V;B,-//VJ’-/ V;, (y,’;(s)) dx],i=1, ...,m),

d

: ] =
d m

0*V (yy) dyy dyy dxs = (Z Z 9;

j=1ii"=1

Similarly, in (4.64) we have
t

F,/ An(s)(')VV(yZ(s))(an(s),s dx;

( Z Z r”/ VIV (yg(s))ax,;(mdxg,i=1,...,m>.

l/ l// l/// 1] ]/ 1

,,/V (o) dyy! a’y"’ dxj i=1, ,m)

We let the patient reader figure out how the remaining multidimensional quantities would
look like.

PROOF OF LEMMA 4.14. As mentioned in Remark 4.15, for notational sake we will
perform our computations in a one-dimensional setting. We first recall that the continuous
time Euler scheme defined in (4.25) can be written, for s € [0, T], as

1 2H
(4.65) $Yns)s = V(yz(s))(ﬁxn(s),s + EBVV(yZ(S)) (s = n(s))

where we recall that n(s) = #; whenever s € [#, fx+1). One can also write equation (4.65) in
integral form, which yields an expression of the form

t t
466) W =yo+ /0 V(yi,) dxs + H /0 BVV(3e))(s — 1(5)

Gathering (4.66) with equation (2.7) for which we omit the drift term, we get

yi—yl = /0 (V(ye) = V(})) daxs +f0 (V(35) = V() dxs

2H1

(4.67) t
_H./O VYV (i) - (s — ()™ d

Next we will consider a decomposition of the quantity V (y{) — V ( y;’(s)) in (4.67). Namely
we apply the chain rule twice to obtain

VO = VOge) = [ V0,
N
(4.68) !

u
=V (y())8¥n(s).s + *V (vy)dyl dyy.
n(s) In(s)

Plugging (4.65) into (4.68) and then integrating in x we thus get

1 2H
(4.69) _/ IV (yyes) ( (y;’(s))an(s),s + EBVV(yZ(S)) (s = n(s)) )dxs

AL L Pronooc),
n(s) In(s) o) dyy vy
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Recalling the definition of 1,', ! I; 2 in (4.62), equation (4.69) can also be read as

t
(4.70) /0 (V) = V() dxs = /0 AVV (v 5))8%n(s).s dxs + I + 17

We now decompose the quantity V (ys) — V (yy) in (4.67). Specifically we write

1 ~
@7 Vo) -Vl = /O OV (O + (1 —0)y)d6 - (v — y') = V(1) - (v — 7).

where we recall that the process V has been introduced in Definition 4.11.
We are ready to plug (4.70) and (4.71) into (4.67) in order to get the following linear
equation for y — y":

r .
4.72) iy = fo V(s) - (s — ) dxs + Ki.

where the process K; is given by
t t
1, g2 211,
4.73) K; =/(; 8VV(yZ(s))8x,7(s)s dxs+ 1, + 17 — H/O 8VV(y,’7’(S))( —n(s))

Eventually we recall that I" solves the Jacobian type equation (4.48) and that A, =I'; !
Hence applying Duhamel’s principle in order solve (4.72), we get

t
y,—yf:l—‘,/o ASdKS.

Thanks to our expression (4.73), the above equation can be written more explicitly as

t t
yi —y' =T, / AV (¥ 5))8%n(s)s dxs + Tt / Agd(1} +12)
(4.74) 0 0

t
_H.FI/O MDYV () - (s — () d

With relation (4.74) in hand, we can now easily identify the terms in (4.63). Indeed, the sec-
ond term on the right-hand side of equation (4.74) is exactly 1,3. Also, in the same equation,
by plugging the decomposition Ay = Ay 5) + (Ay — Ay (s)) into the first and third terms we
identify the first and third terms as J,' + J? and J* + J; E , respectively. We thus conclude the
identity (4.63). The proof is complete. D

4.6. The weak convergence of the Euler scheme. We can now gather all the previous
preliminary estimates in order to obtain our main result. This is summarized in the theorem
below.

THEOREM 4.16. Consider a vector field V € Cg and a driving fBm x with Hurst parame-
ter H > 1/3. Let y be the solution of the rough differential equation (2.7). The corresponding
interpolated Euler scheme is y", displayed in (4.25). Then for any f € C;(Rd) andt €[0,T]
there is a constant C > 0 independent of n such that

c
(4.75) [ESOF) —Ef O] =~

PROOF. For conciseness we will prove the theorem for the case Vy = 0 only. The general
case can be considered in the similar way and is left to the patient reader.
Let f be a generic Cg function. For ¢ € [0, T'] we define an interpolated process

1
4.76) A = /O Bf (hye + (1 — 2)y") di
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Here note that in order to alleviate notation, we still drop indices and perform our computation
as if our quantities were real-valued. Next a simple application of the fundamental theorem
of calculus plus Lemma 4.14 reveal that

5
4.77) FOO—FON =A0 (=)= fi) Iy,

e=1

The remainder of the proof is dedicated to estimate the five terms in the right-hand side of
(4.77). For sake of conciseness we prove (4.75) for ¢ € [0, T] only. The proof for ¢ € [0, T']
follows the same lines and is left to patient reader.

Step 1: Estimating Jt1 and J,S. In this step, we consider the first and fifth term in (4.77).
Note that the integrals in the expressions for J,1 and Jt5 are in fact discrete sums. We can thus
combine those two terms in order to get

1
(4.78) AOW+7)=3" f (z)rt/\,kavv(y;;)<x,2k,k+l — EAZH )

<t

Let us say a few words about the term vy = xi%l — %AZH in the right-hand side of
(4.78). First we highlight again the fact that we are performing 1-d type computations in
order to simplify notation. In a d-dim setting we would consider random variables of the
form

y 2 1 o
1//12’ :xtktl/;1+1 - 5A2H1{,~:J-}, fori, je{l,...,d}.

Here we will just focus on the terms ¥, = ¥, il which are the most demanding ones. We leave

the off-diagonal terms wk to the patient reader for sake of conciseness. Next we should also
have in mind the fact that i, can be written as

1 1 1 ) 2
Vi = 5(8xlkl‘k+])2 — A = —AZHH2<7( Yigti) ),

where H, stands for the Hermite polynomial H,(x) = x> — 1. Invoking [33], Page 23, we
thus get

Ui =82 (Bt )

where By,,,,, is defined by (4.9) and §°2 stands for a double Skorohod integral (see Sec-
tion 2.3 for Malliavin calculus notation). Hence applying twice the integration by parts (2.17),
we end up with

E[AO '+ )] =D E[(D*[AAOTAgdVV (3], Bt o2

<t

where recall that g is defined in (4.9). Applying Lemma 4.3 with ¢ given by
¢ = D’[fiO)T Ay AV (57)]:

and recalling that f; is the process in (4.76), we obtain
(4.79) ELAOU+I0)] <Y o E[|D*[AOT ALV (3)]] -
<t
The integrability results Theorem 3.8 and Lemma 4.13 (b) guarantee the uniform integrability
in n of the sup-norm in the inequality (4.79). Therefore, we have the estimate

(4.80) E[AO + )] =C Y n*H =cn' .

<t
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Step 2: Estimating J?2. We turn to the estimate of J?2 in (4.77) and Lemma 4.14. Ob-
serve that according to the fact that A = I'"! and A solves (4.48), we have A, — Ay =

— fns(s) A,V (u)dx,. Substituting this into J? we obtain

t s -
(4.81) J}:_F,fo < . AMV(u)dxu)avv(y,’;(s))an(s)s dxs.

Now let us write
AV (@) = (A V@) = Ayisy V(0(5))) + Ay V (0 ().
Reporting this relation into our expression (4.81) for Jt2 yields the decomposition:

t N ~ ~
=T, /0 /n V@0 = A V(0(50) - 0V (3 Do
(4.82) L
-3 / AV (10853 VV (] )Sxys dxg = I + J 22
Ik

<t
We now proceed to the analysis of J?! and J?? above.
In order to bound the term Jt22 in our decomposition (4.82), observe that this term is of the
form > , ; fi,6841,, as in Lemma 2.5. Precisely, we have
~ lg+1
(4.83) JP ==Y TiA V(t)aVV(yp)- / 81,56%Xg,5 dXs .
Ik

<t
:ftk

=88n1111

Moreover, according to (4.49) and the L”-estimates for Mg, M1, it is readily checked that
forall p > 1 and (u, v) € S>([0, T]) we have

2 ~ H—¢
(4.84) (E[18fun] )27 Slo—ul™ 75
In addition g has to be seen as a triple iterated integral of x. It has been shown in [29],
Lemma 4.3, that for all (u, v) € S2([0, T]) we have
1/2

L |v—u|
(4.85) Elldgunl)> S 5717

Since we are considering points u, v on the grid [0, 7], it is readily checked that v—u > T /n.
Hence one can play with the exponents in (4.85) and write
1-H+2¢
I [V —ul
(4.86) (E[18guu|P]) > < AT

It follows that gathering (4.84) and (4.86) one can apply Lemma 2.5 to (4.83) and get

c
(4.87) ELAOIEN < ==

In order to bound E[ f} (t)J,Zl], where 1,21 is defined in (4.82), we need to make a further
decomposition. Using the product rule plus equation (4.48) for A, Definition 4.11 for V, as
well as relation (2.7) and (4.25) for y and y”, we can write

u u

(4.88) AV (W) — Myis)V(n(9)) = )fz(v)dxv-i-

f)d(v—n@)*",
n(s )

n(s
where we have set

(4.89) Fr(v) = =A, V)V () + AydV (v),

1 1
(4.90) fH) = ZA”/O 90V (Oyv + (1 = 0)y))(1 = )AVV (yy(s),
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and where we denote

AV (v) = _/01 AV (Oyy + (1 =)y OV (yy) + (1 — Q)V(y,’;(v)))de.
Then we write

fz(v) dxy = f2(0(8))8xy(5),u + (fz(v) — f2(n(s))) dx,.

1(s)
Substituting the above into Jtz1 we obtain a weighted sum of two fourth and one fifth order
multiple integral in the form } -, _, hx. Precisely, we have J,21 = —(1,2” + Jt212 + Jt213),
where

tp I Nt
J211 Z / fz(lk)5xtk,u dx, - 8VV(ytr]‘()8xtks dxg
Ik

0<tr <t

> e,

0<t <t

T+ 1 NI K u
o1 M= YT / - / f (H) = fr(10) dxydx - OV V (3]s dx,

0<ty <t

> kg2,

0<tr <t
213 o 2H "
J7 = —F,/O /;](S) - ) dv—nw)"" dx, - BVV(yn(S))an(S)S dxg.

We now proceed to estimate the terms J2'!, J212 and J?'3.
One can easily analyze the term Jf“ by writing

B = @BV V()3 e

where x;‘, denotes the fourth order iterated integral over the interval [s, #]. It follows that

||h,%11 lLr < n%,, for p > 1. This implies that

(4.92) E[fiJ <) C-n” <<
: n4H 1

<t

In the same way we can show that the bound (4.92) also holds for J213.

As far as 1;212 is concerned, one can recast the term h,%lz as h,%lz =0V V(y{}{)fz%lz, with
~r12 tep 1 Nt N u
(4.93) hy =/ / (f2() — fo(tw)) dxy dxySxy s dxs.
17 I JIg

The quantity il%lz has to be seen as a fifth order iterated integral. One way to quantify il%lz is
to resort to Fubini’s theorem for multiple rough integrals:

tetl S U Tk+1 Ll+1 LT+
(4.94) / / g(W)dxysdxydx, dxs = / / / 8()dxy s dxgdx, dx,,
123 Ix Vi Ik v u

where we have denoted g(v) = f2(v) — f>(tx). Note that relation (4.94) can be shown by
taking limits along smooth approximations of x, plus using the fact that x is a geometric
rough path. Applying (4.94) to (4.93) gives

A2 k1 fetest . fetest Tk+1 Tket1
2= [, with 2 = () = f00) [ dn [ s d.
Ik v u
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Using the rough path property of x recalled in Section 2.2 and the definition of f> in (4.88), it
is readily checked that z/*%+1 is of order (1/n)*" ¢ for any & > 0. Reporting this information
in (4.93), one gets the almost sure relation
212
|hk | = nS(er)’
where G € ﬂ >1 L?(€2). With relation (4.91) in mind and taking into account the definition
(4.76) of f1, we discover that

C C
(4.95) ELf1(1) 1] < =1 +5(H— 5 = LAH-1°

Summarizing our considerations for the term J,z, we gather our estimates (4.92) and (4.95).
This yields the desired estimate

C
(4.96) E[f1() I < ey

Step 3: Estimating J[3 . In this step, we consider the term Jz3 defined in Lemma 4.14. Also
recall that I; has been decomposed into /, tl +1 tz in (4.62). Accordingly we shall write

t t
PB=r31 4= F,/O AgdI! + F,/O Ay dI?
and estimate J,31, Jt32 separately. Resorting to expression (4.62) for I2, let us write sz as

t K u
32=F,f / ASGZV(y,'j’)dyl')’dyL’:dxs.
0 Jn(s) In(s)

In this way, it is readily checked that ][32 exhibits the same type of regularity as ],2 defined
by (4.81). The complete analysis of J; 32 thus follows the same steps as J It relies on another
discretization procedure, similar to (4 82). Namely one writes J; 32 — =J; B + J; 322 with

Jt321 = Ft/ _/( . )(ASBZV(yl’f) - A,,(S)BZV(yn(U))) dyy dy, dxs,
n(s) Jn(s

=T, Ay d? V(ytk)/ f dygdy;dxs.
n(s) Jn(s)

<t

In addition, along the same lines as for (4.83) and resorting to the discrete dynamics (4.25) of
y", one can express 11321 as a weighted sum of triple integrals of x. We can thus proceed as
in the estimation of J,2 and get the same inequalities as in (4.87), (4.92) and (4.95). Details
are left to the reader for sake of conciseness. We obtain

C
(4.97) ELAOT]| <~

In order to bound the term ]z3]’ we first use another step of discretization. That is, we
decompose J?! as J3! + 7312 with

1 t
I = _r,/ Ay dVaVV (i) - (s —n()* dx,,

J32 = r,f (Ag — Ay)dVOVV (1) - (s — ()" dxy.

Note that by applying Lemma 2.5 we can bound EJ f; (t)Jf“] by W%H Indeed, we can
write

(4.98) RGN A —fl(r)rt D AgAVIVV(Y)  vyigars

0<ty <t
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where the increment v is defined by

(4.99) Vup = / "5 = () dx,.

Next recall the following result from Lemma 4.6 in [29]: For a fBm x with Hurst parameter
H and f such that || f]|,, € L? forall y < H and p > 1, we have

rN /P CT
> fuvnanar “ 5n4H—1—a'

0<ty <t
One can apply directly this estimate to (4.98) in order to get

c
4.101) E[A0F] <~

(4.100) {E[

The term 1,312 has to be compared to Jt21 in (4.82). We can thus follow some computations
which are very similar to (4.88)—(4.91). We end up with second and third integrals involving
x and the increment v in (4.99). Having the regularity (4.100) of v into account we let the
reader check that

(4.102) B[] <~

similar to (4.92) and (4.95). We can thus conclude this step by gathering (4.101) and (4.102).
This yields

(4.103) IE[f1(2)J]}]] < Cn'*H+e,

Step 4: Estimating J,4. We now turn to an estimate of the term Jt4 in Lemma 4.14. Accord-
ing to the expression therein and equation (4.48) for A, observe that

t
(4.104) E[Ai()J}]=—H - fo 0L - (s —n()*"'a

where the quantity QF is given by

0, =E[ 5ito

N

( )FtAuV(u)Tdxu>8VV(yZ(s)):|.
n(s

As for J?! we can show that

E[fl(r)r,( N

Indeed, by writing and substituting

AV @) = Ay V(1)) + AV @) = Ay V(1())")
into (4.105), we decompose (4.105) into two components. The second component obtained

is a double integral over the interval [7(s), s], which is bounded by nzﬁ% On the other hand,
the first component is of the form E[F8x,s)s], where

F = AT (Mg V()" )aVV (vi))-
Note that F is an integrable variable whose Malliavin derivative D F is also integrable. So
applying integration by parts to E[Fdx;(s)s] and then Lemma 4.4 with ¢ = DF, together
with the upper-bound estimates in Lemma 4.13 and Theorem 2.12, we obtain the bound n%,
Gathering those consideration and (4.105) into (4.104), we end up with

c
(4.106) B[/ < i

Step 5: Conclusion. Taking expectations on both sides of (4.77) and reporting (4.80),
(4.96), (4.103), and (4.106) we discover that (4.75) holds true. This finishes the proof. [

N

C

(4.105) AuV (1) dxu)BVV(yn(s))” -
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