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Abstract

We investigate the problem of the rate of convergence to equilibrium for ergodic stochastic differential equations driven by fractional Brownian motion with Hurst parameter $H \in (1/3, 1)$ and multiplicative noise component $\sigma$. When $\sigma$ is constant and for every $H \in (0, 1)$, it was proved in [19] that, under some mean-reverting assumptions, such a process converges to its equilibrium at a rate of order $t^{-\alpha}$ where $\alpha \in (0, 1)$ (depending on $H$). In [11], this result has been extended to the multiplicative case when $H > 1/2$. In this paper, we obtain these types of results in the rough setting $H \in (1/3, 1/2)$. Once again, we retrieve the rate orders of the additive setting. Our methods also extend the multiplicative results of [11] by deleting the gradient assumption on the noise coefficient $\sigma$. The main theorems include some existence and uniqueness results for the invariant distribution.
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1 Introduction

Convergence to an equilibrium distribution is one of the most natural and most studied problems concerning Markov processes. This holds true in particular for diffusions processes, seen as solutions to stochastic differential equations (SDEs in the sequel) driven by a Brownian motion. More specifically, consider the $\mathbb{R}^d$-valued process $(Y_t)_{t \geq 0}$ solving the following SDE:

$$dY_t = b(Y_t)dt + \sigma(Y_t)\,dW_t$$

(1.1)

where $b: \mathbb{R}^d \rightarrow \mathbb{R}^d$, $\sigma: \mathbb{R}^d \rightarrow \mathbb{M}_{d,d}$ are smooth enough functions, where $\mathbb{M}_{d,d}$ is the set of $d \times d$ real matrices, and where $W$ is a $d$-dimensional Wiener process. Assume for simplicity that $\sigma(x)$ is invertible for every $x \in \mathbb{R}^d$ and that $\sigma^{-1}$ is a bounded function.

In the context of equation (1.1), a simple assumption which ensures ergodicity of the process $Y$ is the following reinforcing condition on the drift $b$ (see Hypothesis (H2) below for further details): There exist $C_1, C_2 > 0$ such that for every $v \in \mathbb{R}^d$, one has

$$\langle v, b(v) \rangle \leq C_1 - C_2 \|v\|^2.$$  (1.2)

Under condition (1.2) (and the non-degeneracy of $\sigma$), exponential convergence of the probability law $\mathcal{L}(Y_t)$ to a unique invariant measure $\mu$ in total variation is a classical fact, and can be mainly obtained via two different methods:
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(i) Functional inequalities. Starting from Poincaré type inequalities (or further refinements) for the solution of (1.1), and invoking Dirichlet form techniques, exponential and sub-exponential rates of convergence are obtained e.g in [3, 28].

(ii) Lyapunov/Coupling techniques. In these methods (see e.g. [10]), the idea is to try to stick some solutions of (1.1) (in an exponential time) with the following strategy: taking advantage of the Lyapunov assumption (1.2) (which can be strongly alleviated in the context of (1.1)) leads to some exponential bounds on the return-time of the (coupled) process into compact subsets of $\mathbb{R}^d$ (or more generally petite sets). Then, classical coupling techniques (involving the non-degeneracy of $\sigma$) allow to attempt the sticking of the paths when being in the compact subset.

Notice that in the setting of equation (1.1), the convergence analysis relies heavily on the Markov property for $Y$, or equivalently on the semi-group property for the transition probability. It also hinges on the irreducibility of $Y$, which can be seen as a non-degeneracy condition on the noisy part of the equation. Finally, observe that the first approach generally leads to sharper exponents but may require stronger assumptions.

Convergence to equilibrium being a relatively well understood phenomenon for equations like (1.1), recent developments in ergodic theory for stochastic equations have focused on deviations from the irreducible Markov setting. The reference [18] handles for instance infinite dimensional situations where only asymptotic couplings of the process (starting from different initial conditions) are available. Let us also mention [20], about a situation where the strong Feller property is fulfilled as $t \to \infty$, due to the degeneracy of the noise.

The current contribution is more directly related to another line of investigation, which aims at handling cases deviating from the fundamental Markov assumption. A general setting for this kind of situation is provided in the landmark of random dynamical systems [2, 6, 15]. However, the type of information one can retrieve with these techniques seldom include rates of convergence to an equilibrium measure. Alternatively, one can also consider differential systems driven by a fractional Brownian motion ($\text{fBm}$) as a canonical example on which non standard Markovian approaches to convergence can be elaborated. This point of view is ours, and is justified by the fact that fBm is widely used in applications (see e.g [16, 27, 23, 24]), and also by the fact that fBm can be seen as one of the simplest processes exhibiting long range dependence.

In this paper, we are thus concerned by the long time behavior of an equation which is similar to (1.1), except for the fact that the noisy input is a fractional Brownian motion. Specifically, we consider the following SDE:

$$dY_t = b(Y_t)dt + \sigma(Y_t) dX_t,$$

where the coefficients $b$ and $\sigma$ satisfy the same assumptions as above (in particular relation (1.2)), and where $(X_t)_{t \geq 0}$ is a $d$-dimensional $H$-fBm with Hurst parameter $H \in (\frac{1}{2}, 1)$. Notice that in the case $H > \frac{1}{2}$ equation (1.3) makes sense owing to Young integration techniques, whereas the case $H \in (1/3, 1/2)$ requires elements of rough paths theory (see Section 2.1).

The study of ergodic properties for fractional SDEs (under the stability assumption (1.2)) has been undertaken by Hairer [19], Hairer and Ohashi [21], and by Hairer and Pillai [22], respectively in the additive noise, multiplicative noise with $H > 1/2$ and multiplicative hypoelliptic noise with $H \in (1/3, 1/2)$. Except [19] which also deals with rate of convergence to equilibrium, these papers mainly focus on a way to define stationary solutions, and on extending tools of the ergodic Markovian theory to the fBm setting. In particular, criteria for uniqueness of the invariant distribution are proved in increasingly demanding settings. Let us also mention the references [4, 5] for some results on approximations of stationary solutions. In all those articles, the Markovian formalism is based on the Mandelbrot-Van Ness representation of the fractional Brownian motion, namely:

$$X_t = \alpha_H \int_{-\infty}^0 (-r)^{H-\frac{3}{2}} (dW_{r+t} - dW_r), \quad t \geq 0,$$

where $(W_t)_{t \in \mathbb{R}}$ is a two-sided $\mathbb{R}^d$-valued Brownian motion and $\alpha_H$ is a normalization coefficient depending on $H$. It is then shown that $(Y_t, (X_{s+t})_{s \leq 0})_{t \geq 0}$ can be realized through a Feller transformation $(Q_t)_{t \geq 0}$ whose definition is recalled below (see Section 3.1.1). In particular, an initial distribution of the dynamical system $(Y, X)$ is a distribution $\mu_0$ on $\mathbb{R}^d \times \mathcal{W}_-$. Then, such an initial distribution is called an invariant distribution if it is invariant by the transformation $Q_t$ for every $t \geq 0$. As mentioned above, the uniqueness of such an invariant distribution is investigated in [19, 21, 22].
Let us now go back to our original question concerning the rate of convergence to equilibrium, which is obviously a natural problem when uniqueness holds for the invariant distribution. This problem has been first considered in [19], for equation (1.3) with an additive noise. In this context it is shown that the law of \( Y_t \) converges in total variation to the stationary regime, with a rate upper-bounded by \( C_t e^{-(\alpha - \varepsilon)} \) for any \( \varepsilon > 0 \), where

\[
\alpha = \begin{cases} 
\frac{1}{8} & \text{if } H \in (\frac{1}{2}, 1) \setminus \{\frac{1}{2}\} \\
H(1 - 2H) & \text{if } H \in (0, \frac{1}{2}] 
\end{cases} \tag{1.5}
\]

The upper bound above is believed to be non-optimal, though its sub-exponential character can be interpreted as an effect of the non-Markovianity of the fBm \( X \). Referring to our previous discussion on methods to achieve rates of convergence, functional inequalities tools are ruled out in the fBm setting, due to the absence of a real semi-group related to equation (1.3). The method chosen in [19] is thus based on coupling of solutions starting from different initial conditions. More specifically, the problem is reduced to a coupling between two paths starting from some initial conditions \( \mu_0 \) and \( \mu \), where the second one denotes an invariant distribution of \((Q_t)_{t \geq 0}\). The main step consists (classically) in finding a stopping time \( \tau_\varepsilon \) such that \((Y_{t+\tau_\varepsilon}^\mu)_{t \geq 0} = (Y_{t+\tau_\varepsilon}^{\mu_0})_{t \geq 0}\). The rate of convergence in total variation is then obtained by means of an accurate bound on \( \mathbb{P}(\tau_\varepsilon > t) \), \( t \geq 0 \).

Within the general framework recalled above, the next challenge consists in extending the rate (1.5) to multiplicative noises. This has been achieved in Fontbona and Panloup [11], where the order of convergence (1.5) is obtained in the case \( H > \frac{1}{2} \), with the additional assumption that the diffusion component \( \sigma \) is invertible and satisfies the following gradient type assumption: its inverse \( \sigma^{-1} \) is a Jacobian matrix. Our paper has thus to be seen as an improvement of [11] in two different directions:

(i) We get rid of the gradient type hypothesis assumed in [11], which extends the scope of application of our result.

(ii) We treat the case of an irregular fBm, with Hurst parameter \( H \in (1/3, 1/2) \), which means that equation (1.3) to be understood in the rough path sense. Our main goal (see Theorem 2.5 for a precise statement) is then to obtain the rate of convergence (1.5) under those general conditions on \( \sigma \) and in the rough case.

One point should be made clear right now: the techniques displayed in this paper can cover both the case \( H \in (1/3, 1/2) \) (as mentioned in point (ii) above) and the case \( H > 1/2 \) (thus extending the results of [11] beyond the gradient type assumption, as reported in point (i)). This being said, for the sake of conciseness, we shall only express our analysis within the rough setting, that is when \( H \in (1/3, 1/2) \), and therefore leave to the reader the details of the extension to the (simpler) Young situation \( H > 1/2 \) (see Remark 2.7 for a few additional comments on this topic).

In order to achieve our claimed rate of convergence, we shall implement the coupling strategy alluded to above. Let us briefly recall how this coupling strategy is divided in 3 steps. As a preliminary step, one waits that the two paths (starting respectively from \( \mu \) and \( \mu_0 \)) get close. This is ensured by the reinforcing condition (1.2). Then, at each trial, the coupling attempt is divided in two steps. First, one tries in Step 1 to cluster the positions on an interval of length 1. Then, in Step 2, one tries to ensure that the paths stay clustered until \(+\infty\). Actually, oppositely to the Markovian case where the paths stay naturally together after a clustering (by putting the same noise on each coordinate), the main difficulty here is that, due to the memory, staying together is costly. In other words, this property can be guaranteed only with the help of a non trivial coupling of the noises. If one of the two previous steps fails, a new attempt will be made after a (long) waiting time which is called Step 3. During this step one waits again for the paths to get close, but one also expects the memory of the coupling cost to vanish sufficiently.

In our general rough setting with non constant coefficient \( \sigma \), the implementation of the coupling strategy requires some non trivial adaptations of the general scheme. Let us highlight our main contributions in order to achieve the desired convergence rate:

1. The binding preliminary step relies on Lyapunov type properties of the differential equation (1.3). We will invoke here some rough paths techniques based on discretization schemes.

2. In the additive case, two paths driven by the same fBm differ from a drift term, which leads to a straightforward way of sticking the paths in Step 1. We are no longer able to use this trick here, and...
our coupling is based on a linearization of equation (1.3). The analysis of such a linearization turns out to be demanding, and is one of our main efforts in this article.

3. The different trials we have to make in a context where nontrivial correlations occur force us to consider conditioning procedures. For these conditionings, we have chosen to decompose $X$ into a Liouville fBm plus a smooth process with singularity at $t = 0$. The rough path formalism has to be adapted to this new setting.

Those steps are sometimes delicate, and will be detailed in the remainder of the article.

Our paper is organized as follows: In Section 2 we detail our assumptions and state our main result, namely Theorem 2.5, which provides existence and uniqueness of an invariant distribution for the rough equation (1.3), as well as a rate of convergence towards this distribution. The Markov setting for this equation, as well as Lyapunov type inequalities, are given in Section 3, leading to the proof of the existence statement. Our global strategy to get uniqueness and the convergence rate is explained at Section 4. The end of the proof of Theorem 2.5 can thus be found in Section 4.3, slightly anticipating the technical results of the subsequent sections. The singular rough equations needed for the first step of the coupling (the clustering or hitting step) are detailed in Section 5, and then applied at Section 6 to some specific hitting system. Eventually, the controls associated with Step 2 and Step 3 of the procedure are exhibited in Sections 7 and 8, respectively.

2 Setting and main result

We recall here the minimal amount of rough paths considerations allowing to define and solve equation (1.3) driven by a fBm with Hurst parameter $H > 1/3$. These preliminaries will be presented using terminology taken from the so-called algebraic integration theory, which is a variant of the rough paths theory introduced in [17] (see also [13]). Then we shall state precisely the main result of this article.

2.1 Hölder spaces, rough paths and rough differential equations

For an arbitrary real interval $I$, a vector space $V$ and an integer $k \geq 1$, we denote by $C_k(I; V)$ the set of functions $g : I^k \to V$ such that $g_{i_1,\ldots,i_k} = 0$ whenever $i_i = i_{i+1}$ for some $i \leq k - 1$. Such a function is called a $(k - 1)$-increment. Then, for every $f \in C_1(I; V)$ and $g \in C_2(I; V)$, we successively define

$$(\delta f)_{st} := f_t - f_s \quad \text{and} \quad (\delta g)_{sut} := g_{st} - g_{su} - g_{ut},$$

for any $s < u < t \in I$. Besides, throughout the paper, we will use the notation $(\delta T)_{st} = t - s$ for any $s < t$.

Our analysis will rely on some regularity considerations related to Hölder spaces. We thus start by introducing Hölder type norms for 1-increments: for every $f \in C_2(I; V)$, we set

$$N[f; C_2^0(I; V)] := \sup_{s,t \in I} \frac{\|f_{st}\|}{|t - s|^{\alpha}}, \quad \text{and} \quad C_2^0(I; V) = \{f \in C_2(I; V); N[f; C_2^0(I; V)] < \infty\}.$$

Observe now that the usual Hölder spaces $C_k^\alpha(I; V)$ are determined in the following way: for a continuous function $f \in C_k(I; V)$, define

$$N[f; C_k^\alpha(I; V)] = N[\delta f; C_2^\alpha(I; V)], \quad \text{and} \quad C_k^\alpha(I; V) = \{f \in C_k(I; V); N[f; C_k^\alpha(I; V)] < \infty\}.$$

We shall also use the supremum norm on spaces $C_k(I; V)$, which will be denoted by $N[\cdot; C_k^0(I; V)]$. Notice that when the context is clear, we will simply write $C_k^\alpha(I)$ for $C_k^\alpha(I; V)$.

The rough path theory can be seen as a differential calculus with respect to a Hölder continuous noise $x$, under a set of abstract assumptions. These assumptions are summarized in the following definition.

**Definition 2.1.** Let $\gamma$ be a constant greater than $1/3$ and consider a $\mathbb{R}^d$-valued $\gamma$-Hölder path $x$ on some fixed interval $[0, T]$. We call a Lévy area above $x$ any two-index map $x^{2;ij} \in C_2^0([0, T]; \mathbb{R}^{d \times d})$, which satisfies, for all $s < u < t \in [0, 1]$ and all $i, j \in \{1, \ldots, d\}$,

$$\delta x^{2;ij}_{st} = \delta x^i_{su} \delta x^j_{ut} \quad \text{and} \quad x^{2;ij}_{st} + x^{2;ji}_{st} = \delta x^i_{st} \delta x^j_{st}.$$

(2.1)
The couple \( \mathbf{x} := (x, x^2) \) is then called a \( \gamma \)-rough path above \( x \), and we will use the short notation
\[
\|\mathbf{x}\|_{\gamma; I} := \mathcal{N}[x; C^\gamma_1(I; \mathbb{R}^d)] + \mathcal{N}[x^2; C^{2\gamma}_2(I; \mathbb{R}^d)],
\]
for any interval \( I \subset [0, T] \).

When the rough path \( \mathbf{x} \) can be approximated by smooth functions, one talks about a canonical lift, whose precise definition is given below.

**Definition 2.2.** Given a path \( x \in C^1_1([0, 1]; \mathbb{R}^d) \), we denote by \( x^n = x^n \) the sequence of (piecewise) smooth paths obtained through the linear interpolation of \( x \) along the dyadic partition \( P_n \) of \([0, 1]\). Then we will say that \( x \) can be canonically lifted into a rough path if there exists a \( \gamma \)-rough path \( \mathbf{x} := (x, x^2) \) above \( x \) such that the sequence \( \mathbf{x}^n := (x^n, x^{2n}) \) defined by
\[
\mathbf{x}^n_{st} := \int_s^t (\delta x^n_u)_{su} \otimes dx^n_u \tag{2.2}
\]
converges to \( \mathbf{x} \) with respect to the norm
\[
\|\mathbf{x}\|_{(0, \gamma); [0, 1]} := \mathcal{N}[x; C^0_1([0, 1]; \mathbb{R}^d)] + \mathcal{N}[x^2; C^{\gamma'}_1([0, 1]; \mathbb{R}^d)] + \mathcal{N}[x^2; C^{2\gamma'}_2([0, 1]; \mathbb{R}^d)],
\]
for every \( 0 < \gamma' < \gamma \). In this case, we will also denote this (necessarily unique) limit \( \mathbf{x} \) as \( \mathcal{L}(x) \).

We finally give the definition of solution to a noisy differential equation, such as our main object of interest (1.3). We are adopting here Davie’s point of view (see [7]). Namely, we characterize the solution \( y \) by a Taylor expansion up to a remainder term whose Hölder regularity is strictly greater than 1.

**Definition 2.3.** (Davie) Let \( \mathbf{x} := (x, x^2) \) be a \( \gamma \)-rough path. Then, for all smooth vector fields
\[
b : \mathbb{R}^d \to \mathbb{R}^d \quad \text{and} \quad \sigma : \mathbb{R}^d \to \mathcal{L}(\mathbb{R}^n; \mathbb{R}^d),
\]
we call \( y \in C^1_1(I; \mathbb{R}^d) \) a solution (on \( I \)) of the equation
\[
dy_t = b(y_t) dt + \sigma(y_t) dx_t, \quad y_{t_0} = a, \tag{2.3}
\]
if the two-parameter path \( R^y \) defined as
\[
R^y_{st} := (\delta y)_{st} - b(y_s) (\delta T)_{st} - \sigma_j(y_s) (\delta x^j)_{st} - (D \sigma_j \cdot \sigma_k)(y_s) x^2_{st} \tag{2.4}
\]
belongs to \( C^\mu_2(I; \mathbb{R}^d) \), for some parameter \( \mu > 1 \). Here, the notation \( D \sigma \cdot \sigma \) stands for
\[
(D \sigma_j \cdot \sigma_k)(v) := (D \sigma_j)(v)(\sigma_k(v)), \quad \text{for every } v \in \mathbb{R}^d.
\]

Applications of the abstract rough paths setting to a fractional Brownian motion \( X \) depends on a proper construction of the Lévy area \( X^2 \). The reader is referred to [14, Chapter 15] for a complete review of the methods enabling this construction. It can be summarized in the following way:

**Proposition 2.4.** Let \( 1/3 < H < 1/2 \) be a fixed Hurst parameter. Then the fBm \( X \) belongs almost surely to any space \( C^\gamma_1 \) for \( \gamma < H \), and can be lifted as a canonical rough path according to Definitions 2.1 and 2.2. Furthermore, for any \( 0 \leq s < t \leq T \), the random variable \( X^2_{st} \) satisfies the following inequality:
\[
\mathbb{E} \left[ |X^2_{st}|^p \right] \leq c_p (t - s)^{2Hp}, \quad p \geq 1.
\]

As we shall see in the next section, Proposition 2.4 will allow us to solve equation (1.3) under reasonable assumptions on the coefficients \( b \) and \( \sigma \).
2.2 Assumptions and Main Result

Having defined the notion of solution to equation (1.3), we can now proceed to a description of our main result. We first have to introduce a set of hypothesis on \( b \) and \( \sigma \), beginning with a boundedness assumption.

**Hypothesis (H1):** \( b: \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma: \mathbb{R}^d \to \mathcal{L}(\mathbb{R}^d, \mathbb{R}^d) \) are smooth vector fields such that

\[
\sup_{v \in \mathbb{R}^d} \| (D^{(1)}b)(v) \| < \infty , \text{ and for every } \ell \geq 0 , \sup_{v \in \mathbb{R}^d} \| (D^{(\ell)}\sigma)(v) \| < \infty . \tag{2.5}
\]

The second hypothesis is the Lyapunov-type assumption alluded to in the introduction, which is classically needed for the existence of an invariant distribution.

**Hypothesis (H2):** There exist \( C_1, C_2 > 0 \) such that for every \( v \in \mathbb{R}^d \), one has

\[
\langle v, b(v) \rangle \leq C_1 - C_2 \| v \|^2 . \tag{2.6}
\]

Finally, one needs a non-degeneracy assumption on \( \sigma \).

**Hypothesis (H3):** For every \( x \in \mathbb{R}^d \), \( \sigma(x) \) is invertible and

\[
\sup_{x \in \mathbb{R}^d} \| \sigma(x)^{-1} \| < +\infty . \tag{2.7}
\]

We are now in a position to state our main result. One denotes by \( \mathcal{L}(Y_t^{\mu_0}_{t \geq 0}) \) the distribution of the process \( Y \) on \( C([0, +\infty), \mathbb{R}^d) \) starting from a (generalized) initial condition \( \mu_0 \) (see Subsection 3.1.2 below for detailed definitions of initial condition and invariant distribution). We also denote by \( \bar{Q}_\mu \) the distribution of the stationary solution (starting from an invariant distribution \( \mu \)). The distribution \( \bar{\mu}_0(dx) \) stands for the first marginal of \( \mu_0(dx, dw) \). Finally, the total variation norm is classically denoted by \( \| \cdot \|_{TV} \).

**Theorem 2.5.** Let \( H \in (1/3, 1/2) \), and assume (H1), (H2), (H3) hold true. Then:

(i) There exists a unique solution of equation (1.3) in the sense of Definition 2.3.

(ii) Existence and uniqueness hold for the invariant distribution \( \mu \).

(iii) Let \( \mu_0 \) be an initial distribution such that there exists \( r > 0 \) satisfying \( \int |x|^r \bar{\mu}_0(dx) < \infty \). Then for each \( \varepsilon > 0 \) there exists \( C_\varepsilon > 0 \) such that

\[
\| \mathcal{L}(Y_t^{\mu_0}_{t \geq 0}) - \bar{Q}_\mu \|_{TV} \leq C_\varepsilon t^{-(\frac{1}{2} - \varepsilon)} . \tag{2.8}
\]

In particular,

\[
\| \mathcal{L}(Y_t^{\mu_0}) - \bar{\mu} \|_{TV} \leq C_\varepsilon t^{-(\frac{1}{2} - \varepsilon)} .
\]

where \( \bar{\mu} \) denotes the first marginal of \( \mu \).

**Remark 2.6.** Item (i) in Theorem 2.5 is classical in rough path theory, since Proposition 2.4 holds true for our fBm \( X \). We refer to [14] for the general theory of differential equations driven by a rough path. We prove existence of the invariant distribution below in Theorem 3.5 and Corollary 3.6. It is worth noting that even though this type of result is classical, its proof is highly technical in our rough and non-Markovian context. The main part of our work is then obviously to prove item (iii), which in turns implies uniqueness and achieves the proof of (ii). Also notice that the reinforcing assumption (H2) is fundamental for both the Lyapunov and the coupling steps in our proofs.

**Remark 2.7.** As mentioned before, when \( H > 1/2 \), Theorem 2.5 has already be shown in [11]. However, an additional gradient type assumption on \( \sigma \) was needed therein, that is: \( \sigma^{-1} \) is the Jacobian matrix of a function \( h: \mathbb{R}^d \to \mathbb{R}^d \). Up to slight adaptations (involving in particular the non-integrability of \( u \to u^{-H-\frac{1}{2}} \) when \( H > 1/2 \), the proof developed in this paper when \( H \in (1/3, 1/2) \) (especially in Step 1) extends to the case \( H > 1/2 \) (and does not require the gradient assumption). In other words, the above result is still true when \( H > 1/2 \). For the sake of simplicity, we however choose to only consider the real new case \( H < 1/2 \) in the sequel.
3 Existence of invariant distribution

The main result of this section is Theorem 3.5 where we establish a new Lyapunov property for rough equations and deduce that existence holds for the invariant distribution under (H1) and (H2). Before, we need to recall some background about ergodic theory for rough equations. We assume that \( H < 1/2 \).

3.1 Markovian structure and invariant distribution

3.1.1 Background on the Markov structure above the solutions

As shown in [22] (going back to [19] and [21]), the system (1.3) can be endowed with a Markovian structure. Let us briefly recall the construction. The starting point is to build an appropriate Hölder space on which \( (B_t^H)_{t \in \mathbb{R}} \) can be realized through a Markov transformation. Let \( C_0^\infty (\mathbb{R}_-) \) be the space of \( C^\infty \)-functions \( w \), with compact support on \( \mathbb{R}_- \) and with values in \( \mathbb{R}^d \), satisfying \( w(0) = 0 \). Let \( \mathcal{W}_\gamma \) denote the Hölder-type space being the (Polish) closure of \( C^\infty_0 (\mathbb{R}_-) \) for the norm \( \| \cdot \|_{\mathcal{W}_\gamma} \) defined by

\[
\| x \|_{\mathcal{W}_\gamma} := \sup_{s,t \in \mathbb{R}_-} \frac{|x(t) - x(s)|}{|t-s|^{\gamma(1 + |t| + |s|)^2}}.
\] (3.1)

For any \( \gamma \in (1/3, H) \), there exists a probability \( \mathbb{P}_- \) on \( \mathcal{W}_\gamma \) such that the canonical process is a standard \( d \)-dimensional \( H \)-fBM indexed by \( \mathbb{R}_- \). In the following, we set \( \mathcal{W}_- := \mathcal{W}_\gamma \) and consider \( x_- \in \mathcal{W}_- \). Set \( \mathcal{W}_+ := D_0^\infty([0,1]) \) the closure of \( C_0^\infty([0,1]) \) with respect to the norm \( \| \cdot \|_{1,[0,1]} \). Then, with the help of operators related to the Mandelbrot representation (see [22] for more precise statements), one can define a Feller transition kernel \( \mathcal{P} \) on \( \mathcal{W}_- \times \mathcal{W}_+ \) such that (with a slight abuse of notation), \( \mathcal{P}(x_- \times dx_+) := \mathbb{P}(B_t^H)_{t \in [0,1]} \in dx_+ \) is continuous on \( \mathcal{W}_- \times \mathcal{W}_+ \) with transition kernel \( \mathcal{P} \) on \( \mathcal{W}_- \times \mathcal{W}_+ \). Note that such a construction would be closer to the coupling viewpoint which is introduced below.

The triplet \( (\mathcal{W}, \mathbb{P}, \mathcal{P}) \) is called the noise space. Then, for a given initial condition \( z \) and a given realization \( x = (x_-, x_+) \) of the driving noise, we denote by \( \Phi_1(z, x_+) \) the unique solution to (1.3) with initial condition \( z \). Owing to [14] and Assumption (H1), \( (z, x_+) \rightarrow \Phi_1(z, x_+) \) is continuous on \( \mathbb{R}^d \times \mathcal{W}_+ \). It follows that the solution to (1.3) can be viewed as a Feller Markov process on \( \mathbb{R}^d \times \mathcal{W}_+ \) with transition kernel \( \mathcal{Q} \) defined by : \( \mathcal{Q}(z, x) := \Psi_2^* \mathcal{P}(x, z) \) where \( \Psi_2(x) := (\Phi_1(z, x_+), x) \).

Remark 3.1. In [19], the construction of the Markov structure is directly realized with the underlying Wiener process. Note that such a construction would be closer to the coupling viewpoint which is introduced below. The reader can observe that the above construction only ensures the Markovian structure above the discrete-time process \( (X_n)_{n \in \mathbb{N}} \) and not for the whole process \( (Y_t)_{t \geq 0} \). However, an adaptation of the previous strategy leads to the construction of a Feller Markov semi-group \( (\mathcal{Q}_t)_{t \geq 0} \) above \( (Y_t)_{t \geq 0} \) on \( \mathbb{R}^d \times \mathcal{W}_+ \).

3.1.2 Invariant distribution

Following [21], a probability \( \mu \) on \( \mathbb{R}^d \times \mathcal{W}_- \) is called a generalized initial condition if \( \Pi_{\mathcal{W}_-} \mu = \mathbb{P}_- \) (defined in the previous section).

Definition 3.2. Let \( \nu \) be a generalized initial condition. We say that \( \nu \) is an invariant distribution for \( (Y_t)_{t \geq 0} \) if for every \( t \geq 0 \), \( \nu \mathcal{Q}_t = \nu \).

Definition 3.3. We say that \( V : \mathbb{R}^d \rightarrow \mathbb{R} \) is a Lyapunov function for \( \mathcal{Q} \) if \( V \) is continuous and positive, if \( \lim_{|x| \rightarrow +\infty} V(x) = +\infty \) and if there exist \( C > 0 \) and \( \rho \in (0, 1) \) such that for every \( t \in [0, 1] \),

\[
\int V(x)(\mu \mathcal{Q}_t)(dx, dw) \leq C + \rho \int V(x)\mu(dx, dw)
\] (3.2)
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for any generalized initial condition \( \mu \) on \( \mathbb{R}^d \times \mathcal{W}_- \).

We have the following (classical) result:

**Proposition 3.4.** The existence of a Lyapunov function \( V \) for the Feller semi-group \( (\mathcal{Q}_t)_{t \geq 0} \) implies the existence of an invariant distribution for \( (Y_t)_{t \geq 0} \). Furthermore, for any generalized initial condition \( \mu \) such that \( \int V(x) \mu(dx, dw) < +\infty \), \( \sup_{t \geq 0} \mathbb{E}_\mu [V(Y_t)] < +\infty \).

**Proof.** Let \( \mu \) denote an initial condition on \( \mathbb{R}^d \times \mathcal{W}_- \) such that \( \int V(x) \mu(dx, dw) < +\infty \) and denote by \( (\mu_t)_{t \geq 1} \) the sequence defined by
\[
\mu_t = \frac{1}{t} \int_0^t \mu Q_s ds, \quad t \geq 1.
\]

By construction and by the Feller property, every weak limit of \( (\mu_t)_{t \geq 1} \) is an invariant distribution for \( (\mathcal{Q}_t)_{t \geq 0} \). It is thus enough to prove the tightness of \( (\mu_t)_{t \geq 1} \): owing to the stationarity of the increments of the fBm, the second marginal of \( \mu_t \) does not depend on \( t \). \( \mathcal{W}_- \) being Polish, we are thus reduced to prove the tightness of \( (\nu_t)_{t \geq 0}, \nu_t \) being the first marginal of \( \mu_t \). But the definition of the Lyapunov function implies (by an iteration) \( \sup_{t \geq 1} \nu_t(V) < +\infty \) which in turn implies the tightness (using that \( V^{-1}([0, K]) \) is compact for any \( K > 0 \)). \( \square \)

The aim of the next subsection is the exhibition of such a Lyapunov function \( V \) for \( Q \). The result will actually be derived from a general (deterministic) Lyapunov property for rough differential equations.

### 3.2 A Lyapunov property for rough differential equations

We go back here to the general case of a rough equation
\[
dy_t = b(y_t) dt + \sigma(y_t) d\mathbf{x}_t, \quad t \in [0, 1], \quad y_0 = a \in \mathbb{R}^d,
\]
where \( \mathbf{x} \) is a given (deterministic) \( \gamma \)-rough path on \( [0, 1] \), for some fixed parameter \( \gamma \in (\frac{1}{3}, \frac{1}{2}) \). In what follows, we will write \( \|\mathbf{x}\|_\gamma \) for \( \|\mathbf{x}\|_{\gamma;[0,1]} \).

**Theorem 3.5.** Under Hypothesis (H1) and for every initial condition \( y_0 \in \mathbb{R}^d \), Equation (3.4) admits a unique solution \( y \) on \( [0, 1] \), in the sense of Definition 2.3. Besides, if we assume in addition that Hypothesis (H2) holds true, then there exists a constant \( C \) (which depends on \( b, \sigma, \gamma, C_1, C_2 \), but not on \( \mathbf{x} \)) such that
\[
\|y_1\|^2 \leq e^{-C_2/2}\|y_0\|^2 + C\left(1 + \|\mathbf{x}\|_\gamma^\mu\right), \quad \text{with } \mu := \frac{8}{3\gamma - 1}.
\]

Injecting this result into the stochastic setting of Section 3.1.1 (where \( \mathbf{x} := \mathbf{X} \) is the canonical rough path above the fBm), the derivation of (3.2) is immediate. It is indeed a well-known fact (see for instance [14, Theorem 15.33]) that the random variable \( \|\mathbf{X}\|_\gamma \) admits finite moments of any order, and we are therefore in a position to state the desired property:

**Corollary 3.6.** In the setting of Section 3.1.1 and assuming that both Hypotheses (H1) and (H2) hold true, the map \( V : x \mapsto \|x\|^p \) defines a Lyapunov function for \( Q \), for any \( p \geq 1 \). As a consequence, there exists at least one invariant distribution \( \nu \) for \( (Y_t)_{t \geq 0} \), which additionally admits finite moments of any order.

The rest of this section is devoted to the proof of Theorem 3.5. Under Hypothesis (H1), the fact that there exists at most one solution to (3.4) (in other words, the uniqueness part of our statement) is a standard result, which can for instance be found in [7, Theorem 3.3]. On the opposite, due to the unboundedness of \( b \), it seems that the proof of existence of a global solution on \( [0, 1] \) cannot be found as such in the literature, and we shall therefore provide a few details below.

In brief, our strategy towards Theorem 3.5 is based on a careful analysis of the natural discrete numerical scheme associated with (3.4), in the same spirit as in [7]. Let us thus introduce the sequence of dyadic
partitions $P_n := \{t_i = t^n_i := \frac{i}{2^n} : i = 0, \ldots, 2^n\}$ of $[0,1]$, and consider the discrete path $y^n$ defined on $P_n$ along the iterative formula
\[
y^n_0 := a, \quad \delta y^n_{t_i,t_{i+1}} = b(y^n_{t_i}) \delta T_{t_i,t_{i+1}} + \sigma(y^n_{t_i}) \delta x_{t_i,t_{i+1}} + (D\sigma \cdot \sigma)(y^n_{t_i}) x^2_{t_i,t_{i+1}},
\]
(3.6)
where we recall that $\delta T_{st} = t - s$. We shall also be led to handle the following quantities associated with $y^n$:
for $s, t \in P_n$,
\[
L^n_{st} := \delta y^n_{st} - \sigma(y^n_{st}) \delta x_{st} - (D\sigma \cdot \sigma)(y^n_{st}) x^2_{st},
\]
\[
R^n_{st} := \delta y^n_{st} - b(y^n_{st}) \delta T_{st} - \sigma(y^n_{st}) \delta x_{st} - (D\sigma \cdot \sigma)(y^n_{st}) x^2_{st},
\]
\[
Q^n_{st} := \delta y^n_{st} - \sigma(y^n_{st}) \delta x_{st}.
\]
For every $s < t$ in $[0,1]$, we will write $\|s,t\| = \|s,t\|_n := [s,t] \cap P_n$, and we extend the norms introduced in Section 2.1 to discrete paths in a natural way, namely
\[
\mathcal{N}[f; C_2^\kappa([\ell_1, \ell_2 \tau \wedge 1])] := \sup_{s < t \in [\ell_1, \ell_2]} \frac{\|f_{st}\|}{|t - s|^{\kappa}}, \quad \mathcal{N}[f; C_1^\kappa([\ell_1, \ell_2 \tau \wedge 1])] := \mathcal{N}[\delta f; C_1^\kappa([\ell_1, \ell_2 \tau \wedge 1])].
\]
The starting point of our analysis is the following local estimate for $R^n_{st}$, which can be obtained as a straightforward application of our forthcoming general Proposition 5.9:

**Proposition 3.7.** Fix $\kappa := \frac{1}{2} (\frac{1}{2} + \gamma)$. Then, under Hypothesis (H1), there exists a constant $c_0$ (which depends only on $b, \sigma, \gamma$) such that if we set
\[
T_0 = T_0(\|x\|) := \min \left(1, (c_0\{1 + \|x\|_\gamma\})^{-1/(\gamma - \kappa)}\right),
\]
one has, for every $\tau \in P_n$ satisfying $0 < \tau \leq T_0$ and every $k \leq 1/\tau$,
\[
\mathcal{N}[R^n_{st}; C_2^{\kappa\gamma}([k\tau, (k + 1)\tau \wedge 1])] \leq c_0\{1 + \|y^n_{k\tau}\|\}.
\]
(3.7)

**Corollary 3.8.** In the setting of Proposition 3.7, there exists a constant $c_1$ (which depends only on $b, \sigma, \gamma$) such that for every $\tau \in P_n$ satisfying $0 < \tau \leq T_0$ and every $k \leq 1/\tau$, one has
\[
\mathcal{N}[y^n; C_1^\kappa([k\tau, (k + 1)\tau \wedge 1])] \leq c_1\{1 + \|y^n_{k\tau}\|\},
\]
(3.8)
\[
\mathcal{N}[y^n; C_1^\kappa([k\tau, (k + 1)\tau \wedge 1])] \leq c_1\{1 + \|y^n_{k\tau}\|\}\{1 + \|x\|_\gamma\}
\]
(3.9)
and
\[
\mathcal{N}[Q^n_{st}; C_2^{\kappa\gamma}([k\tau, (k + 1)\tau \wedge 1])] \leq c_1\{1 + \|y^n_{k\tau}\|\}\{1 + \|x\|_\gamma\}.
\]
(3.10)

**Proof.** For every $t \in [k\tau, (k + 1)\tau \wedge 1]$, write
\[
y^n_t = y^n_{k\tau} + b(y^n_{k\tau}) \delta T_{k\tau,t} + \sigma(y^n_{k\tau}) \delta x_{k\tau,t} + (D\sigma \cdot \sigma)(y^n_{k\tau}) x^2_{k\tau,t} + R^n_{k\tau,t},
\]
so that using (3.7), we get $\|y^n_t\| \leq 1 + \|y^n_{k\tau}\| + \|x\|_\gamma T_0^n$, and (3.8) now follows from the fact that $\|x\|_\gamma T_0^n \leq \|x\|_\gamma T_0^{\kappa - \kappa} \leq 1$.
Then, in a more general way, we have for every $s < t \in [k\tau, (k + 1)\tau \wedge 1]$
\[
\delta y^n_{st} = b(y^n_{st}) \delta T_{st} + \sigma(y^n_{st}) \delta x_{st} + (D\sigma \cdot \sigma)(y^n_{st}) x^2_{st} + R^n_{st},
\]
and
\[
Q^n_{st} = b(y^n_{st}) \delta T_{st} + (D\sigma \cdot \sigma)(y^n_{st}) x^2_{st} + R^n_{st}.
\]
Injecting (3.7) and (3.8) into these expressions easily yields (3.9) and (3.10).
Corollary 3.9. Under Hypothesis (H1), Equation (3.4) admits a unique global solution $y$ on $[0,1]$. Besides, with the previous notations, there exists a subsequence of $(y^n)$, that we still denote by $(y^n)$, such that
\[
\max_{i=0,\ldots,2^n} \|y^n_i - y^n_i\|^{n-2} \to 0.
\]
\[\text{(3.11)}\]

Proof. Although the two local estimates (3.8)-(3.9) are not uniform as such (that is, the right-hand side still depends on $y^n$), they easily give rise, via an obvious iterative procedure, to a uniform estimate for $N[y^n;C^{0,\gamma}_1([0,1])] := N[y^n;C^1([0,1])] + N[y^n;C^{0,\gamma}_1([0,1])]$. Still denoting by $y^n$ the continuous path obtained through the linear interpolation of $(y^n_t)_{t=0,\ldots,2^n}$, we thus get a uniform estimate for $N[y^n;C^{0,\gamma}_1([0,1])]$, which, by a standard compactness argument, allows us to conclude about the existence of a path $y \in C^1([0,1])$, as well as a subsequence of $y^n$ (that we still denote by $(y^n)$, such that $y^n \to y$ in $C^{0,\gamma}_1([0,1])$ for every $0 < \gamma' < \gamma$.

The fact that $y$ actually defines a solution of (3.4) is then an easy consequence of the bound (3.7). The details of the procedure can for instance be found at the end of [9, Section 3.3]. Finally, and as we have already evoked it in the beginning of the section, the uniqueness of this solution is a standard result from the rough-path literature (see [7, Theorem 3.3]).

Let us now turn to the proof of the second part of Theorem 3.5, that is to the proof of (3.5) under Hypotheses (H1) and (H2). To this end, we introduce, for every $n \geq 0$, the additional discrete path $z^n : \mathcal{P}_n \to \mathbb{R}$ defined for every $t \in \mathcal{P}_n$ as
\[
z^n_t := \frac{1}{2} \|y^n_t\|^2.
\]
In the same vein as above, we will lean on the following quantities related to $z^n$: for every $s, t \in \mathcal{P}_n$,
\[
R^{z,n}_{st} := \delta z^n_s - \langle y^n_s, b(y^n_s) \rangle \delta T_{st} - \langle y^n_s, \sigma(y^n_s) \rangle \delta x_{st} - \Sigma(y^n_s) x^n_{st},
\]
\[
L^{z,n}_{st} := \delta z^n_s - \langle y^n_s, \sigma(y^n_s) \rangle \delta x_{st} - \Sigma(y^n_s) x^n_{st},
\]
\[
Q^{z,n}_{st} := \delta z^n_s - \langle y^n_s, \sigma(y^n_s) \rangle \delta x_{st},
\]
where we have set
\[
\Sigma(y^n_s) := \langle \sigma(y^n_s), \sigma(y^n_s) \rangle + \langle y^n_s, (D\sigma \cdot \sigma)(y^n_s) \rangle.
\]
Just to be clear, the notation for the second-order term in $R^{z,n}, L^{z,n}$ specifically refers to the sum
\[
\Sigma(y^n_s) x^n_{st} = \{\langle \sigma_j(y^n_s), \sigma_k(y^n_s) \rangle + \langle y^n_s, (D\sigma_j \cdot \sigma_k)(y^n_s) \rangle\} x^{2jk}_{st}.
\]
Finally, along the same lines as in the subsequent Section 5, we set, if $s = \frac{s}{2^n}$ and $t = \frac{t}{2^n}$ and $G : \mathbb{R} \to \mathbb{R}^d$,
\[
\mathcal{M}^\mu[G; [s,t]] := \sup_{p \in \mathcal{L}_q} \frac{\|G_{t+1} - G_t\|}{|t+1 - t|^\mu}.
\]
Let us start with a few estimates on $R^{z,n}$, for which Hypothesis (H2) is still not required:

Lemma 3.10. Under Hypothesis (H1) and with the above notations, there exists a constant $c_2$ (which depends only on $b, \sigma, \gamma$) such that for every $s < t \in \mathcal{P}_n$, one has
\[
\mathcal{M}^\gamma[R^{z,n}; [s,t]] \leq c_2 \{1 + \|x\|^2\} \{1 + \mathcal{N}[y^n; C^0([s,t])]\}^2.
\]
\[\text{(3.12)}\]

Proof. We have
\[
\delta z^n_{t_{i+1}} = \langle y^n_{t_i}, \delta y^n_{t_{i+1}} \rangle + \frac{1}{2} \langle \delta y^n_{t_{i+1}}, \delta y^n_{t_{i+1}} \rangle,
\]
and so, injecting (3.6) into the first term immediately gives, thanks to the second identity in (2.1),
\[
R^{z,n}_{t_{i+1}} = \frac{1}{2} \langle \delta y^n_{t_{i+1}}, \delta y^n_{t_{i+1}} \rangle - \langle \sigma(y^n_{t_i}), \sigma(y^n_{t_i}) \rangle x^n_{t_{i+1}} = \langle \sigma(y^n_{t_i}) \delta x_{t_{i+1}} + \frac{1}{2} Q^{y,n}_{t_{i+1}}, Q^{y,n}_{t_{i+1}} \rangle.
\]
\[\text{(3.13)}\]
Finally, since $Q^{y,n}_{t_{i+1}} = b(y^n_{t_i}) \delta T_{t_{i+1}} + (D\sigma \cdot \sigma)(y^n_{t_i}) x^n_{t_{i+1}}$, it is immediate that
\[
\|Q^{y,n}_{t_{i+1}}\| \leq |t_{i+1} - t_i| \{1 + \|y^n_{t_i}\| \} + |t_{i+1} - t_i|^{2\gamma} \|x\| \gamma.
\]
Going back to (3.13), we get the conclusion. \qed
Proposition 3.11. Assume Hypothesis (H1) holds true and let $T_0 = T_0(||x||_\gamma)$ be the time defined in Proposition 3.7. Then there exists a constant $c_3$ (which depends only on $b, \sigma, \gamma$) such that for every $\tau \in \mathcal{P}_n$ satisfying $0 < \tau \leq T_0$ and every $k \leq 1/\tau$, one has
\[
\mathcal{N}[R^{z,n}; C_2^\gamma([[k\tau, (k+1)\tau \wedge 1)])] \leq c_3 \{1 + ||x||^3_\gamma\} \{1 + z^p_{k\tau}\}.
\]

Proof. Thanks to the forthcoming Lemma 5.6, we can rely on the estimate
\[
\mathcal{N}[R^{z,n}; C_2^\gamma([[k\tau, (k+1)\tau \wedge 1)])] \leq \mathcal{M}^\gamma[R^{z,n}; [[k\tau, (k+1)\tau \wedge 1]]] + \mathcal{N}[\delta R^{z,n}; C_2^\gamma([[k\tau, (k+1)\tau \wedge 1)])].
\]
As far as the first term is concerned, combining (3.12) and (3.8) allows us to assert that
\[
\mathcal{M}^\gamma[R^{z,n}; [[k\tau, (k+1)\tau \wedge 1]]] \leq \{1 + ||x||^2_\gamma\} \{1 + z^p_{k\tau}\}.
\]

Then, for every $s < u < t \in [[k\tau, (k+1)\tau \wedge 1]]$, decompose $\delta R^{z,n}_{su}$ as
\[
\delta R^{z,n}_{su} = -\delta\langle y^n, b(y^n)\rangle_{su} T_{su} + \delta L^{z,n}_{su}.
\]

On the one hand, one has, by (3.8) and (3.9),
\[
|\delta\langle y^n, b(y^n)\rangle_{su}| \leq \left|\delta y^n_{su}, b(y^n)\right| + \left|y^n_{su}, \delta b(y^n)\right| \leq |u - s|^\gamma \{1 + ||x||\} \{1 + z^p_{k\tau}\}.
\]

On the other hand, combining Chen’s identity with elementary Taylor expansions easily leads us to the decomposition
\[
\delta L^{z,n}_{su} = \{I^i_{su} + II^i_{su} + III^i_{su} + IV^i_{su}\} \delta x^i_{su} + \delta \Sigma_{ij}(y^n)_{su}\delta x^j_{su},
\]
with
\[
\Sigma_{ij}(y^n) := \langle \sigma_i(y^n), \sigma_j(y^n)\rangle + \langle y^n, (D\sigma_i \cdot \sigma_j)(y^n)\rangle,
\]
\[
I^i_{su} := \langle \delta y^n_{su}, \delta \sigma_i(y^n)_{su}\rangle, \quad II^i_{su} := \langle \sigma_i(y^n), Q^n_{su}\rangle, \quad III^i_{su} := \int_0^1 d\xi \langle y^n_{su}, D\sigma_i(y^n_\xi + \xi \delta y^n_{su})Q^n_{su}\rangle,
\]
and finally
\[
IV^i_{su} := \int_0^1 d\xi \langle y^n_{su}, [D\sigma_i(y^n_\xi + \xi \delta y^n_{su}) - D\sigma_i(y^n_{su})]\sigma_j(y^n_{su})\rangle \delta x^j_{su}.
\]

With the above expressions in mind and using the three estimates (3.8), (3.9) and (3.10), it is not hard to check that
\[
|\delta L^{z,n}_{su}| \leq |t - s|^\gamma \{1 + ||x||^3_\gamma\} \{1 + z^p_{k\tau}\},
\]
which achieves the proof of our assertion.

\[\square\]

Let us finally involve Hypothesis (H2) into the picture:

Corollary 3.12. Assume Hypotheses (H1) and (H2) hold true and let $T_0 = T_0(||x||_\gamma)$ be the time defined in Proposition 3.7. Then there exist constants $c_4, c_5$ (both depending only on $b, \sigma, \gamma, C_1, C_2$) such that if we set
\[
T_1 = T_1(||x||_\gamma) := \min \left(T_0, \frac{2}{C_2}, \left(\frac{1}{c_4 \{1 + ||x||^2_\gamma\}^{1/(3\gamma - 1)}}\right)^{(1/(3\gamma - 1))}\right),
\]
one has, for every $\tau \in \mathcal{P}_n$ satisfying $0 < \tau \leq T_1$ and every $k \leq 1/\tau$,
\[
z^{(k+1)\tau \wedge 1} \leq \left(1 - \frac{C_2}{2}\right)z^p_{k\tau} + c_5 \{1 + ||x||^2_\gamma\} \tau^{2\gamma - 1},
\]
where we recall that the two parameters $C_1, C_2$ have been introduced in Hypothesis (H2).
Proof. Using Hypothesis (H2), we get that for every \( \tau \in \mathcal{P}_n \) and every such that \( k \leq 1/\tau \),

\[
    z_{(k+1)\tau \wedge 1}^n = z_{k\tau}^n + \langle y_{k\tau}, b(y_{k\tau}) \rangle \delta T_{k\tau,(k+1)\tau \wedge 1} + \langle y_{k\tau}, \sigma(y_{k\tau}) \delta x_{k\tau,(k+1)\tau \wedge 1} + \Sigma(y_{k\tau}) \mathbf{X}^2_{k\tau,(k+1)\tau \wedge 1} + \mathcal{R}^2_{k\tau,(k+1)\tau \wedge 1} \leq (1 - C_2 \gamma) z_{k\tau}^n + C_1 \tau + \langle y_{k\tau}, \sigma(y_{k\tau}) \delta x_{k\tau,(k+1)\tau \wedge 1} + \Sigma(y_{k\tau}) \mathbf{X}^2_{k\tau,(k+1)\tau \wedge 1} + \mathcal{R}^2_{k\tau,(k+1)\tau \wedge 1} ,
\]

and so, thanks to Proposition 3.11, we can conclude that for every \( 0 < \tau \leq \min(\mathcal{T}_0, \frac{2}{C_2}) \) and every \( k \leq 1/\tau \), one has

\[
    z_{(k+1)\tau \wedge 1}^n \leq (1 - C_2 \gamma) z_{k\tau}^n + C_1 \tau + c_4 \left[ \| x \|_\gamma \tau^\gamma \{ 1 + (z_{k\tau}^n)^{\frac{1}{2}} \} + \frac{C_2}{4} \tau^{\gamma - 1} \{ 1 + \| x \|_\gamma^2 \} \right] , \tag{3.15}
\]

for some constant \( c_4 = c_4(\beta, \sigma, \gamma, C_2) \). Now, by the very definition of \( T_{1} \), we know that if \( 0 < \tau \leq T_{1} \), then

\[
    c_4 \tau^{\gamma - 1} \{ 1 + \| x \|_\gamma^2 \} \leq \tau (c_4 \tau^{\gamma - 1} \{ 1 + \| x \|_\gamma^2 \}) \leq \tau ,
\]

and thus we can recast relation (3.15) into:

\[
    z_{(k+1)\tau \wedge 1}^n \leq \left( 1 - \frac{3C_2}{4} \tau \right) z_{k\tau}^n + C_1 \tau + c_4 \| x \|_\gamma \tau^\gamma \{ 1 + (z_{k\tau}^n)^{\frac{1}{2}} \} .
\]

To achieve the proof, it now suffices to use the basic inequality

\[
    c_4 \| x \|_\gamma \tau^\gamma (z_{k\tau}^n)^{\frac{1}{2}} \leq \frac{C_2}{4} \tau z_{k\tau}^n + \frac{c_4}{C_2} \| x \|_\gamma^2 \tau^{2\gamma - 1} .
\]

At this point, we are very close to (3.5). With the notations of Corollary 3.12, consider \( n \) large enough such that we can exhibit \( \tau_0 \in \mathcal{P}_n \) satisfying \( \frac{1}{2} T_{1} \leq T_{1} \), and then let \( K \) be the integer such that \( (K - 1) \tau_0 \leq 1 < K \tau_0 \). Iterating the bound (3.14) with \( \tau = \tau_0 \) yields that

\[
    z_1^n \leq \left( 1 - \frac{C_2}{2} \tau_0 \right)^K z_0^0 + c_5 K \{ 1 + \| x \|_\gamma^2 \} \tau_0^{2\gamma - 1}
\]

\[
    \leq \left( 1 - \frac{C_2}{2} \tau_0 \right)^K z_0^0 + c_5 K \{ 1 + \| x \|_\gamma^2 \} \tau_0^{2\gamma - 1}
\]

\[
    \leq e^{-C_2/2} z_0^0 + c_5 K \{ 1 + \| x \|_\gamma^2 \} \tau_0^{2\gamma - 1} .
\]

Thanks to (3.11), the conclusion is now immediate, by noting that \( K \tau_0^{2\gamma - 1} \leq T_{1}^{2\gamma - 2} \) and then using the explicit description of \( T_{1}, T_0 \) in terms of \( \| x \|_\gamma \).

4 Sketch of the strategy

We now turn to the second part of Theorem 2.5 about the convergence in total variation of the process towards the stationary solution. This result is based on a coupling method first introduced in [19]. We thus begin by recalling the details of the strategy. To this end, we first introduce some notations about the Mandelbrot-Van Ness representation of the fBm.

4.1 Decomposition of the fBm

As recalled in (1.4), the Mandelbrot-Van Ness formula allows us to realize any fBm \((X_t)_{t \geq 0}\) (with Hurst parameter \( H \in (0, 1) \)) through a standard two-sided Brownian motion \((W_t)_{t \in \mathbb{R}}\). The representations immediately gives rise to the decomposition

\[
    X_t = D_t + Z_t , \tag{4.1}
\]
where the process $D_t$ defined by

$$D_t := \alpha_H \int_{-\infty}^{0} \{(t-r)^{-\frac{1}{2}} - (-r)^{-\frac{1}{2}}\} dW_r \quad \text{and} \quad Z_t := \alpha_H \int_{0}^{t} (t-r)^{-\frac{1}{2}} dW_r .$$

is seen a the 'past' component encoding the 'memory' of $W$, while

$$Z_t := \alpha_H \int_{0}^{t} (t-r)^{-\frac{1}{2}} dW_r$$

stands for the 'innovation' process (when looking at $X$ after time 0).

It turns out that, away from 0, the process $D$ so defined is smooth (see Lemma 6.5 for details), so that the roughness of $X$ is essentially inherited from that of $Z$. This basic observation will be one the keys of our analysis, at every step of the strategy. It is worth noting that the smoothness of $D$ was also already used in the past as a central ingredient while studying integration issues with respect to the fBm (see e.g. [1, 29]), and similar ideas can be found in [22] as well. All along the procedure, we will thus be led to control the past of the process through the quantity

$$\|D\|_{1,\gamma} := \sup_{t \in (0,1]} t^{1-\gamma} |D'(t)| ,$$

for some fixed parameter $\gamma \in (0, H)$. Let us more generally introduce the following class of functions:

**Notation 4.1.** For every $k \geq 1$ and every $\gamma \in (0, 1)$, we denote by $\mathcal{E}^k_\gamma$ the space of paths $f : [0, 1] \to \mathbb{R}^d$ which are continuous on $[0, 1]$, $k$-times differentiable on $(0, 1]$, and such that

$$\|f\|_{k,\gamma} := \max_{1 \leq l \leq k} \sup_{t \in (0,1]} t^{l-\gamma} |f^{(l)}(t)| < \infty .$$

### 4.2 The general 3-step scheme

Let $(X_t)_{t \in \mathbb{R}}$ and $(\tilde{X}_t)_{t \in \mathbb{R}}$ denote two fractional Brownian motions with common Hurst parameter $H \in (1/3, 1)$. From now on and for the rest of the paper, we fix a parameter $\gamma \in (1/3, H)$ that will serve us throughout the reasoning. Then, denote by $(Y_t, \tilde{Y}_t)$, a couple of solutions to (1.3):

$$\begin{cases}
    dY_t = b(Y_t) dt + \sigma(Y_t) dX_t \\
    d\tilde{Y}_t = b(\tilde{Y}_t) dt + \sigma(\tilde{Y}_t) d\tilde{X}_t
\end{cases}$$

with initial conditions $(Y_0, (X_t)_{t \leq 0})$, $((\tilde{Y}_0, (\tilde{X}_t)_{t \leq 0})$. We denote by $(\mathcal{F}_t)_{t \geq 0}$ the usual augmentation of the filtration $(\sigma(X_s, \tilde{X}_s, (Y_0, \tilde{Y}_0))_{s \leq t})_{t \geq 0}$. To initiate the coupling procedure without “weight of the past”, we will certainly assume that a.s.,

$$X_t \mid \mathcal{F}_0 = \tilde{X}_t \mid \mathcal{F}_0$$

and that the initial distribution $\tilde{\mu}$ of $(Y_0, \tilde{Y}_0)$ is of the form

$$\tilde{\mu}(dx, d\tilde{x}, dw) = \nu_0(\cdot, dx) \nu(\cdot, d\tilde{x}) \mathbb{P}_H(dw)$$

where $\mathbb{P}_H$ denotes the distribution of a fBm $(X_t)_{t \leq 0}$ on $C(\mathbb{R}, \mathbb{R}^d)$ and the transitions probabilities $\nu_0(\cdot, dx)$ and $\nu(\cdot, d\tilde{x})$ correspond respectively to the conditional distributions of $Y_0$ and $\tilde{Y}_0$ given $(X_t)_{t \leq 0}$. Furthermore, we assume that

$$\nu_0(w, d\tilde{x}) \mathbb{P}_H(dw) = \mu_0 \quad \text{and that} \quad \nu(w, d\tilde{x}) \mathbb{P}_H(dw) = \mu .$$

In other words, $\tilde{Y}$ is a stationary solution whereas $Y$ starts with a given initial condition $\mu_0$. At this point, let us remember that thanks to Corollary 3.6, we can choose $\mu$ in such a way that for every $r > 0$,

$$\int |x|^r \tilde{\mu}(dx) < +\infty ,$$

$$\int |x|^r \tilde{\mu}(dx) < +\infty .$$
where, as usual, $\tilde{\mu}$ stands for the first marginal of $\mu$. In fact, for the rest of the paper and along the assumptions of Theorem 2.5, we fix $r > 0$ such that one has simultaneously

$$\int |x|^r \tilde{\mu}_0(dx) < +\infty \quad \text{and} \quad \int |x|^r \tilde{\mu}(dx) < +\infty \, .$$

(4.8)

The processes $(X_t)_{t \in \mathbb{R}}$ and $(\tilde{X}_t)_{t \in \mathbb{R}}$ can be realized through the decomposition introduced in the previous subsection with respect to some two-sided Brownian motions respectively denoted by $W$ and $\tilde{W}$. In particular, the filtration $(\mathcal{F}_t)_{t \geq 0}$ is also generated by $(\sigma(W_s, \tilde{W}_s, (Y_s, \tilde{Y}_s))_{s \leq t})_{t \geq 0}$.

Furthermore, we will assume in all the proof that on $[0, \infty)$, $W$ and $\tilde{W}$ (resp. $X$ and $\tilde{X}$) differ by a (random) drift term denoted by $g_w$ (resp. $g_X$):

$$d\tilde{W}_t = dW_t + g_w(t)dt \quad \text{and} \quad d\tilde{X}_t = dX_t + g_X(t)dt.$$  

(4.9)

In the continuity of (4.5), we assume that for every $t \in \mathbb{R}_-$,

$$W_t = \tilde{W}_t \quad \text{a.s. or equivalently that} \quad g_w(t) = g_X(t) = 0 \quad \text{a.e.}$$

Note that the functions $g_w$ and $g_X$ are linked by the following formulas, whenever the latter make sense (see [19], Lemma 4.2 for details):

$$g_w(t) = \alpha_H \frac{d}{dt} \int_{-\infty}^t (t-s)^{\frac{1}{2} - H} g_X(s)ds$$  

(4.10)

$$g_X(t) = \gamma_H \alpha_1 - H \frac{d}{dt} \int_{-\infty}^t (t-s)^{H - \frac{1}{2}} g_w(s)ds.$$  

(4.11)

The idea is to build $g_w$ (resp. $g_X$) in order to stick $Y$ and $\tilde{Y}$. We set

$$\tau_{\infty} := \inf\{t \geq 0, \ Y_s = \tilde{Y}_s \ \text{for all} \ s \geq t\}.$$  

(4.12)

Before going further, let us recall a classical relation between $\tau_{\infty}$ and the total variation distance. Denote by $B$ the set of Borel functions $F: C(\mathbb{R}_+, \mathbb{R}^d) \to \mathbb{R}$. Then, owing to the stationarity of $\tilde{Y}$, we have for any $t \geq 0$

$$\|\mathcal{L}(Y_{t+}) - \tilde{Q}_t\|_{TV} = \sup_{F \in B: \|F\|_{\infty} \leq 1} \mathbb{E} \left[ \left( F(Y_{t+}) - F(\tilde{Y}_{t+}) \right) \right]$$

$$= \sup_{F \in B: \|F\|_{\infty} \leq 1} \mathbb{E} \left[ \left( F(Y_{t+}) - F(\tilde{Y}_{t+}) \right) 1_{\{\tau_{\infty} > t\}} \right] \leq 2\mathbb{P}(\tau_{\infty} > t) \, .$$

(4.13)

As a consequence, in the sequel, we will focus on the quantity $t \mapsto \mathbb{P}(\tau_{\infty} > t)$ in order to prove the main theorem.

As usual, the construction of the coupling is achieved through a series of trials. As mentioned in the introduction, each trial is decomposed in three steps:

- Step 1: Try to couple the positions with a controlled cost (in a sense made precise below).
- Step 2 (specific to non-Markov processes): Try to keep the paths fastened together (i.e. to ensure that $g_X(t) = 0$).
- Step 3: If Step 2 fails, wait a sufficiently long time in order that in the next trial, Step 1 be achieved with a controlled cost and with (uniformly lower-bounded away from 0) probability. During this step, we suppose that $g_w(t) = 0$.

Let us make a few precisions:

- We denote by $\tau_0 \geq 0$ the beginning of the first trial and by $\tau_k, k \geq 1$, the end of each trial. This also means that $\tau_{k-1}$ designates the beginning of the $k$th trial. We will assume in the sequel that $\tau_0 = 0$. 
Thus, the first natural question is the following: how to build the coupling $p_1$?

Lemma 4.2. Let $g$ ensures that for some appropriate constant $C$ $g$ independently of $c$

Step 2 is in fact a series of trials on some intervals $I_{k,t}$ with length

$$|I_{k,t}| = c_2 2^k,$$  \hspace{1cm} (4.14)

independently of $k$, where $c_2$ is a constant greater than one which will be calibrated in the sequel. More precisely, one successively tries to keep $Y$ and $\tilde{Y}$ as being equal on intervals $[\tau_{k-1} + 1 + c_2 \sum_{\ell=1}^{k-1} 2^\ell, \tau_{k-1} + 1 + c_2 \sum_{\ell=1}^{k} 2^\ell]$ (with the convention $\sum_{\ell=\emptyset} = 0$). Equivalently, this means that on these successive intervals,

$$g_X(t) = 0 \hspace{1cm} \text{a.s.}$$

Thus, the first natural question is the following: how to build the coupling $(W,\tilde{W})$ of the innovations in order to ensure this property, i.e. what is the corresponding function $g_w$ on these successive intervals which ensures that $g_X = 0$? The answer is given by Lemma 4.3 of [19] that we choose to recall here in a slightly different way:

Lemma 4.2. Let $\tau, t_0$ be fixed positive numbers, and assume that $g_w(t) = 0$ on $(-\infty, 0]$. Then $g_X = 0$ on $(\tau, \tau + t_0]$ if and only if for all $t \in (0, t_0)$,

$$g_w^+(t) = (R_0 g_w^+)(t)$$ \hspace{1cm} (4.15)

where $g_w^+.(.) = g_w(\tau +.)$ and where the operator $R_0$ is defined as

$$(R_0 g)(t) = C_H \int_{-\infty}^{t} \frac{t^{\frac{1}{2}} H(-s)^{\frac{1}{2}}}{t + T - s} g(s) ds, \hspace{1cm} t \in (0, +\infty),$$  \hspace{1cm} (4.16)

for some appropriate constant $C_H$ (depending only on $H$).

Remark 4.3. Since $g_w = 0$ on $(-\infty, 0]$, observe that $(R_0 g_w^+)(t)_{t \geq 0}$ only involves the values of $g_w$ on $[0, \tau]$, and therefore relation (4.15) provides an explicit description of the values of $g_w$ on $(\tau, \tau + t_0]$ in terms of $(g_w(t))_{0 \leq t \leq \tau}$, as expected.

Remark 4.4. For our further computations, we will also use the following generalization of the operator $R_0$, defined for a parameter $T \geq 0$:

$$(R_T g)(t) = C_H \int_{-\infty}^{t} \frac{t^{\frac{1}{2}} H(T - s)^{\frac{1}{2}}}{t + T - s} g(s) ds, \hspace{1cm} t \in (0, +\infty).$$  \hspace{1cm} (4.17)

The attempt is successful if Step 1 and Step 2 (i.e. all the sub-attempts of this step) are. To ensure a positive probability to the success of the $k$-th attempt, one needs certainly to impose some conditions on the system at time $\tau_{k-1}$.

In the continuity of [19] and [11], we thus introduce an admissibility condition (we recall that we have fixed a parameter $\gamma \in (1/3, H)$ for the whole study):

Definition 4.5. Let $K$ and $\alpha$ be some positive constants and fix a time $\tau \geq 0$. Then we will say that a state $\pi := (a, \tilde{a}, w, \tilde{w}) \in (\mathbb{R}^d)^2 \times \mathcal{C}((-\infty, \tau]; \mathbb{R}^d)^2$ is $(K, \alpha, \gamma)$-admissible at time $\tau$ and if the following conditions are satisfied:

(i) It holds that $\tilde{w} = w + \int_{-\infty}^{\tau} g_w(s) ds$, with $g_w$ satisfying:

$$\sup_{T \geq 0} \int_{0}^{+\infty} (1 + t)^{2\alpha} |(R_T g_w^+)(t)|^2 dt \leq 1;$$  \hspace{1cm} (4.18)
(ii) It holds that
\[
|a| + |\bar{a}| + \|D^{(\tau)}(w)\|_{1,\gamma} + \|D^{(\tau)}(\bar{w})\|_{1,\gamma} \leq K
\]  
where we have set, for \( t \in [0,1] \),
\[
D^{(\tau)}(w)_t := \int_0^{\tau} \left( (t + \tau - r)^{H-\frac{1}{2}} - (r)^{H-\frac{1}{2}} \right) dw_r .
\]

Remark 4.6. We are aware that, following the subsequent Lemma 6.5, the above transformation \( D^{(\tau)} \) is only defined on a subspace \( \Omega^\tau_- \subset C((-\infty, \tau]; \mathbb{R}^d) \) of full Wiener measure (obtained through a shifting of \( \Omega_- \)). Nevertheless, using the stability properties reported in the very same Lemma 6.5, it is readily checked that, on top of being of full Wiener measure, such a space is left invariant by the successive constructions of our strategy. We can therefore assume that at any time \( \tau \), the noise component of the system under consideration takes value in \( \Omega^\tau_- \), which allows us to justify this slight abuse of notation.

If the system is admissible, that is if
\[
(Y(\omega)_{\tau_{k-1}(\omega)}, \bar{Y}(\omega)_{\tau_{k-1}(\omega)}, (W(\omega)_t)_{t \leq \tau_{k-1}(\omega)}, (\bar{W}(\omega)_t)_{t \leq \tau_{k-1}(\omega)})
\]
defines a \((K, \alpha, \gamma)\)-admissible state at time \( \tau_{k-1}(\omega) \), one attempts the coupling. Otherwise, one waits for the next one, i.e. one sets \( g_\omega(t) = 0 \) on \([\tau_{k-1}, \tau_k]\) (one will come back below on the duration \( \Delta \tau_k := \tau_k - \tau_{k-1} \)).

Regarding Lemma 4.2, one can remark that Condition (4.18) plays a fundamental role in Step 2. More precisely, it can be understood as a sufficient condition to ensure the success of the series of attempts involved by Step 2.

Item (ii) in Definition 4.5 is mainly linked to Step 1. Roughly, it ensures that each marginal is in a sufficiently controllable state to couple the positions with a bounded cost. The fact that the positions live in a compact set at the beginning of the attempt is classical. The second condition (on \( D^{(\tau)} \)) is of course specific to this non-Markovian setting.

Finally, note that the first condition will be ensured with probability 1 at the beginning of the attempt, whereas, of course, the second one will occur only with a (lower-bounded) positive probability. We denote by
\[
A_k(K, \alpha, \gamma) := \{\tau_{k-1} < \infty\} \cap \{\text{the system is } (K, \alpha, \gamma)\text{-admissible at time } \tau_{k-1}\}.
\]

\( \triangleright \) If the coupling attempt fails, one begins Step 3, i.e. one waits sufficiently before another attempt. This waiting time will be chosen exponentially proportional to the length of the failing attempt. More precisely, let \( \ell \geq 1 \) denote the numbers of trials in Step 2 and adopt the convention, that \( \ell = 0 \) if Step 1 fails (including the case where the coupling is not attempted since the system is not admissible at time \( \tau_{k-1} \)). Set, for \( k \geq 1 \) and \( \ell \geq 0 \),
\[
F_{k,\ell} := \{\tau_{k-1} < \infty\} \cap \{\text{At trial } k, \text{ Step 2 fails exactly at the } \ell\text{-th attempt}\}
\]
and
\[
B_{k,\ell} := \{\tau_{k-1} < \infty\} \cap \{\text{At trial } k, \text{ Step 2 succeeds at least up to the } \ell\text{-th attempt } \text{ (included)}\} .
\]

Note that with our convention, \( B_{k,0} \) thus corresponds to the event where Step 1 succeeds. Let us finally label the following family of sets, defined inductively, for further use:
\[
\mathcal{E}_k := (\tau_k < \infty) = (\tau_{k-1} < \infty) \cap \bigcup_{\ell \geq 0} F_{k,\ell} .
\]

In fact, we will assume in the sequel (see Section 8) that for every \( \omega \in F_{k,\ell} \),
\[
\tau_k - \tau_{k-1}^3 = \Delta_3(\ell, k) \quad \text{with} \quad \Delta_3(\ell, k) := c_3 \zeta^2 \beta^3 \ell
\]
where \( \tau_{k-1}^3 \) denotes the beginning of Step 3 (in the \( k\)-th attempt), and \( c_3, \zeta \) and \( \beta \) are deterministic parameters that will be calibrated in the course of the reasoning. In particular, conditionally to \( F_{k,\ell} \), the length of each step will be assumed to be deterministic. During this waiting time, we simply set
\[
g_\omega(t) = 0 \quad \text{on } [\tau_{k-1}^3, \tau_k], \quad \text{i.e.} \quad \bar{W}_t - \bar{W}_{\tau_{k-1}^3} = W_t - W_{\tau_{k-1}^3}.
\]
4.3 Proof of Theorem 2.5: uniqueness and rate of convergence

Denoting by \((Y, \tilde{Y})\) the coupling of solutions derived from the above-described construction, and with notation (4.12) in mind, our aim is to prove the following assertion: for every \(\alpha \in (0, H)\) and every \(p \in (0, \alpha(1 - 2\alpha))\), there exists a constant \(C_{\alpha,p} > 0\) such that, for some appropriate calibration of the 3-step scheme, one has

\[
P(\tau_{\infty} > t) \leq C_{\alpha,p} t^{-p}.
\]

(4.27)

Optimizing the latter bound with respect to \(p\) and then using (4.13), the uniqueness assertion of Theorem 2.5 follows immediately, as well as the convergence rate (2.8), thus completing the proof of our main result.

The strategy towards (4.27) is based on a combination of the successive controls that will be obtained at each stage of our 3-step scheme, namely the results of Proposition 6.9, Proposition 7.1 and Proposition 8.1. Although the controls in question will only be shown in the next sections, we have found it important to anticipate these results so as to provide the proof of (4.27) right now, which will allow us to both give the reader a general overview of our arguments and also to motivate the forthcoming technical considerations.

Let us fix \(\alpha \in (0, H), p \in (0, \alpha(1 - 2\alpha))\) and \(\beta \in ((1 - 2\alpha)^{-1}, \alpha/p)\). In order to suitably calibrate the scheme, we first consider the parameter \(K > 0\) given by Proposition 8.1 for the particular choice \(\varepsilon = 1/2\). In other words, with the notations of Proposition 8.1, we set

\[
K := K(1/2, \alpha).
\]

(4.28)

Then we denote by \(\delta = \delta(K, \alpha) > 0\) the constant provided by Proposition 6.9, and we fix a constant \(\varsigma = \varsigma(\delta, p, \alpha) > 1\) such that \(c^p < (1 - \frac{c_n K \delta}{2})^{-1}\), where \(c_n, K := (1 - \rho_{\alpha, K}^2) \prod_{\ell = 1}^{\infty} (1 - 2^{-\alpha \ell}), \rho_{\alpha, K}^2 \in (0, 1)\) being here the constant given by Proposition 7.1. Finally, with the notations of Proposition 8.1, we define \(c_3\) by

\[
c_3 := c_3(1/2, \alpha, \beta, \varsigma).
\]

(4.29)

With these parameters in hand, we will assume in the sequel that Step 2 and Step 3 of the above-described coupling scheme are respectively calibrated along the formulas

\[
c_2 := (C_{\alpha,K}^2)^{\frac{1}{p}} \quad \text{and} \quad \Delta_\beta(k, \ell) := c_3 \kappa^2 \beta \ell,
\]

(4.30)

where \(C_{\alpha,K}^2 \geq 1\) stands for the constant provided by Proposition 6.9. We can now turn to the reasoning towards (4.27). In what follows, we denote by \(C_p\), resp. \(C_{\alpha,p,\beta}\), any generic constant that depends only on \(p\), resp. \((\alpha, p, \beta)\).

Set \(k^* := \inf\{k \geq 1, \Delta \tau_k = +\infty\}\), where \(\Delta \tau_k := \tau_k - \tau_{k-1}\). Using that \(\tau_0 = 0\) and \(\tau_{\infty} \leq \tau_{k^* - 1} + 1\), we have

\[
P(\tau_{\infty} > t) \leq \mathbb{P} \left( \sum_{k=1}^{+\infty} \Delta \tau_k 1_{k > k^*} > t - 1 \right).
\]

(4.31)

By Markov’s inequality and the fact that \(|u + v|^p \leq |u|^p + |v|^p\) (because \(p \in (0, 1)\)), we then deduce, provided \(t > 1\),

\[
P \left( \sum_{k=1}^{+\infty} \Delta \tau_k 1_{k > k^*} > t - 1 \right) \leq \frac{C_p}{t^p} \sum_{k=1}^{+\infty} \mathbb{E}[|\Delta \tau_k|^p 1_{k > k^*}] .
\]

and as \((k^* > k) = \bigcup_{\ell \geq 0} F_{k,\ell}\), this yields

\[
P \left( \sum_{k=1}^{+\infty} \Delta \tau_k 1_{k > k^*} > t - 1 \right) \leq \frac{C_p}{t^p} \sum_{k=1}^{+\infty} \sum_{\ell = 0}^{+\infty} \mathbb{E}[|\Delta \tau_k|^p 1_{F_{k,\ell}}].
\]

(4.32)

On \(F_{k,0}\) (that is the case where Step 1 fails), we have set \(\Delta \tau_k = 1 + c_3 \kappa_k\) according to (4.25). For \(\ell \geq 1\), we have by definition, on the event \(F_{k,\ell}\),

\[
\Delta \tau_k = 1 + c_2 \sum_{l=0}^{\ell} (1 + 2^l) + c_3 \kappa_k^2 \beta \ell \leq c_2 + c_2 \sum_{l=0}^{\ell} (1 + 2^l) + c_3 \kappa_k^2 \beta \ell \leq \frac{c_2}{2} + \frac{C_3}{2} (2^{\ell+1} - 1) + c_3 \kappa_k^2 \beta \ell \leq c_3 \kappa_k^2 \beta \ell + 1 ,
\]

\[
\lesssim c_3 \kappa_k^2 \beta \ell + 1.
\]

(4.33)
where we have also used the fact that, according to Proposition 8.1, one has $c_3 \geq 2c_2$. Thus we can recast relation (4.32) as
\[
P\left(\sum_{k=1}^{+\infty} \Delta \tau_{k_1+1} > t - 1\right) \leq \frac{C_{\alpha,p,\beta}}{l_p} \sum_{k=1}^{+\infty} \zeta^k \sum_{\ell=0}^{+\infty} 2^{\beta p} \mathbb{P}(F_{k,\ell}).
\] (4.33)
In addition, owing to our definitions (4.22) and (4.23), it is readily checked that $F_{k,\ell} \subset B_{k,\ell-1} \cap B_k^c$ for every $\ell \geq 1$, and so by Proposition 7.1 (remember that we are working under the calibration (4.30) for $c_2$) we have for every $\ell \geq 1$
\[
P(F_{k,\ell} | E_{k-1}) \leq \mathbb{P}(B_k^c | B_{k,\ell-1}) \leq 2^{-\alpha \ell - 1}.
\] (4.34)
Plugging this inequality into (4.33), we end up with
\[
P\left(\sum_{k=1}^{+\infty} \Delta \tau_{k_1+1} > t - 1\right) \leq \frac{C_{\alpha,p,\beta}}{l_p} \sum_{k=1}^{+\infty} \zeta^k \left(\sum_{\ell=0}^{+\infty} 2^{\beta p} (\ell)^{\theta}\right) \mathbb{P}(E_{k-1})
\] \[
\leq \frac{C_{\alpha,p,\beta}}{l_p} \sum_{k=1}^{+\infty} \zeta^k \mathbb{P}(E_{k-1}),
\] (4.35)
where we have used the fact that $\beta p - \alpha < 0$. Now
\[
P(E_{k-1}) = \prod_{m=1}^{k-1} \mathbb{P}(E_m | E_{m-1}) = \prod_{m=1}^{k-1} \left(1 - \mathbb{P}(E_m^c | E_{m-1})\right),
\] (4.36)
and observe that for every $m \geq 1$,
\[
P(E_m^c | E_{m-1}) \geq \mathbb{P}(\Delta \tau_m = +\infty | E_{m-1} \cap A_m(K, \alpha, \gamma)) \mathbb{P}(A_m(K, \alpha, \gamma) | E_{m-1}).
\] (4.37)
At this point, we can first apply Proposition 8.1 (remember that $K$ and $c_3$ are defined by (4.28) and (4.29)) to derive that
\[
P(A_m(K, \alpha, \gamma) | E_{m-1}) \geq \frac{1}{2}.
\] (4.38)
On the other hand, using the decomposition
\[
P(\Delta \tau_m = +\infty | E_{m-1} \cap A_m(K, \alpha, \gamma)) = \mathbb{P}(Y_{\tau_{m-1}+1} = \hat{Y}_{\tau_{m-1}+1} | E_{m-1} \cap A_m(K, \alpha, \gamma)) \prod_{\ell=1}^{+\infty} \mathbb{P}(B_{m,\ell} | B_{m,\ell-1}),
\] (4.39)
we can easily combine the results of Proposition 6.9 and Proposition 7.1 to assert that
\[
P(\Delta \tau_m = +\infty | E_{m-1} \cap A_m(K, \alpha, \gamma)) \geq c_{\alpha,K} \delta,
\] (4.40)
where $c_{\alpha,K} > 0$ and $\delta > 0$ have been introduced at the beginning of the proof.
Injecting (4.38)-(4.40) into (4.36) and going back to (4.37), we have thus shown that
\[
\sum_{k=1}^{+\infty} \zeta^k \mathbb{P}(\tau_{k-1} < +\infty) \leq \sum_{k=1}^{+\infty} \zeta^k \left(1 - \frac{c_{\alpha,K} \delta}{2}\right)^{k-1},
\] (4.41)
and the latter quantity is known to be finite due to our choice of $\zeta$ (that is $\zeta$ such that such that $\zeta^p < (1-(c_{\alpha,K} \delta)/2)^{-1}$). The expected bound (4.27) then follows from the combination of (4.31), (4.35) and (4.41), and this achieves the proof of Theorem 2.5.

The remainder of the paper is now devoted to the proof of the intermediate results at the core of the above arguments, i.e. the results of Proposition 6.9, Proposition 7.1 and Proposition 8.1, which actually correspond to controls at Step 1, Step 2 and Step 3, respectively. As we mentioned it in the introduction, the main difficulties of this procedure (more precisely, the most innovative part with respect to the analysis in [11]) essentially lie in the hitting Step 1. We thus propose in the next subsection to give a heuristic description of the coupling construction during this first stage, before we go into the technical details of Sections 5 and 6.
4.4 Heuristic description of the coupling system in Step 1

At time $\tau_{k-1}$, set $a_0 := Y_{\tau_{k-1}}$ and $a_1 = \hat{Y}_{\tau_{k-1}}$. As reported in Subsection 4.2, our aim in Step 1 (the hitting step) will be to build $g_X$ on the interval $[\tau_{k-1}, \tau_{k-1} + 1]$ in such a way that $Y_{\tau_{k-1} + 1} = \hat{Y}_{\tau_{k-1} + 1}$ with strictly positive probability. This construction will actually be the topic of both Sections 5 and 6. However, let us try here to give an idea, at some heuristic level, of the motivations behind this forthcoming strategy.

To this end, let us simplify the framework by assuming that $\tau_{k-1} = 0$, $d = 1$, and consider for the moment the case of a smooth deterministic driver $x$. In brief, our purpose is to exhibit a triplet of paths $(y_0^0, y_1^0, g_1)_{t \in [0,1]}$ satisfying the system

$$
\begin{align*}
\begin{cases}
    dy_0^0 = b(y_0^0) \, dt + \sigma(y_0^0) \, dx_t \\
    dy_1^0 = b(y_1^0) \, dt + \sigma(y_1^0) \, (dx_t + g_1 \, dt)
\end{cases},
\end{align*}
$$

as well as the constraints $y_0^0 = a_0$, $y_1^0 = a_1$ and $y_1^0 = y_1^1$. Using our invertibility assumptions on $\sigma$ (that is, Hypothesis (H3)), this amounts to finding $(y_0^1, y_1^1, h_1)_{t \in [0,1]}$ such that

$$
\begin{align*}
\begin{cases}
    dy_0^1 = b(y_0^1) \, dt + \sigma(y_0^1) \, dx_t \\
    dy_1^1 = b(y_1^1) \, dt + \sigma(y_1^1) \, (dx_t + h_1 \, dt)
\end{cases},
\end{align*}
$$

and $y_0^0 = a_0$, $y_1^0 = a_1$, $y_0^1 = y_1^1$. In fact, let us consider the slightly more general issue of exhibiting a family of paths $(y_\xi^\xi, h_\xi^\xi)_{t \in [0,1], \xi \in [0,1]}$ that satisfy the equation

$$
dy_\xi^\xi = b(y_\xi^\xi) \, dt + \sigma(y_\xi^\xi) \, dx_t + h_\xi^\xi \, dt \tag{4.42}
$$

as well as the constraints $y_\xi^0 = a_0 + \xi(a_1 - a_0)$, $y_1^0 = y_1^1$ and $h_0^0 \equiv 0$. Then, using the basic identity $y_1^0 - y_1^1 = \int_0^t \, dξ \, \hat{c}_ξ y_1^\xi$, we are led to the following sufficient formulation of the problem: finding a family $(y_\xi^\xi, h_\xi^\xi)_{t \in [0,1], \xi \in [0,1]}$ that satisfies both (4.42) and the constraints $y_\xi^0 = a_0 + \xi(a_1 - a_0)$, $\hat{c}_ξ y_1^\xi \equiv 0$, $h_0^0 \equiv 0$.

A natural way to answer the latter question is to let the so-called tangent path (associated with $y$) come into the picture. Namely, set $h_\xi^\xi := -\int_0^\xi \, dη \, j^\eta_1$, where for each $ξ, j^\xi$ stands for the solution of the equation

$$
dj^\xi_1 = b'(y_1^\xi) j^\xi_1 \, dt + \sigma'(y_1^\xi) j^\xi_1 \, dx_t \quad , \quad j^\xi_0 = a_1 - a_0.
$$

With this specific choice of $h_\xi^\xi$, it is readily checked that the two paths $t \to \hat{c}_ξ y_1^\xi$ and $t \to j^\xi_1(1 - t)$ satisfy the very same equation

$$
dz^\xi_1 = [b'(y_1^\xi) z^\xi_1 - j^\xi_0] \, dt + \sigma'(y_1^\xi) z^\xi_1 \, dx_t \quad .
$$

Accordingly, $\hat{c}_ξ y_1^\xi = j^\xi_1(1 - t)$ and the above constraints $\hat{c}_ξ y_1^ξ = 0$, $h_0^0 \equiv 0$ are indeed satisfied.

As a conclusion of these considerations, the problem now reduces to solving the parametric (or functional-valued) system

$$
\begin{align*}
\begin{cases}
    dy_\xi^\xi = [b(y_\xi^\xi) - \xi b^\eta_0 \, dη \, j^\eta_1] \, dt + \sigma(y_\xi^\xi) \, dx_t \\
    dj^\xi_1 = b'(y_1^\xi) j^\xi_1 \, dt + \sigma'(y_1^\xi) j^\xi_1 \, dx_t
\end{cases},
\end{align*}
$$

with initial conditions $y_0^0 = a_0 + \xi(a_1 - a_0)$, $j^0_0 = a_1 - a_0$, and $ξ$ varying in $[0,1]$. This new expression of the problem can of course be extended to the case of a rough $x$ (and to any dimension $d$), with $(y_\xi^\xi, j^\xi_1)$ understood as a rough solution of (4.42), in the sense of Definition 2.3. Just as above, once endowed with such a solution $(y, j)$, defining $g_X$ as $g_X(t) := -\sigma(y_1^\xi)^{-1} \int_0^1 \, dη \, j^\eta_1$ would then close the procedure.

Unfortunately, as the reader can easily check it, the vector fields involved in (4.42) do not meet the usual boundedness assumptions that guarantee the existence of a global rough solution defined on $[0,1]$ (compare for instance with the conditions in [7, Theorem 6.1] or in [14, Theorem 10.26]). In fact, we have not been able to establish such a global existence in the general situation, and we even suspect that an explosion
phenomenon might occur in some cases. What we will prove in the next section is a weaker result according to which global existence on \([0, 1]\) holds provided the norm \(\|X\|_{\gamma; [0, 1]}\) is small enough (depending on \(a_0\) and \(a_1\)).

Going back to the stochastic setting of our study (where \(x = X\) is a fBm), the latter existence result is still not satisfying though, because the required smallness condition on \(\|X\|_{\gamma; [0, 1]}\) implicitly involves the past trajectory \((W_t)_{t \leq 0}\), which is somehow fixed (and not necessarily small) at this stage of our three-step procedure. In order to overcome this difficulty, we shall appeal (once again) to the 'past-innovation' decomposition (4.1) of \(X\), and rewrite the hitting system as

\[
\begin{align*}
    dY^x_t &= \left[ b(Y^x_t) \ dt - \xi^0 \ d\eta_t^0 dt + \sigma(Y^x_t) \ dD_t \right] + \sigma(Y^x_t) \ dZ_t \\
    dJ^x_t &= \left[ b'(Y^x_t) J^x_t \ dt + \sigma'(Y^x_t) J^x_t \ dD_t \right] + \sigma'(Y^x_t) J^x_t \ dZ_t,
\end{align*}
\]

(4.44)

with initial conditions \(Y^x_0 = a_0 + \xi(a_1 - a_0), J^x_0 = a_1 - a_0, \xi \in [0, 1]\). Now recall that, at the sole price of a singularity at time 0, the process \(D\) can be considered as smooth and therefore the whole terms into brackets in (4.44) can somehow be seen as drift terms, to be distinguished from the real rough perturbation driven by \(Z\). Based on these properties and still using a pathwise approach (as developed in Section 5 below), we will derive the following refined version of the previous existence statement: there exists a unique global solution to (4.44) on \([0, 1]\) provided the norm of \(\|Z\|_{\gamma; [0, 1]}\) (which no longer depends on \((W_t)_{t \leq 0}\)) is small enough. This result, essentially summed up by Proposition 6.2, will turn out to be sufficient for our purpose.

5 Singular rough equations

This section is devoted to the presentation of a natural setting to study the hitting system (4.44) (properly extended to \(\mathbb{R}^d\)) and exhibit sharp conditions on \((D, Z)\) for this system to admit a unique global solution on \([0, 1]\). To this end, it will turn out to be fundamental that the trajectories of the process \(D\) should somehow be considered as differentiable paths that induce some drift term in the equation. However, as we have evoked it in Section 4.1 (see also Lemma 6.5 below), this differentiability assumption is not exactly satisfied, due to a possible singularity at time 0 for the derivative of \(D\).

With these observations in mind, the purpose of the section is essentially twofold:

- Introduce appropriate singular extensions of the Hölder spaces defined in Section 2.1 and then extend the classical study of rough systems to this setting, for general Banach-valued equations;
- Exhibit sufficient conditions on the driver for these rough singular equations to have a unique global solution, even in situations where the usual boundedness requirements on the vector fields are not met (see Hypothesis (VF2) below), which is the case for (4.44).

The effective application of these general (pathwise) considerations to the particular fractional system (4.44) will then be analyzed in Section 6.1.

From now on and for the rest of the section, we fix two parameters: \(\gamma \in (\frac{1}{3}, \frac{1}{2})\) (for the general Hölder roughness) and \(\beta \in [\gamma, 1]\) (encoding the singularity at time 0).

5.1 Singular rough solutions and well-posedness results

Our singular extensions of the usual Hölder spaces are specifically defined through the following seminorms: given a Banach space \(V\), an interval \(I \subset [0, 1]\) and two parameters \(\alpha \in (0, 1], \mu \geq \alpha\), set, for any map \(f: I^2 \rightarrow V\), resp. \(f: I^3 \rightarrow V\),

\[
\mathcal{N}[f; C_{2; \beta}^{\alpha, \mu}(I; V)]:= \max \left( \sup_{s < t \leq \ell I} \frac{\|f_{st}\|_V}{|t - s|^{\mu}}, \sup_{0 < s < \ell I} \frac{\|f_{st}\|_V}{|t - s|^{\beta - 1}} \right),
\]

resp.

\[
\mathcal{N}[f; C_{3; \beta}^{\alpha, \mu}(I; V)]:= \max \left( \sup_{s < u < t \leq \ell I} \frac{\|f_{sut}\|_V}{|t - s|^{\mu}}, \sup_{0 < s < u < \ell I} \frac{\|f_{sut}\|_V}{|t - s|^{\beta - 1}} \right),
\]

(5.1)
and then
\[ C_{1;\beta}^{\alpha}(I; V) := \{ f \in C_1(I; V) : \delta f \in C_{2;\beta}^{\alpha}(I; V) \} . \quad (5.3) \]

Of course, it holds that \( C_{1;\beta}^{\alpha}(I; V) \subset C_\gamma^0(I; V) \) and \( C_{1;\beta}^{\alpha}(I; V) = C_\nu^0(I; V) \). What actually led us to the above definitions is the following readily-checked (and relatively sharp) inclusion:

**Lemma 5.1.** Let \( \mathcal{E}_{\gamma}^1([0, 1]; \mathbb{R}^d) \) be the space introduced in Notation 4.1. It holds that \( \mathcal{E}_{\gamma}^0([0, 1]; \mathbb{R}^d) \subset C_{1;\gamma}^{1,1}([0, 1]; \mathbb{R}^d) \) and for every \( g \in \mathcal{E}_{\gamma}^1([0, 1]; \mathbb{R}^d) \),
\[ \mathcal{N}[\delta g; C_{2;\gamma}^{1,1}([0, 1]; \mathbb{R}^d)] \leq C_\beta \| g \|_{1;\gamma} . \quad (5.4) \]

Let us now introduce the related notion of a singular rough solution. In the sequel, given two Banach spaces \( V, W \) and a smooth map \( F : V \to W \), we will denote by \( D^{(\ell)} F : V \to \mathcal{L}(V^{\otimes \ell}; W) \) the \( \ell \)-th derivative of \( F \), understood in the usual Fréchet sense.

**Definition 5.2.** Consider a path \( h \in C_{1;\beta}^{1,1}([0, 1]; \mathbb{R}^m) \) and a \( \gamma \)-rough path \( z = (z^1, z^2) \), in the sense of Definition 2.1. Then, for any fixed Banach space \( V \), any interval \( I = [t_0, t_1] \subset [0, 1] \), any \( v_0 \in V \) and all smooth vector fields \( B : V \to \mathcal{L}(\mathbb{R}^m; V) \), \( \Sigma : V \to \mathcal{L}(\mathbb{R}^n; V) \),
we call \( y \in C_1^1(I; V) \) a solution (on \( I \)) of the equation
\[ dy_t = B(y_t) \, dt + \Sigma(y_t) \, dz_t \quad , \quad y_{t_0} = v_0 , \quad (5.5) \]
if the two-parameter path \( R^y \) defined as
\[ R^y_{st} := (\delta y)_{st} - B_i(y_s) (\delta h)_{st} - \Sigma_j(y_s) (\delta z^j)_{st} - (D \Sigma_j \cdot \Sigma_k)(y_s) z^2_{st} \]
belongs to \( C_{2;\beta}^{1,1}(I; V) \), for some parameter \( \mu > 1 \). Here, the notation \( D \Sigma_j \cdot \Sigma_k \) stands for
\[ (D \Sigma_j \cdot \Sigma_k)(v) := (D \Sigma_j)(v)(\Sigma_k(v)) , \quad \text{for every } v \in V . \]

**Remark 5.3.** We are aware that the space \( \mathcal{E}_{\gamma}^1 \) could also be continuously embedded into the space of paths with finite 1-variation, so that the whole problem could certainly receive an analog treatment (with \( h \) still considered as inducing a drift term) in the \( p \)-variation setting used in [7, 8, 14], instead of our singular Hölder setting. Nevertheless, switching the equation to a \( p \)-variation framework could expose us to the risk of a loss of topological sharpness in the results, with solutions possibly leaving the space of Hölder paths (see for instance the general definition of a solution in [7, Definition 3.1]). This is not the case in the above formulation, where the solution is still expected to belong to \( C_1^1 \).

Let us now turn to the presentation of the main results of this section about existence/uniqueness of a solution for the rough singular equation (5.5). We will either be concerned with the classical situation of bounded vector fields (Hypothesis (VF1)) or the more general possibility of linear growth (Hypothesis (VF2)).

**Hypothesis (VF1).** The vector field \( \Sigma \) and all its derivatives are uniformly bounded on \( V \). Besides, the derivative \( D^{(1)} B : V \to \mathcal{L}(V; \mathcal{L}(\mathbb{R}^m; V)) \) is uniformly bounded on \( V \).

**Hypothesis (VF2).** The following bounds on \( B \) and \( \Sigma \) hold true: for all \( \ell \geq 0 \),
\[ \| (D^{(\ell)} B)(v) \| \leq 1 + \| v \| , \quad \| (D^{(\ell)} \Sigma)(v) \| \leq 1 + \| v \| , \quad (5.6) \]
and also, for every \( v, w \in V \),
\[ \| (D \Sigma \cdot \Sigma)(v) \| \leq 1 + \| v \| , \quad \| (D \Sigma \cdot \Sigma)(v) - (D \Sigma \cdot \Sigma)(w) \| \leq \| v - w \| (1 + \| v \| ) . \quad (5.7) \]
Theorem 5.4 ((VF1)-situation). Under Hypothesis (VF1), and for any \( v_0 \in V \), Equation (5.5) admits a unique solution on \([0, 1]\) with initial condition \( v_0 \), in the sense of Definition 5.2.

Theorem 5.5 ((VF2)-situation). Under Hypothesis (VF2), the following assertions hold true:

(i) For any \( v_0 \in V \), Equation (5.5) admits at most one solution on \([0, 1]\) with initial condition \( v_0 \), in the sense of Definition 5.2.

(ii) For every \( K \geq 1 \), there exists \( M_K > 0 \) such that if \( \|v_0\| \leq K \), then \( N[y; C^1(0, 1)] \leq M_K \), then Equation (5.5) admits a unique solution \( y \) on \([0, 1]\) with initial condition \( v_0 \), in the sense of Definition 5.2. Besides,

\[
N[y; C^1(0, 1); V] + N[y; C^1(0, 1); V] \leq C(K),
\]  

(5.8)

for some growing function \( C : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \).

Just as in Section 3.2, and in the same spirit as in [7], our proof for both Theorem 5.4 and Theorem 5.5 relies on the examination of the discrete scheme associated with the equation. Set \( t_i = t^n_i := \frac{i}{2^n}, \mathcal{P}_n := \{t_i : i = 0, \ldots, 2^n\} \) and define \( y^n \) along the iterative formula: \( y^n_0 = v_0 \) and

\[
(\delta y^n)_{t_i,t_{i+1}} = B(y^n_i) (\delta h)_{t_i,t_{i+1}} + \Sigma(y^n_i) (\delta z)_{t_i,t_{i+1}} + (D\Sigma \cdot \Sigma)(y^n_i) z^2_{t_i,t_{i+1}}.
\]

Then, for every \( s, t \in \mathcal{P}_n \), set

\[
R^n_{st} := (\delta y^n)_{st} - B(y^n_s) (\delta h)_{st} - \Sigma(y^n_s) (\delta z)_{st} - (D\Sigma \cdot \Sigma)(y^n_s) z^2_{st},
\]

noting in particular that \( R^n_{t,t+1} = 0 \). We will also consider the paths

\[
L^n_{st} := (\delta y^n)_{st} - \Sigma(y^n_s) (\delta z)_{st} - (D\Sigma \cdot \Sigma)(y^n_s) z^2_{st},
\]

and

\[
Q^n_{st} := (\delta y^n)_{st} - \Sigma(y^n_s) (\delta z)_{st}.
\]

Finally, for every \( s < t \leq 1 \), we will write \( \|s, t\| = \|s, t\|_n := \|s, t\| \cap \mathcal{P}_n \), and we extend (or rather restrict) the norms (5.1)-(5.3) to discrete paths as

\[
N^\alpha[f; C_{\alpha,\lambda}^\mu([s, t]; V)] := \max \left( \sup_{0 < u < v < s, t} \frac{\|f_{uv}\|_V}{v - u} \right),
\]

with a similar definition for \( N^\alpha[f; C_{\alpha,\lambda}^\mu([s, t]; V)] \), \( i \in \{1, 3\} \).

The whole key towards the desired estimates lies in the following “singular sewing lemma”:

Lemma 5.6. Let \( 0 < \alpha \leq \lambda \leq 1, \mu_1 \geq 1 \) and \( \mu_2 > 1 \). Then there exists a constant \( c_{\alpha,\lambda,\mu_1,\mu_2} > 0 \) such that for every path \( G : \mathcal{P}_n \rightarrow V \) and all \( s \leq t \in \mathcal{P}_n \), one has

\[
N^\alpha[G; C_{\alpha,\lambda}^{\mu_1,\mu_2}([s, t]; V)] \leq c_{\alpha,\lambda,\mu_1,\mu_2} \left\{ M^\alpha_{\lambda} \left[ G; [s, t] \right] + N[\delta G; C_{3,\alpha}^{\mu_2}([s, t]; V)] \right\},
\]

where we have set, if \( s = \frac{p}{2^n} \) and \( t = \frac{q}{2^n} \),

\[
M^\alpha_{\lambda} \left[ G; [s, t] \right] := \max \left( \sup_{p \leq i \leq q} \frac{\|G_{t_i,t_{i+1}}\|}{|t_i - t_{i+1}|^{\alpha}}, \sup_{p+1 \leq i \leq q} \frac{\|G_{t_i,t_{i+1}}\|}{|t_i - t_{i+1}|^{\mu_2 - 1}} \right).
\]

Proof. See Appendix B. \( \square \)

5.2 Existence of a solution in the (VF2)-situation

Proposition 5.7. Let Hypothesis (VF2) prevail and assume additionally that

\[
N[\delta h; C_{2,\beta}^1([0, 1]; V)] \leq K, \text{ for some } K \geq 1.
\]

Then there exists a constant \( c_0 \) (which depends only on \( B, \Sigma, \gamma \) and \( \beta \)) such that if we set \( T_0 = T_0(K) := \min(1, (c_0K)^{-6/(3\gamma - 1)}) \), the following assertion holds true for every \( k \leq 1/T_0 \): if \( \|z\|_{\gamma; [0, 1]} \leq (1 + \|y^n_{kT_0}\|)^{-1} \), then

\[
N[L^n; C_{2,\beta}^1([kT_0, (k+1)T_0 \wedge 1]; V)] \leq c_0 K \left[ 1 + \|y^n_{kT_0}\| \right].
\]

(5.9)
Finally, thanks to the second estimate in (5.7), we obtain that
\[\mathcal{N}[L^n; C_{2;\beta}^1([0, t_q]; V)] \leq c_K \{1 + \|y_0^n\| \} ,\]  
where we denote from now on \( c_K := c_0 K \) (for some constant \( c_0 \) to be fixed later on). Due to (5.6) and (5.7), it is then easy to check that the following bounds hold true as well:
\[\mathcal{N}[y^n; C^0([0, t_q])] \leq \{1 + \|y_0^n\| \} \{1 + c_K T_0^n \} ,\]  
and
\[\max \{\mathcal{N}[y^n; C^1([0, t_q])], \mathcal{N}[Q^n; C_{2;\beta}^{1,2\gamma}([0, t_q])]\} \leq \{1 + \|y_0^n\| \} \{1 + c_K \} .\]  
Now, in order to extend (5.10) on \([0, t_{q+1}]\) (assuming that \( t_{q+1} \leq T_0 \), let us first apply Lemma 5.6 to \( L^n \) and assert that
\[\mathcal{N}[L^n; C_{2;\beta}^1([0, t_{q+1}])] \leq \mathcal{M}^{-1}_{\beta} [L^n; [0, t_{q+1}]]) + \mathcal{N}[\delta L^n; C_{3;\beta}^{3\gamma}([0, t_{q+1}])] ,\]  
where we set from now on \( \kappa := \frac{1}{2} \left( \frac{1}{3} + \gamma \right) \), so that \( 1 < 3\kappa < 3\gamma \).

As far as the first term is concerned, we can use the fact that \( R^n_{\epsilon,t_{q+1}} = 0 \), and then (5.6) and (5.11), to deduce that
\[\mathcal{M}^{-1}_{\beta} [L^n; [0, t_{q+1}]]) = \mathcal{N}[B(y^n) \delta h; C_{2;\beta}^1([0, t_{q+1}])] \leq K \cdot \mathcal{N}[B(y^n); C^0([0, t_q])] \leq K \{1 + \|y_0^n\| \} \{1 + c_K T_0^n \} .\]  

In order to estimate \( \mathcal{N}[^3 \delta L^n; C_{3;\beta}^{3\gamma}([0, t_{q+1}])] \), let us first rely on Chen relation and decompose the increments of \( L^n \) as \( \delta L^n = I^i \delta z^i + II^i \delta z^i + III^ij \beta^j, \) where we have set
\[I^i_{st} := \int_0^1 d\lambda \left( D \Sigma \right) ((y^n_{s+} + \lambda (\delta y^n)_{st}) Q^n_{st} ,\]  
\[II^i_{st} := \int_0^1 d\lambda \left( [D \Sigma]((y^n_{s+} + \lambda (\delta y^n)_{st}) - (D \Sigma)(y^n_{s+})) \right) \Sigma_j(y^n_{s+}) (\delta z^j)_{st} \]  
\[III^ij_{st} := \delta (D \Sigma \cdot \Sigma_j)(y^n)_{st} .\]  

For \( I^i \delta z^i \), we can combine (5.6), (5.11) and (5.12) to get that
\[\mathcal{N}[I^i \delta z^i; C_{3;\beta}^{3\gamma}([0, t_{q+1}])] \leq T_0^{3(\gamma - \kappa)} \{1 + \|y_0^n\| \} \{1 + c_K \}^2 \|z\|_{\gamma, [0,1]} \leq \{1 + \|y_0^n\| \} \{1 + T_0^{3(\gamma - \kappa)} c_K^3 \} \cdot \left( \{1 + \|y_0^n\| \} \|z\|_{\gamma, [0,1]} \right) \]  
\[\leq \{1 + \|y_0^n\| \} \{1 + T_0^{3(\gamma - \kappa)} c_K^3 \} ,\]  
where we have used the assumption \( \{1 + \|y_0^n\| \} \|z\|_{\gamma, [0,1]} \leq 1 \) to derive the third inequality.

With similar arguments, we can show that
\[\mathcal{N}[II^i \delta z^i; C_{3;\beta}^{3\gamma}([0, t_{q+1}])] \leq \{1 + \|y_0^n\| \} \{1 + T_0^{3(\gamma - \kappa)} c_K^3 \} \cdot \left( \{1 + \|y_0^n\| \}^2 \|z\|_{\gamma, [0,1]}^2 \right) \]  
\[\leq \{1 + \|y_0^n\| \} \{1 + T_0^{3(\gamma - \kappa)} c_K^3 \} .\]  

Finally, thanks to the second estimate in (5.7), we obtain that
\[\mathcal{N}[III^ij \beta^j; C_{3;\beta}^{3\gamma}([0, t_{q+1}])] \leq \{1 + \|y_0^n\| \} \{1 + T_0^{3(\gamma - \kappa)} c_K^3 \} .\]  

Going back to (5.13), we have shown that, for some constant \( c_1 \) depending only on \( B, \Sigma \) and \( (\gamma, \kappa, \beta) \),
\[\mathcal{N}[L^n; C_{2;\beta}^1([0, t_{q+1}])] \leq \{1 + \|y_0^n\| \} \cdot \left( c_1 K \{1 + T_0^{3(\gamma - \kappa)} c_K^3 \} \right) .\]
Let us now set $c_0 := 2c_1$, $c_K := c_0 K$ and $T_0 := \min(1, (2c_1 K)^{-1/(\gamma-\kappa)})$, in such a way that

$$c_1 K \{ 1 + T_0^{3(\gamma-\kappa)/c_K} \} \leq c_K,$$

and accordingly $\mathcal{N}[L^n; C_{2;\beta}^{1/3}([0, t_{q+1}])] \leq c_K \{ 1 + \|y\| \}$ as desired.

This iteration procedure allows us to extend the bound (5.10) over the interval $[0, T_0]$. Then it is easy to see that the very same arguments can be used for any interval $[kT_0, (k + 1)T_0]$, which completes the proof.

**Corollary 5.8.** Let Hypothesis (VF2) prevail and assume additionally that

$$\mathcal{N}[\delta h; C_{2;\beta}^{1/3}([0, 1]; V)] \leq K \quad \text{and} \quad \|u_0\| \leq K, \quad \text{for some } K \geq 1. $$

Then there exists $M_K > 0$ such that if $\|z\|_{\gamma;[0, 1]} \leq M_K$, one has

$$\sup_{n \geq 0} \left( \mathcal{N}[y^n; C_{1}^{1/3}(I_k)], \mathcal{N}[Q^n; C_{2;\beta}^{1/3}(I_k)], \mathcal{N}[L^n; C_{2;\beta}^{1/3}(I_k)] \right) \leq C(K), \quad (5.17)$$

for some growing function $C : \mathbb{R}^+ \rightarrow \mathbb{R}^+$. As a result, under the same assumptions and if $\|z\|_{\gamma;[0, 1]} \leq M_K$, it holds that

$$\sup_{n \geq 0} \mathcal{N}[R^n; C_{2;\beta}^{1/3}(I_k)] \leq D(K), \quad (5.18)$$

for some growing function $D : \mathbb{R}^+ \rightarrow \mathbb{R}^+$.

**Proof.** Using (5.9) as well as its spin-offs (5.11) and (5.12), it is not hard to exhibit a growing sequence $(c_k)$ that depends only on $(B, \Sigma, \gamma, \beta)$ (and not on $K$) such that the following property holds true: for every $k \geq 0$, if $\|z\|_{\gamma;[0, 1]} \leq (1 + c_k(1 + K))^{-1}$, then one has both

$$\mathcal{N}[y^n; C_{1}^{1/3}(I_k)] \leq c_{k+1} \{ 1 + K \} \quad (5.19)$$

and

$$\max(\mathcal{N}[y^n; C_{1}^{1/3}(I_k)], \mathcal{N}[Q^n; C_{2;\beta}^{1/3}(I_k)], \mathcal{N}[L^n; C_{2;\beta}^{1/3}(I_k)]) \leq c_{k+1} \{ 1 + K^2 \} \quad (5.20)$$

where we have set $I_k := [kT_0, (k + 1)T_0]$. As a result, if we denote by $N_K$ the smallest integer such that $T_0 N_K \geq 1$ and assume that $\|z\|_{\gamma;[0, 1]} \leq M_K := (1 + c_{N_K}(1 + K))^{-1}$, then both bounds (5.19) and (5.20) hold true for $k = 0, \ldots, N_K - 1$. The extension of these local bounds into global ones (that is, on the interval $[0, 1]$) is then a matter of standard arguments, which achieves the proof of (5.17).

As far as (5.18) is concerned, apply first Proposition 5.6 to the path $R^n$, which, since $R^n_{t_i, t_{i+1}} = 0$, entails that

$$\mathcal{N}[R^n; C_{2;\beta}^{1/3}([0, 1]; V)] \leq \mathcal{N}[\delta R^n; C_{2;\beta}^{1/3}([0, 1]; V)] \leq C(K),$$

Then, just as in the proof of Proposition 5.7, observe that we can decompose the increments of $R^n$ as

$$(\delta R^n)_{s,t} = \delta B(y^n)_{s,t}(\delta h)_{s,t} + (\delta L^n)_{s,t} = \delta B(y^n)_{s,t}(\delta h)_{s,t} + \delta h_{s,t}(\delta z_{s,t}) + \delta h_{s,t}(\delta z_{s,t}) + \delta h_{s,t}(\delta z_{s,t}) + \delta h_{s,t}(\delta z_{s,t}), \quad (5.21)$$

where the paths $(I, II, III)$ have been defined through (5.14)-(5.16). The conclusion is now easy to derive from the bound (5.17).

**Proof of Theorem 5.5, point (ii).** Consider the sequence (still denoted by $y^n$) of continuous paths on $[0, 1]$ defined through the linear interpolation of the points of the previous (discrete) sequence $y^n$. Define $M_K$ as in Corollary 5.8 and assume that $\|z\|_{\gamma;[0, 1]} \leq M_K$. Then it is readily checked that (5.17) gives rise to a uniform bound for $\mathcal{N}[y^n; C_{1}^{1/3}(I_k)]$, and we can therefore conclude about the existence of a path $y \in C_{2;\beta}^{1/3}([0, 1]; V)$, as well as a subsequence of $y^n$ (that we still denote by $y^n$), such that $y^n \to y$ in $C_{2;\beta}^{1/3}([0, 1]; V)$ for every $0 < \kappa < \gamma$.

The fact that $y$ actually defines a solution of (5.5) is essentially obtained by passing to the limit in the uniform estimate (5.18). The details of this (easy) procedure can for instance be found at the end of [9, Section 3.3]. As for the bound (5.8), it is a straightforward consequence of (5.17).
5.3 Existence of a solution in the (VF1)-situation

Under Hypothesis (VF1), the exhibition of a uniform bound for $\mathcal{N}[R^n; C^{\gamma;3\kappa}_{2;\beta}([0,1])]$ (with $\mu > 1$) essentially follows the same general procedure as in the classical (‘non-singular’) situation treated in [7] or [14]. As we here consider slightly more specific topologies, let us briefly review the result at the core of this procedure.

**Proposition 5.9.** Let Hypothesis (VF1) prevail and assume additionally that

$$\mathcal{N}[\delta h; C^{\gamma;1}_{2;\beta}([0,1]\times \mathbb{R}^m)] \leq K, \text{ for some } K > 1.$$  

Also, fix a parameter $\kappa$ such that $1 < 3\kappa < 3\gamma$. Then there exists a a constant $c_0$ (which depends only on $B$, $\Sigma$, $\gamma$, $\beta$ and $\kappa$) such that if we set

$$T_0 = T_0(\|z\|, K) := \min\left(1, \left(c_0 \{1 + \|z\|_\gamma\} K\right)^{-1/(\gamma - \kappa)}\right),$$

the following property holds true: for every $0 < T_1 < T_0$ and every $k \leq 1/T_1$,

$$\mathcal{N}[R^n; C^{\gamma;3\kappa}_{2;\beta}([kT_1/(k + 1)T_1 \times 1])] \leq c_0 K \{1 + \|z\|_{T_1}\}. \tag{5.22}$$

**Proof.** Just as in the proof of Proposition 5.7, the strategy consists in an iteration procedure over the points of $\mathcal{P}_n$. The argument actually relies on the following two readily-checked assertions: (i) If $\mathcal{N}[R^n; C^{\gamma;3\kappa}_{2;\beta}([s,t])] \leq c_0 K \{1 + \|y\|_{s,t}\}$, then one has

$$\max\left(\mathcal{N}[y^n; C^\gamma_1([s,t])], \mathcal{N}[Q^n; C^{3\gamma}_{2;\beta}([s,t])]\right) \leq c_1 K \{1 + \|z\|_s\} \left\{1 + c_0 \{1 + K(t - s)^\gamma\}\right\}$$

for some constant $c_1$ that depends only on $(B, \Sigma)$; (ii) With decomposition (5.21) in mind, one has

$$\mathcal{N}[\delta R^n; C^{\gamma;3\kappa}_{2;\beta}([s,t])] \leq c_2 |t - s|^{3(\gamma - \kappa)} \left[\mathcal{N}[y^n; C^\gamma_1([s,t])\{1 + \|z\|^2_s\} + \mathcal{N}[Q^n; C^{3\gamma}_{2;\beta}([s,t])]\|z\|_s\right]$$

for some constant $c_2$ that depends only on $(B, \Sigma)$.

It is now easy to inject (i) and (ii) into the iteration scheme exhibited in the previous section for $L^n$ (note that we can additionally use the fact that $R^n_{t_{i+1}, t_i} = 0$ here). The details of the procedure are therefore left to the reader. \qed

**Proof of the existence statement in Theorem 5.4.** Starting from (5.22) and using the same steps as in the proof of Corollary 5.8, one easily gets uniform estimates for both $\mathcal{N}[y^n; C^\gamma_1([0,1])]$ and $\mathcal{N}[R^n; C^{3\gamma}_{2;\beta}([0,1])]$. The derivation of a solution then follows from the same convergence argument as in the above proof of Theorem 5.5, point (ii). \qed

5.4 Uniqueness of the solution

It is a well-known fact that uniqueness statements are usually less demanding than existence statements as far as global boundedness of the vector fields is concerned. Accordingly, in opposition with the previous existence proof (where specific sharp estimates had to be displayed), the strategy towards uniqueness essentially follows the same lines as in the standard situation. We briefly review the transposition of the main arguments in this singular setting.

Assume here that either Hypothesis (VF1) or Hypothesis (VF2) prevails and consider two solutions $U, \bar{U}$ of (5.5) with identical initial conditions. Then set

$$R_{st} = R(y)_{st} := (\delta y)_{st} - B(y_s) (\delta h)^s_{st} - \Sigma_j(y_s) (\delta z^j)_{st} - (D \Sigma_j \cdot \Sigma_k)(y_s) z^{2,jk}_{st},$$

$$Q_{st} = Q(y)_{st} := (\delta y)_{st} - \Sigma_j(y_s) (\delta z^j)_{st},$$

and similarly $\tilde{R} := R(\tilde{y})$, $\tilde{Q} := Q(\tilde{y})$. Also, fix $\mu$, resp. $\tilde{\mu}$ such that $\mathcal{N}[R; C^{\gamma;\mu}_{2;\beta}([0,1])] < \infty$, resp. $\mathcal{N}[\tilde{R}; C^{\gamma;\mu}_{2;\beta}([0,1])] < \infty$, as well as a parameter $\kappa$ satisfying both $\frac{1}{3} < \kappa < \gamma$ and $3\kappa < \mu \wedge \tilde{\mu}$.  
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Lemma 5.10. There exists a finite constant $c_{R,\tilde{R}} > 0$ such that for every $s < t \in \mathcal{P}_n$, one has
\[
\mathcal{N}(\mathcal{R} - \tilde{R}; \mathcal{C}_{2,\beta}^{\kappa,3\kappa}([s, t])) \leq c_{R,\tilde{R}} \{ 2^{-n\varepsilon} + \mathcal{N}(\mathcal{R} - \tilde{R}; \mathcal{C}_{3,\beta}^{\kappa,3\kappa}([s, t])) \},
\]
where $\varepsilon := \inf(\gamma - \kappa, (\mu \land \mu) - 3\kappa) > 0$.

Proof. It is a mere application of Lemma 5.6. Observe indeed that
\[
\mathcal{M}_{\beta}^{\kappa,3\kappa}[\mathcal{R} - \tilde{R}; [s, t]] \leq \mathcal{M}_{\beta}^{\kappa,3\kappa}[\mathcal{R}; [s, t]] + \mathcal{M}_{\beta}^{\kappa,3\kappa}[\tilde{R}; [s, t]] \\
\leq c_{R,\tilde{R}} \{ 2^{-n(\gamma - \kappa)} + 2^{-n(\mu_1 - 3\kappa)} + 2^{-n(\mu_2 - 3\kappa)} \}.
\]

Lemma 5.11. There exists a finite constant $C_{y,\tilde{y}} > 0$ such that for every $s < t \in \mathcal{P}_n$, one has
\[
\mathcal{N}(\mathcal{R} - \tilde{R}; \mathcal{C}_{3,\beta}^{\kappa,3\kappa}([s, t])) \leq C_{y,\tilde{y}} |t - s|^{\gamma - \kappa} \mathcal{N}_{\beta}^{\kappa,2\gamma}((y, \tilde{y}); [s, t]),
\]
where we have set
\[
\mathcal{N}_{\beta}^{\kappa,2\gamma}((y, \tilde{y}); [s, t]) := \mathcal{N}[y - \tilde{y}; \mathcal{C}_0^{\kappa}([s, t])] + \mathcal{N}[y - \tilde{y}; \mathcal{C}_1^\gamma([s, t])] + \mathcal{N}[Q - \tilde{Q}; \mathcal{C}_{2,\beta}^{\kappa,3\kappa}([s, t])].
\]

Proof. First, note that the increments of $R$ (or $\tilde{R}$) can be decomposed just as the increments of $R^n$ in the proof of Corollary 5.8 (see (5.21)), which allows us to write
\[
\delta(R - \tilde{R})_{su} = \delta(B(y) - B(\tilde{y}))_{su} \delta u + \left[ I_{su} - \tilde{I}_{su} \right] \delta z_u + \left[ II_{su} - \tilde{II}_{su} \right] \delta z_u + \left[ III_{su} - \tilde{III}_{su} \right] Z_{u}^{2ij},
\]
where the paths $I, II, III$, resp. $\tilde{I}, \tilde{II}, \tilde{III}$, are defined along (5.14)-(5.16) (replace $(y^n, Q^n)$ with $(y, Q)$, resp. $(\tilde{y}, \tilde{Q})$). The bound (5.24) is then obtained through standard differential-calculus arguments based on relations (5.6) and (5.7).

Proof of Theorem 5.5, point (i), and uniqueness property of Theorem 5.4. Consider the above setting and notations. First, going back to the very definitions of $(K, R)$ and $(\mathcal{R}, \tilde{R})$, it is not hard to check that for every $s < t \in \mathcal{P}_n$, one has, with the notation (5.25),
\[
\mathcal{N}_{\beta}^{\kappa,2\gamma}((y, \tilde{y}); [s, t]) \leq c_{y,\tilde{y}} \left\{ \| y_s - \tilde{y}_s \| + |t - s|^\kappa \mathcal{N}_{\beta}^{\kappa,2\gamma}((y, \tilde{y}); [s, t]) + \mathcal{N}[R - \tilde{R}; \mathcal{C}_{2,\beta}^{\kappa,3\kappa}([s, t])] \right\},
\]
where the constant $c_{y,\tilde{y}}$ does not depend on $n$. We can then combine (5.23)-(5.24) and assert that for every $s < t \in \mathcal{P}_n$,
\[
\mathcal{N}_{\beta}^{\kappa,2\gamma}((y, \tilde{y}); [s, t]) \leq c_{y,\tilde{y}} \left\{ \| y_s - \tilde{y}_s \| + |t - s|^\gamma \mathcal{N}_{\beta}^{\kappa,2\gamma}((y, \tilde{y}); [s, t]) + 2^{-n\varepsilon} \right\}.
\]

The uniqueness result is now immediate. Indeed, for $T_0 > 0$ such that $c_{y,\tilde{y}} T_0^{\gamma - \kappa} \leq \frac{1}{2}$, and since $y_0 = \tilde{y}_0$, we first get that
\[
\mathcal{N}[y - \tilde{y}; \mathcal{C}_1^0([0, T_0])] \leq t_0 \mathcal{N}_{\beta}^{\kappa,2\gamma}((y, \tilde{y}); [0, T_0]) \leq C_{y,\tilde{y}} 2^{-n\varepsilon},
\]
and accordingly $y_t = \tilde{y}_t$ for every $t \in [0, T_0]$. The argument can then be repeated on $[T_0, 2T_0], [2T_0, 3T_0]$, and so on.

6 Hitting step

Keeping in mind the strategy sketched out in Section 4.4, the route to Step 1, that is the hitting step, is now quite clear: we need to check that the vector fields involved in the hitting system (4.44) do satisfy the assumptions of the previous section, and then see how the conditions therein exhibited (for the driver) can be injected into the general coupling machinery.

We recall that we have fixed $H \in (1/3, 1/2)$, $\gamma \in (1/3, H)$, as well as vector fields $b : \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma : \mathbb{R}^d \to C(\mathbb{R}^d, \mathbb{R}^d)$ satisfying Hypotheses (H1) and (H3) (note that Hypothesis (H2) is not required at this stage of the procedure).
6.1 Rough hitting

This first section focuses on the hitting issue at the level of the general (deterministic) rough system, and therefore it settles the bases for our forthcoming stochastic analysis. Let us recall that the space $\mathcal{E}_0^\gamma([0,1];\mathbb{R}^d)$ has been introduced through Notation 4.1, and let us fix two paths $h \in \mathcal{E}_0^\gamma([0,1];\mathbb{R}^d)$, $z \in C^r([0,1];\mathbb{R}^d)$, assuming in addition that $z$ can be canonically lifted into a $\gamma$-rough path $z := \mathcal{L}(z)$, in the sense of Definition 2.2.

**Lemma 6.1.** Consider the Banach space $V_2 := \mathcal{W}^{1,\infty}([0,1];\mathbb{R}^d) \times L^\infty([0,1];\mathbb{R}^d)$, and define the vector fields $(B, \Sigma)$ on $V$ along the following formulas:

$$
B_0^j(y_j)(\xi) := \left(b^j(y(\xi)) - \frac{\partial}{\partial \eta} \eta_j \right), \quad B_j^i(y_j)(\xi) = \Sigma^i_j(y_j)(\xi) = \left(\frac{\partial^i \sigma^j(y(\xi))}{\partial \eta} \right),
$$

for $i, j = 1, \ldots, d$. Then, under Hypothesis (H1), the pair $(B, \Sigma)$ satisfies Hypothesis (VF2).

**Proof.** We have the following explicit expressions:

$$(D \Sigma^i_j)(y_1, \ldots, y_q) = \left(\frac{\partial^i \sigma^j}{\partial \eta} \right)(y_1, \ldots, y_q),$$

and more generally, for every $q \geq 1$,

$$(D^{(q)} \Sigma^i_j)(y_1, \ldots, y_q) = \left(\frac{\partial^i \sigma^j}{\partial \eta} \right)(y_1, \ldots, y_q).$$

In particular,

$$(D \Sigma^i_j, \Sigma_k)(y_1, \ldots, y_q) = \left(\frac{\partial^i \sigma^j}{\partial \eta} \right)(y_1, \ldots, y_q).$$

Based on these formulas, the two conditions (5.6) and (5.7) for $\Sigma$ are immediate. We can then exhibit a similar expression for $D^{(q)}B_0$.

Combining Lemma 6.1 with the well-posedness results of Theorems 5.4 and 5.5 yields the following statement:

**Proposition 6.2.** Under Hypothesis (H1), the following assertions hold true:

(a) Let $V_1 := \mathcal{W}^{1,\infty}([0,1];\mathbb{R}^d)^2$. Then for every $A \in V_1$ and every smooth function $f : \mathbb{R}^d \to \mathbb{R}^d$ bounded with bounded derivatives, the rough system

$$
d\eta_t(\xi) = \left[\varphi(b_0(\eta_t(\xi))) - \varphi(b_1(\eta_t(\xi))) \right] dt + \sigma(y_t(\xi)) dt + \sigma(y_t(\xi)) d\mathbf{z}_t,
$$

$$
d\eta_t(\xi) = (\partial_0 b)(y_t(\xi)) \varphi(j_t(\xi)) dt + (\partial_1 b)(y_t(\xi)) \varphi(j_t(\xi)) dt + (\partial_0 \sigma)(y_t(\xi)) \varphi(j_t(\xi)) dt + (\partial_1 \sigma)(y_t(\xi)) \varphi(j_t(\xi)) dt
$$

with initial condition $(\eta_0, j_0) = A$, admits a unique solution

$$(y, j) = : \Psi_{V_1}(A, \varphi, (h, z)) \in C^r([0,1]; V_1),$$

in the sense of Definition 5.2.

(b) Let $V_2 := \mathcal{W}^{1,\infty}([0,1];\mathbb{R}^d) \times L^\infty([0,1];\mathbb{R}^d)$ and pick $A \in V_2$. Assume that $\|A\|_{V_2} \leq K$ and $\|h\|_{1,\gamma} \leq K$, for some fixed $K \geq 1$. Then there exists a constant $M_K > 0$ such that if $\|z\|_{\gamma,[0,1]} \leq M_K$, the conclusion of point (a) is still true for $\varphi \equiv Id$ and $V_1$ replaced with $V_2$, and one has

$$
\mathcal{N} \left[\Psi_{V_2}(A, Id, (h, z)); C^0([0,1]; V_2) \right] \leq C(K),
$$

for some growing function $C : \mathbb{R}^+ \to \mathbb{R}^+$. 27
Proof. Point (b) is obtained through the combination of Lemma 6.1 and Theorem 5.5. As for point (a), it suffices to observe that for every fixed $\varphi$, the vector fields involved in (6.1)-(6.2) satisfy Hypothesis (VF1), and we can therefore appeal to Theorem 5.4 to conclude in this case.

Let us now rigourously check that when $\varphi \equiv \text{Id}$, the hitting system (6.1)-(6.2) indeed satisfies the desired property, namely offering a way to see two rough solutions (with different initial conditions and drivers differing from a sole drift term) hit a time $1$.

**Proposition 6.3.** Let $V_2 := W^{1,\infty}([0,1];\mathbb{R}^d) \times L^\infty([0,1];\mathbb{R}^d)$ and consider a $V_2$-valued solution $(y, z)$ on $[0, 1]$ (in the sense of Definition 5.2) of the rough system (6.1)-(6.2) with $\varphi \equiv \text{Id}$ and initial condition

$$y_0(\xi) = (1 - \xi) a_0 + \xi a_1 \quad , \quad z_0(\xi) = a_1 - a_0 ,$$

for fixed $a_0, a_1 \in \mathbb{R}^d$. Then the following assertions hold true:

(a) The $\mathbb{R}^d$-valued path $y^{(0)} := y(0)$, is the solution on $[0, 1]$ (in the sense of Definition 2.3) of the rough equation

$$dy_t = b(y_t) \, dt + \sigma(y_t) \, dx_t \quad , \quad y_0 = a_0 ,$$

where $x$ is the canonical rough path above $x := z + h$.

(b) The $\mathbb{R}^d$-valued path $y^{(1)} := y(1)$ is the solution on $[0, 1]$ (in the sense of Definition 2.3) of the rough equation

$$dy_t = b(y_t) \, dt + \sigma(y_t) \, d\tilde{x}_t \quad , \quad y_0 = a_1 ,$$

where $\tilde{x}$ is the canonical rough path above $\tilde{x} := z + (h + e)$, with

$$e_t := - \int_0^t ds \, \sigma(y_s(1))^{-1} \int_0^s ds \, \sigma(y_s(1)) \cdot \sigma(y_s(0)) \cdot dy_s(\eta) .$$

(c) It holds that $y^{(0)}_1 = y^{(1)}_1$.

Proof. (a) Let $y$ be a solution of (6.4) in the sense of Definition 2.3. Then clearly it is also a solution in the sense of Definition 5.2, and by Corollary A.2, we can conclude that $y$ is a solution of the equation

$$dy_t = [b(y_t) \, dt + \sigma(y_t) \, dh_t] + \sigma(y_t) \, dz_t \quad , \quad y_0 = a_0 ,$$

(6.6)

(that is, in Definition 5.2, we take $V := \mathbb{R}^d$, $m - 1 = n = d$, $B_0(y) := b(y)$, $B_i(y) := \sigma_i(y)$, $\Sigma_i(y) := \sigma_i(y)$, $h_t \leftrightarrow (t, h_t)$, $z \leftrightarrow z$). The conclusion then comes from the uniqueness statement contained in Theorem 5.5, since $y(0)$ trivially satisfies Equation (6.6) as well.

(b) As above, observe that due to the regularity of the path $e$ and thanks to Corollary A.2, the solution of (6.5) (in the sense of Definition 2.3) is also the solution of

$$dy_t = b(y_t) \, dt + \sigma(y_t) \, dh_t + \sigma(y_t) \, dz_t \quad , \quad y_0 = a_1 ,$$

(6.7)

in the sense of Definition 5.2 (that is, with $V := \mathbb{R}^d$, $m - 1 = n = d$, $B_0(y) := b(y)$, $B_i(y) := \sigma_i(y)$, $\Sigma_i(y) := \sigma_i(y)$, $h_t \leftrightarrow (t, h_t + e_t)$, $z \leftrightarrow z$). It turns out that the path $w := y(1)$ satisfies Equation (6.7) as well. This can be easily derived from the fact that

$$\sigma(w_s)(\delta_t) = \left( - \int_0^t \, d\eta_j(\eta) \right) (t - s) \quad ,$$

$$= |\sigma(w_s)| \left( \int_0^t \, dr \int_0^r \, d\eta \left[ \sigma(w_s)^{-1} J_s(\eta) - \sigma(w_s)^{-1} J_s(\eta) \right] \right) \ll |t - s|^{1+\gamma} \left\{ \mathcal{N}(w; C^0([0,1])) \right\} + \mathcal{N}(w; C^0([0,1])) .$$

Therefore, just as for point (a), we can conclude with the help of the uniqueness property stated in Theorem 5.5.
Theorem 6.4. Fix $K \geq 1$ and $V_1 := L^\infty([0,1];\mathbb{R}^d)^2$. Then there exists a smooth compactly-supported function $\varphi_K : \mathbb{R}^d \to \mathbb{R}^d$ such that, for all $a_0, a_1 \in \mathbb{R}^d$, the following assertions hold true:

(i) The system
\[
\begin{align*}
  dy(t) &= \left[\varphi_K(b(y(t))) - \int_{0}^{\xi} \varphi_K(j_t(\eta)) \, d\eta\right] \, dt + \sigma(y_t) \, dh_t + \sigma(y_t) \, dz_t, \\
  dz(t) &= \left[\hat{\partial}_k b(j_t(\xi)) \right] \, dt + \left[\hat{\partial}_k \sigma(j_t(\xi)) \right] \, dz_t,
\end{align*}
\]
with initial condition $(y_0(\xi), j_0(\xi)) = ((1-\xi)a_0 + \xi a_1, a_1 - a_0)$, admits a unique solution
\[
(y, j) =: \Psi_{V_1}((a_0, a_1), \varphi, (h, z)) \in C_T^1([0,1]; V_1),
\]

Notation. For all $h : [0,1] \to \mathbb{R}^d$ and $g \in L^1([0,1]; \mathbb{R}^d)$, we set, for all $t \in [0,1]$,
\[
T(h, g) := h_t + \int_{0}^{t} g_s \, ds.
\]

(ii) There exists a constant $M_K > 0$ such that if $\max(|a_0|, |a_1|, |a_1 - a_0|) \leq K$, $\|h\|_{1,T} \leq K$ and $\|z\|_{\gamma, [0,1]} \leq M_K$, then, defining $(y, j)$ through (6.13), one has: (ii-a) the $\mathbb{R}^d$-valued path $y^{(0)} = y_0$ is the solution of
\[
\frac{dy_t}{dt} = b(y_t) \, dt + \sigma(y_t) \, dz_t, \quad y_0 = a_0,
\]
where \( \mathbf{x} \) is the canonical rough path above \( x := z + h \); (ii-b) the \( \mathbb{R}^d \)-valued path \( y^{(1)} = y(1) \) is the solution of
\[
dy_t = b(y_t) \, dt + \sigma(y_t) \, d\mathbf{x}_t , \quad y_0 = a_1 ,
\]
where \( \mathbf{x} \) is the canonical rough path above \( \mathbf{x} := z + T(h, g) \), with
\[
g_t := -\sigma(y_t(1))^{-1} \int_0^1 \, d\eta \varphi_K(j_t(\eta)) \quad , \quad (y, j) := \Psi_{V_1}((a_0, a_1), \varphi_K, (h, z)) ;
\]
(ii-c) \( y_1^{(1)} = y_1^{(1)} \).

(iii) With notations (6.11) and (6.13) in mind, we have the following identities:
\[
(y, j) = \Psi_{V_1}((a_0, a_1), \varphi_K, (h, z)) = \Psi_{V_2}((a_0, a_1), \varphi_K, (h, z)) ,
\]
with \( g \) defined just as in (6.15), and
\[
(\bar{y}, \bar{j}) := \Psi_{V_4}((a_0, a_1), \varphi_K, (h, z)) = \Psi_{V_2}((a_0, a_1), \varphi_K, (h, z)) ,
\]
with
\[
\bar{g}(t) := \sigma(\bar{y}_t(1))^{-1} \int_0^1 \, d\eta \varphi_K(j_t(\eta)) .
\]

Proof. With the notation \( C(K) \) used in Proposition 6.2 point (b), consider any smooth function \( \varphi_K : \mathbb{R}^d \to \mathbb{R}^d \) such that \( \varphi_K \equiv \text{Id} \) on \([-C(K), C(K)]^d \) and \( \varphi_K(x) = 0 \) for every \( |x| \geq 2C(K) \). Then (i) follows immediately from Proposition 6.2 point (a). Besides, owing to (6.3), it is clear that by defining \( M_K \) just as in Proposition 6.2 point (b), and under the assumptions of the above point (ii), one has the identity
\[
\Psi_{V_1}((a_0, a_1), \varphi_K, (h, z)) = \Psi_{V_2}(A, \text{Id}, (h, z)) \quad \text{with} \quad A(\xi) := ((1 - \xi)a_0 + \xi a_1, a_1 - a_0) .
\]
Therefore, the three points (ii-a)-(ii-b)-(ii-c) can be readily deduced from Proposition 6.3.

In order to prove (iii), observe first that with the notations in (6.15), one has, at least at a formal level,
\[
dy_t(\xi) = \left[ \varphi_K(b(y_t(\xi))) - \int_0^\xi \varphi_K(j_t(\eta)) \, d\eta + \sigma(y_t(\xi)) \sigma(y_t(1))^{-1} \int_0^1 \varphi_K(j_t(\eta)) \, d\eta \right] dt
\]
\[
+ \sigma(y_t(\xi)) \, d(T(h, g)) + \sigma(y_t(\xi)) \, d\mathbf{z}_t ,
\]
with a similar transformation for the equation involving \( j \). Given the regularity of \( g \), the latter transformations can actually be justified in a rigorous way, that is in the framework settled through Definition 5.2: one can for instance mimick the arguments of the proof of Proposition 6.3 point (b). Identity (6.16) now follows from the uniqueness of the solution to the system (6.9)-(6.10) (with fixed \( \varphi := \varphi_K \)). Identity (6.17) can then be derived from a similar transformation of (6.9)-(6.10), which completes the proof of our statement.

### 6.2 Toward a Girsanov transformation

Let us go back to our stochastic setting, where \( x = X \) stands for a \( H \)-fBm. The aim now is to translate the previous results at the level of the underlying Wiener paths, so as to construct the expected coupling \((W, \tilde{W})\) on \([\tau_k, \tau_k + 1] \) via a Girsanov-type argument. To this end, we will deduce from Theorem 6.4 how to build an appropriate drift function \( g_w \) for the hitting objective to be achieved. This property is the topic of Theorem 6.7 below, that we write (without loss of generality) with \( \tau_k = 0 \). Just before we state this result, we need to specify, through the following technical lemma, how the Wiener space can be somehow 'decomposed' in accordance with the past-innovation splitting (4.1).

We recall that we have fixed \( H \in (1/3, 1/2) \) and \( \gamma \in (1/3, H) \) for the whole study. Besides, in the sequel, we will indifferently denote by \( \mathbb{P}_W \), and call the Wiener measure, the Wiener measure on \( C((-\infty, 0]; \mathbb{R}^d) \) (reversed Brownian motion), the Wiener measure on \( C([0, 1]; \mathbb{R}^d) \), as well as the law of a two-sided Brownian motion on \( C((-\infty, 1]; \mathbb{R}^d) \). We also define the following two sets of functions, which will be used in order to define our perturbations on Wiener’s space:
\[
B_+ = \{ g : [0, 1] \to \mathbb{R}^d ; g \text{ is bounded measurable} \} \quad (6.19)
\]
\[
B_- = \{ g : (-\infty, 0] \to \mathbb{R}^d ; g \text{ is bounded measurable} \} . \quad (6.20)
\]
Lemma 6.5. There exist two spaces $\Omega_\pm \subset C((\infty, 0]; \mathbb{R}^d)$ and $\Omega_+ \subset C([0, 1]; \mathbb{R}^d)$ of full Wiener measure such that the following properties are satisfied:

(i) Let $D^-_X\varphi$ be defined for every smooth compactly-supported $\varphi : (-\infty, 0] \to \mathbb{R}^d$ vanishing at 0 by

$$D^-_X\varphi(t) := \alpha_H \int_{-\infty}^{0} \left( (t-r)^{H-\frac{1}{2}} - (-r)^{H-\frac{1}{2}} \right) d\varphi(r) \quad \text{if } t \in (0, 1],$$

(6.21)

and $D^-_X\varphi(0) = 0$. Then $D^-_X\varphi$ extends to $\Omega_-$ as an application with values in $\mathcal{E}^2$. Besides, for every $w_- \in \Omega_-$ and every function $g_w^- \in \mathcal{B}$, the path $\tilde{w}_- := w_- + \int_{-\infty}^{-} g_w^-(s) ds$ still belongs to $\Omega_-$. 

(ii) Let $D^+_X\varphi$ be defined for every smooth compactly-supported $\varphi : [0, 1] \to \mathbb{R}^d$ vanishing at 0 by

$$D^+_X\varphi(t) := \alpha_H \int_{0}^{t} (t-r)^{H-\frac{1}{2}} d\varphi(r) , \quad t \in [0, 1].$$

(6.22)

Then $D^+_X\varphi$ extends to $\Omega_+$ as an application with values in $\mathcal{C}([0, 1]; \mathbb{R}^d)$, and for every $w_+ \in \Omega_+$, $D^+_Xw_+$ can be canonically lifted into a rough path $\mathcal{L}(D^+_Xw_+)$, in the sense of Definition 2.2. Besides, for every $w_+ \in \Omega_+$ and every continuous $g_w^+ : [0, 1] \to \mathbb{R}^d$, the path $\tilde{w}_+ := w_+ + \int_{0}^{t} g_w^+(s) ds$ still belongs to $\Omega_+$.

(iii) For every $\varepsilon > 0$, it holds that

$$\mathbb{P}_W(w_+ \in \Omega_+ : \|\mathcal{L}(D^+_Xw_+)\|_{\gamma;[0,1]} \leq \varepsilon) > 0 .$$

(iv) Set $\Omega := \{w_- \cup w_+ : w_- \in \Omega_-, w_+ \in \Omega_+\} \subset C((\infty, 1]; \mathbb{R}^d)$ and for every $w = w_- \cup w_+ \in \Omega$,$D_Xw := D^-_Xw_- + D^+_Xw_+$.

Then $D_Xw$ belongs to $\mathcal{C}([0, 1]; \mathbb{R}^d)$ and can be canonically lifted as a rough path, in the sense of Definition 2.2. Furthermore, as a random variable on $(\Omega, \mathbb{P}_W)$, $D_X$ has the law of a fBm of Hurst index $H$.

(v) It holds that $\Theta_{-1}(\Omega) \subset \Omega_-$, where $\Theta$ stands for the shift operator, that is $\Theta_{r}(w)_t = w_{t+r}$.

Proof. Let us fix $\varepsilon \in (0, H - \gamma)$.

(i) Note first that, using an elementary integration-by-parts formula, $D^-_X\varphi$ can be equivalently defined as

$$D^-_X\varphi(t) := \alpha_H \left( H - \frac{1}{2} \right) \int_{-\infty}^{0} \left( (t-r)^{H-\frac{1}{2}} - (-r)^{H-\frac{1}{2}} \right) \varphi(r) dr \quad \text{if } t \in [0, 1]$$

(6.23)

Owing to some classical properties on the Wiener process, this subspace is of Wiener measure 1 for any fixed $\varepsilon, \varepsilon' > 0$, and from (6.23), it is easy to check that $D^-_X\varphi$ continuously extends to $\Omega_-$, as an application with values in $\mathcal{E}^2$. Indeed, for every test-function $\varphi$ vanishing at 0, every $k \geq 1$ and every $t \in (0, 1]$, it holds that, for some constant $c_k \geq 0$,

$$t^{k-\gamma}(|D^-_X\varphi(k)(t)|) \leq c_k t^{k-\gamma} \left| \int_{-\infty}^{0} (t-r)^{H-\frac{3}{2}-k} \varphi(r) dr \right| \leq c_k \left\{ \int_{-\infty}^{0} (t-r)^{H-\frac{3}{2}-k} |\varphi(r)| dr + \frac{1}{t^{k-\gamma-1}} \left( \varepsilon + \left( \int_{-\infty}^{0} |\varphi(r)|^p dr \right)^{\frac{1}{p}} \right) \right\} \leq \left\{ \sup_{r \leq 1} |\varphi(r)|^{\frac{1}{p}} \right\} \int_{-\infty}^{0} |\varphi(r)|^{\frac{1}{p}} + \left| |\varphi||_{[1-0]} t^{k-\gamma} \right| \int_{-1}^{0} (t-r)^{H-1-k-\varepsilon} dr \leq \sup_{r \leq 1} |\varphi(r)|^{\frac{1}{p}} + \left| |\varphi||_{[1-0]} \right| .$$
(ii) Just as above, note that \( D_X^+ \) can be equivalently defined as
\[
D_X^+ \varphi(t) := \alpha_H \varphi(t) t^{H-\frac{1}{2}} + \alpha_H \left( H - \frac{1}{2} \right) \int_0^t (t-r)^{H-\frac{3}{2}} (\varphi(t) - \varphi(r)) \, dr \quad \text{if } t \in (0,1] \quad (6.25)
\]
and \( D_X^- \varphi(0) = 0 \), for every test-function \( \varphi \) on \([0,1]\) vanishing at 0. From this expression, it is easy to check that, as a map with values in \( C^1([0,1]) \), \( D_X^+ \) continuously extends to the (full-Wiener-measure) space \( \hat{\Omega}_+ \) of \((\frac{1}{2} - \varepsilon)\)-Hölder paths on \([0,1]\) which vanish at 0. We can also check that the covariance function of the Gaussian process \( D_X^- : (\hat{\Omega}_+, \mathbb{P}_W) \to C^1([0,1]) \) so defined satisfies the conditions of [14, Theorem 15.33], which allows us to assert that the subspace
\[
\Omega_+ := \{ w_+ \in \hat{\Omega}_+ : D_X^+ w_+ \text{ can be canonically lifted as a } \gamma\text{-rough path} \} \quad (6.26)
\]
is of full Wiener measure. Finally, the stability of \( \Omega_+ \) through the transformation \( w_+ \mapsto w_+ + \int_0^s g_w^-(s) \, ds \) follows from the definition of \( \hat{\Omega}_+ \) and the result of Proposition A.1, since \( \int_0^s g_w^+(s) \, ds \) obviously belongs to \( C^1([0,1]) \).

(iii) By [14, Theorem 15.60] (and using the terminology therein introduced), the assertion reduces to showing that the Gaussian process \( D_X^- : (\Omega_+, \mathbb{P}_W) \to C^1([0,1]) \) satisfies the complementary Young regularity condition. It turns out that this specific result has been proved in [12, Example 2.11], which immediately yields the conclusion.

(iv) It holds that \( E^1_1 \subseteq C^1([0,1]) \), and so \( D_X w \) does belong to \( C^1([0,1]) \), for every \( w \in \Omega \). The fact that it can be canonically lifted as a \( \gamma \)-rough path follows from point (ii) (that is, we can lift \( D_X^- w_+ \) and Proposition A.1 (due to \( D_X^- w_- \in E^2_2 \)). Finally, when dealing with a two-sided Brownian motion \( W \) on \((\mathbb{R}, \mathbb{P})\), and starting from the explicit formulas (6.23)-(6.25) for \( D_X^- \) and \( D_X^+ \), we can apply Itô formula to identify \( D_X W \) with the Mandelbrot-Van Ness transformation of \( W \).

(v) It can be immediately checked from the previous constructions.

We will also rely on the following inversion formula, borrowed from [19, p. 741]:

**Lemma 6.6.** Consider \( w_- \in \Omega_- \), \( w_+ \in \Omega_+ \) and \( g_w^- \in B_- \) (recall that those spaces are respectively defined by (6.24), (6.26) and (6.19)). We assume that:
\[
\hat{w}_- = w_- + \int_{-\infty}^s g_w^-(s) \, ds \quad (6.27)
\]
Also consider a generic function \( g_X^+ \in B_+ \). Then there exists a map \( \mathcal{K} : B_- \times \Omega_+ \times B_+ \to \Omega_+ \) such that
\[
D_X(w_- \uplus w_+)_{|[0,1]} = \int_0^s g_X^+(s) \, ds = D_X (\hat{w}_- \uplus \mathcal{K}(g_w^-, w_+, g_X^+))_{|[0,1]} .
\]
Specifically, the map \( \mathcal{K} \) is given by the following formula:
\[
\mathcal{K}(g_w^-, w_+, g_X^+) = w_+ + \int_0^s \mathcal{H}(g_w^-, g_X^+) \, ds = T (w_+, \mathcal{H}(g_w^-, g_X^+)) ,
\]
where we recall that \( T \) has been introduced in (6.12), and where the integral transformation \( \mathcal{H} \) is defined by:
\[
\mathcal{H}(g_1, g_2)_t := C_1 \int_{-\infty}^0 \frac{t\frac{1}{2} - H(-s)^{H-\frac{3}{2}}}{t-s} g_1(s) \, ds + \alpha_H \frac{d}{dt} \left( \int_0^t (t-s)^{\frac{1}{2} - H} g_2(s) \, ds \right)
\[
= C_1 \mathcal{R}_0 g_1(t) + C_2 \int_0^t (t-s)^{-\frac{1}{2} - H} g_2(s) \, ds . \quad (6.28)
\]
In (6.28), observe that the notation \( \mathcal{R}_T \) has been introduced in (4.17).
Theorem 6.7. Fix two parameters $K, \alpha > 0$, as well as a $(K, \alpha, \gamma)$-admissible state $\pi = (a, \tilde{a}, w_-, \tilde{w}_-)$ in $(\mathbb{R}^d)^2 \times \Omega^2$. Also, consider $g_w^- \in \mathcal{B}_c^-$, where $\mathcal{B}_c^-$ is defined by (6.24), such that $\tilde{w}_- = w_- + \int_{-\infty}^t g_w^-(s)\,ds$. Then there exists an application $\Lambda = \Lambda_\pi : \Omega_+ \to \Omega_+$ such that:

(i) For every $w_+ \in \Omega_+$ and every $t \in [0, 1]$, $\Lambda(w_+)_t = w_+(t) + \int_0^t g_w^+(w_+, s)\,ds$, for some $(G_t)_{t \in [0, 1]}$-adapted function $g_w^+$.

(ii) There exists a positive constant $\delta_K$ depending only on $K$ such that

$$\mathbb{P}_W(w_+ \in \Omega_+ : \Phi(a; \xi(D_X(w_- \cup w_+))) = \Phi(\tilde{a}; \xi(D_X(\tilde{w}_- \cup \Lambda(w_+))))) \geq \delta_K.$$ 

(iii) $\Lambda$ is bijective with inverse $\Lambda^{-1}$ satisfying $\Lambda^{-1}(w_+)_t = w_+(t) + \int_0^t \tilde{g}_w^+(w_+, s)\,ds$, for some $(G_t)_{t \in [0, 1]}$-adapted function $\tilde{g}_w^+$.

(iv) There exists $C_K > 0$ depending only on $K$ such that for $\mathbb{P}_W$-every $w_+ \in \Omega_+$,

$$\int_0^1 (|g_w^+|^2 + |\tilde{g}_w^+|^2)(w_+, s)\,ds \leq C_K.$$ 

(v) For every fixed $w_+ \in \Omega_+$, consider the function $g_w(w_+, \cdot) : (-\infty, 1] \to \mathbb{R}^d$ defined as $g_w(w_+, t) = g_w^-(t)$ if $t \leq 0$ and $g_w(w_+, t) = g_w^+(w_+, t)$ if $t \in (0, 1]$, and denote by $g_X(w_+, \cdot)$ the image of $g_w(w_+, \cdot)$ through the transformation (4.11). Then there exists $C_K > 0$ depending only on $K$ such that for $\mathbb{P}_W$-every $w_+ \in \Omega_+$,

$$\sup_{t \in [0, 1]} |g_X(w_+, t)| \leq C_K.$$ 

Proof. Set $h_{w_-} := D_X^- w_-$ (where we recall that $D_X^-$ is defined by (6.21)) and write, for every $w_+ \in \Omega_+$,

$$z_{w_+} := \xi(D_X^+ w_+).$$

(i) With the notations of Theorem 6.4, consider the function $g_X : \Omega_+ \times [0, 1] \to \mathbb{R}^d$ given by

$$[g_X(w_+)](t) := -\sigma(y_t(1))^{-1}\int_0^1 \,d\eta \varphi_K(j_t(\eta)), \quad \text{with} \quad (y, j) := \Psi_V(\xi(a, \tilde{a}, \varphi_K, (h_{w_-}, z_{w_+}))).$$

Then, with the notations of Lemma 6.6, we define $\Lambda$ on $[0, 1]$ as

$$\Lambda(w_+)_t := \mathcal{K}(g_w, w_+, g_X(w_+)) = w_+(t) + \int_0^t \mathcal{H}(g_w^-, g_X(w_+))\,ds = T(w_+, \mathcal{H}(g_w^-, g_X(w_+)))_t.$$ 

(ii) By the very definition of $\mathcal{K}, \mathcal{H}$ and invoking Lemma 6.6, we have, for every $w_+ \in \Omega_+$,

$$D_X(\tilde{w}_- \cup \Lambda(w_+))_{[0, 1]} = D_X(w_- \cup w_+)_{[0, 1]} + \int_0^1 g_X(w_+, s)\,ds.$$ 

Besides, it is readily checked that

$$\Phi(\tilde{a}, \xi(D_X(\tilde{w}_- \cup \Lambda(w_+)))) = \Phi(\tilde{a}, \xi(D_X(w_- \cup w_+) + \int_0^1 [g_X(w_+)](s)\,ds)) = y^{(1)},$$
where \( y^{(1)} \) is defined by (6.14). In addition, by the admissibility condition (4.19), we know that \( \| h_w \|_{1, \gamma} \leq K \) and \( \max \{ |a|, |\tilde{a}|, |\tilde{a} - a| \} \leq 2K \). Therefore, we are exactly in a position to apply Theorem 6.4 and deduce the existence of a positive constant \( M_K > 0 \) such that
\[
P_w(w_+ \in \Omega_+ : \Phi(a; \mathcal{L}(\mathcal{D}_X(w_- \sqcup w_+))) \leq \Phi(\tilde{a}; \mathcal{L}(\mathcal{D}_X(\tilde{w}_- \sqcup \Lambda(w_+))))
\geq P_w(w_+ \in \Omega_+ : \| z_{w_+} \|_{[0,1]} \leq M_K).
\]
The conclusion now comes from Lemma 6.5, point (iii).

(iii) Set \( h_{\tilde{w}_-} := \mathcal{D}_X \tilde{w}_- \) and with the notations of Theorem 6.4-(iii), define, for every \( w_+ \in \Omega_+ \),
\[
\tilde{g}_X(w_+, t) := \sigma(\tilde{g}_y(1))^{-1} \int_0^1 d\eta \varphi_K(\tilde{j}_t(\eta)), \quad \text{with} \quad (\tilde{g}_y, \tilde{j}) := \tilde{\Psi}_{V_1}((a, \tilde{a}), \varphi_K, (h_{\tilde{w}_-}, z_{w_+})).
\]
where the flow \( \tilde{\Psi}_{V_1} \) has been introduced in relation (6.11). Then consider the application \( \tilde{\Lambda} : \Omega_+ \to \Omega_+ \) given by
\[
\tilde{\Lambda}(w_+) := \mathcal{L} \left( -g_{\tilde{w}}, w_+, \tilde{g}_X(w_+) \right) = T(w_+, \mathcal{H}(-g_{\tilde{w}}, \tilde{g}_X(w_+))). \tag{6.31}
\]
Let us check that \( \tilde{\Lambda} \) is actually the inverse of \( \Lambda \), by showing first that \( \tilde{\Lambda} \circ \Lambda = \text{Id} \). To this end, fix \( w_+ \in \Omega_+ \) and set \( \tilde{w}_- := \Lambda(w_+) = T(w_+, g_w^+(w_+)) \), where, according to (i), \( g_w^+(w_+) := \mathcal{H}(g_w, g_X(w_+)) \), with \( g_X(w_+, \cdot) \) given by (6.29). Then consider the functions \( G_w^- = \int_{-\infty}^s g_w^-(s) \, ds \) and \( G_w^+(w_+, \cdot) := \int_0^s g_w^+(w_+, s) \, ds \) (defined respectively on \( (-\infty, 0] \) and \( [0,1] \)), so that, by construction,
\[
z_{\tilde{w}_-} = \mathcal{D}_X^- \tilde{w}_- = z_{w_+} + \mathcal{D}_X^+(G_w^+(w_+, \cdot)).
\]
Thus, using Corollary A.2, we get
\[
\tilde{\Psi}_{V_1}((a, \tilde{a}), \varphi_K, (h_{\tilde{w}_-}, z_{w_+})) = \tilde{\Psi}_{V_1}((a, \tilde{a}), \varphi_K, (h_{w_-} + \mathcal{D}_X^+(G_w^+(w_+, \cdot)), z_{w_+}))
= \tilde{\Psi}_{V_1}((a, \tilde{a}), \varphi_K, (h_{w_-} + \mathcal{D}_X^- G_w^- + \mathcal{D}_X^+(G_w^+(w_+, \cdot)), z_{w_+}). \tag{6.32}
\]
At this point, observe that by the inversion formula (4.11), one has for any \( t \in (0,1] \),
\[
\frac{d}{dt} \left( \mathcal{D}_X^- G_w^- + \mathcal{D}_X^+(G_w^+(w_+, \cdot)) \right) (t)
= \alpha \frac{d}{dt} \left( \int_{-\infty}^t (t-s)^{-\frac{1}{2}} (-s)^{-\frac{3}{2}} g_w^-(s) \, ds + \int_0^t (t-s)^{-\frac{1}{2}} \mathcal{H}(g_w^-, g_X(w_+, \cdot)) \, ds \right)
= g_X(w_+, t).
\]
Therefore, \( h_{w_-} + \mathcal{D}_1 G_w^- + \mathcal{D}_2 G_w^+ = T(h_{w_-}, g_X(w_+, \cdot)) \), which, going back to (6.32), gives us
\[
\tilde{\Psi}_{V_1}((a, \tilde{a}), \varphi_K, (h_{\tilde{w}_-}, z_{\tilde{w}_-})) = \tilde{\Psi}_{V_1}((a, \tilde{a}), \varphi_K, T(h_{w_-}, g_X(w_+, \cdot)), z_{w_+})
\]
We can now apply identity (6.16) to assert that
\[
\tilde{\Psi}_{V_1}((a, \tilde{a}), \varphi_K, (h_{\tilde{w}_-}, z_{\tilde{w}_-})) = \tilde{\Psi}_{V_1}((a, \tilde{a}), \varphi_K, (h_{w_-}, z_{w_+}),
\]
which readily entails that \( \tilde{g}_X(\tilde{w}_+, \cdot) = -g_X(w_+, \cdot) \). The conclusion is now immediate: according to (6.31) we have
\[
\tilde{\Lambda}(\tilde{w}_+) = T(\tilde{w}_+, \mathcal{H}(-g_{\tilde{w}}, \tilde{g}_X(\tilde{w}_+, \cdot)))
= T(w_+, \mathcal{H}(g_w^-, g_X(w_+, \cdot)) + \mathcal{H}(-g_{\tilde{w}}, \tilde{g}_X(\tilde{w}_+, \cdot))) = T(w_+, 0) = w_+.
\]
The fact that \( \Lambda \circ \tilde{\Lambda} = \text{Id} \) follows from symmetric arguments (by using (6.17) instead of (6.16)).

(iv) Let us recall that according to (6.28) we have
\[
g_{\tilde{w}}(w_+, t) = \mathcal{H}(g_{\tilde{w}}, g_X(w_+, \cdot)) = C_1 (R_0 g_{\tilde{w}})(t) + C_2 \int_0^t (t-s)^{-\frac{1}{2}} \mathcal{H}(g_X(w_+, \cdot))(s) \, ds.
\]
The desired uniform bound on the $L^2$-norm of $g_W^+(w_+,.)$ then follows from two elementary facts: (a) It holds that $\int_0^1 |(R_0g_W^+)(s)|^2 ds \leq 1$ thanks to the admissibility condition (4.18). (b) The function $g_X(w_+)$ defined by (6.29) is bounded. This trivially stands from our assumption (2.7) on $\sigma^{-1}$ and from the definition of the cutoff function $\varphi_K$. The same arguments can be used for the bound on the $L^2$-norm of $\tilde{g}_W^+(w_+,.)$.

(v) Just as above, it is an immediate consequence of Hypothesis (H3) and the definition of $\varphi_K$.

\[ \Box \]

Remark 6.8. We have written our results for a time origin $\tau = 0$ for notational sake. However, notice that the generalizations of Lemma 6.6 and Theorem 6.7 to a shifted time origin $\tau$ are straightforward. Let us just describe the transformation $\mathcal{H}$ in this context: consider $w_-, \tilde{w}_- \in \Theta_\tau \Omega_-, w_+ \in \Theta_\tau \Omega_+$ and $g_w^- \in \Theta_\tau \mathcal{C}^-$, where $\Theta_\tau$ denotes the shift of a path by $\tau$. We still assume that relation (6.27) between $\tilde{w}_-$ and $w_-$ holds true. Then for $g_X^+ \in \Theta_\tau \mathcal{B}_+$ we have

$$D_X(w_- \cup w_+)[\tau, \tau+1] + \int_\tau \tilde{g}_X^+(s) ds = D_X(\tilde{w}_- \cup \mathcal{K}_\tau(g_w^-, \omega_+, \tilde{g}_X^+)) [\tau, \tau+1],$$

where $\mathcal{K}_\tau$ is defined as follows:

$$\mathcal{K}_\tau(g_w^-, \omega_+, \tilde{g}_X^+) := w_+ + \int_\tau \mathcal{H}_\tau(g_w^-, \tilde{g}_X^+) ds,$$

with

$$\mathcal{H}_\tau(g_1, g_2) := C_1 R_0 g_1^\tau(t) + C_2 \int_\tau (t-s)^{-\frac{1}{2} - H} g_2(s) ds,$$

and where we recall that the notation $R_T$ has been introduced in (4.17). These transforms are then used in the successive binding trials alluded to in Section 4.2.

6.3 Achievement of Step 1

As a conclusion of this section, we obtain the following result.

Proposition 6.9. Assume (H1) and (H3). Then, for all $\alpha > 0$ and $K > 0$, there exist constants $\delta =: \delta(\alpha, K) > 0$ and $C_K > 0$ such that for each $k \geq 1$, $(W, \tilde{W})$ can be built on $[\tau_{k-1}, \tau_{k-1} + 1]$ in such a way that the following properties hold:

(a) One has $\mathbb{P}(Y_{\tau_{k-1} + 1} = \tilde{Y}_{\tau_{k-1} + 1} | E_{\tau_{k-1}} \cap A_k(K, \alpha, \gamma)) \geq \delta$.

(b) If $\omega \in \mathit{A}(K, \alpha, \gamma)$ and Step 1 is successful, then $\sup_{t \in [0, 1]} |g_X(t + \tau_{k-1})| \leq C_K$.

(c) $\int_{\tau_{k-1}}^{\tau_{k-1} + 1} |g_w(s)|^2 ds \leq C_K \ a.s.$

Proof. At the price of a change of variable, we can assume that $\tau_{k-1} = 0$. The construction of the coupling follows the lines of [19] and [11]. For the sake of completeness, one however recalls the principle below.

Step 1: Definition of $\mathcal{L}(W, \tilde{W})$: With the notations of Theorem 6.7, let $\pi$ denote the current state and let $\mathcal{A}$ denote the related coupling function. Let $\mathbb{P}_W$ denote the Wiener measure on $[0, 1]$ and $\mathcal{A}^* \mathbb{P}_W$ be the image measure of $\mathbb{P}_W$ by the mapping $\Lambda$. By Girsanov’s Theorem, $\mathcal{A}^* \mathbb{P}_W(dw) = D_\Lambda(w) \mathbb{P}_W(dw)$ where, with the notations of Theorem 6.7,

$$D_\Lambda(w) = \exp \left( \int_0^1 g_w^+(w, s) dw(s) - \frac{1}{2} \int_0^1 |g_w^+(w, s)|^2 ds \right). \quad (6.33)$$

First, if $\omega \notin \mathit{A}(K, \alpha, \gamma)$, one does not attempt Step 1. In other words, in this case, $g_w^+ = 0$ on $[\tau_{k-1}, \tau_{k-1} + 1]$. Second, assume that $\omega \in \mathit{A}(K, \alpha, \gamma)$. For positive measures $\mu_1$ and $\mu_2$ with densities $D_1$ and $D_2$ with respect to another measure $\mu$, denote by $\mu_1 \wedge \mu_2$ the measure defined by $(\mu_1 \wedge \mu_2)(dw) = D_1(w) \wedge D_2(w) \mu(dw)$. According to Theorem 6.7(ii), the way of gluing $Y$ and $\tilde{Y}$ at time $\tau_{k-1} + 1$ implies the construction of a
coupling \((W, \tilde{W})\) such that \(\tilde{W} = \Lambda(W)\) on \([\tau_{k-1}, \tau_{k-1} + 1]\) with lower-bounded probability. However, let us recall that in this non-Markovian setting, we also need to control the distance between \(W\) and \(\tilde{W}\) on the event where the coalescent coupling fails. This particular feature leads to a construction of the coupling which slightly differs from the classical maximal coupling, where the components are independent conditionally to the failure (see e.g. [25]). Namely, with the help of the invertibility of \(\Lambda\) proved in Theorem 6.7, one defines a non-negative measure \(\mathbf{P}_1\) on \(\Omega^2_t\) by
\[
\mathbf{P}_1 = \frac{1}{2} (\Lambda^* \mathbb{P}_W \land \Lambda^* \mathbb{P}_W)
\]
where \(\Lambda_1\) and \(\Lambda_2\) are the functions a.s. defined on \(C([0, 1], \mathbb{R}^d)\) by
\[
\Lambda_1(w) = (w, \Lambda(w)) \quad \text{and} \quad \Lambda_2(w) = (\Lambda^{-1}(w), w).
\]
Let us recall here that, even though this is not suggested by the notation, \(\mathbf{P}_1\) strongly depends on the current state \(\pi\) (via \(\Lambda\)). Indeed, if one goes back to the definition (6.30) of \(\Lambda\), it is readily checked that the function \(g_X(w)\) therein depends also on \(w\). In addition, for any bounded measurable function \(F\) defined on \(\Omega^2_t\), we have:
\[
\mathbb{E}_{\Lambda^* \mathbb{P}}[F] = \int_{\Omega^2_t} F(w, \Lambda(w)) \mathbb{P}(dw) = \int_{\Omega^2_t} F(w_1, w_2) 1_{(w_2 = \Lambda(w_1))} D_\Lambda(w_2) \mathbb{P}(dw_2)
\]
where \(D_\Lambda\) is defined by (6.33). This implies that \(\mathbf{P}_1\) satisfies
\[
\mathbf{P}_1(dw_1, dw_2) = \frac{1}{2} 1_{(\Lambda^{-1}(w_1), w_1)}(w_1, w_2)(D_\Lambda(w_2) \land 1)P_W(dw_2). \tag{6.34}
\]
Write \(S(w_1, w_2) = (w_2, w_1)\) and denote by \(\tilde{\mathbf{P}}_1\) the “symmetrized” non-negative measure induced by \(\mathbf{P}_1\), \(\tilde{\mathbf{P}}_1 := \mathbf{P}_1 + S^* \mathbf{P}_1\). We then define the coupling \((W_{t+\tau_{k-1}}^{\tau_{k-1}}, \tilde{W}_{t+\tau_{k-1}}^{\tau_{k-1}}) = (W_{t+\tau_{k-1}} - W_{\tau_{k-1}}, \tilde{W}_{t+\tau_{k-1}} - \tilde{W}_{\tau_{k-1}})\) as follows:
\[
\mathcal{L}((W_{t+\tau_{k-1}}^{\tau_{k-1}}, \tilde{W}_{t+\tau_{k-1}}^{\tau_{k-1}})_{t \in [0, 1]} = \hat{\mathbf{P}}_1 + \Delta^*(\mathbb{P}_W - \Pi^* \tilde{\mathbf{P}}_1) = \mathbf{P}_1 + \mathbf{P}_2, \tag{6.35}
\]
with \(\Delta(w) = (w, w)\), \(\Pi_1(w_1, w_2) = w_1\) and \(\mathbf{P}_2 = S^* \mathbf{P}_1 + \Delta^*(\mathbb{P}_W - \Pi^* \tilde{\mathbf{P}}_1)\). Using (6.34), we check that for nonnegative functions \(f\),
\[
\Pi^* \tilde{\mathbf{P}}_1(f) \leq \frac{1}{2} \int (f(\Lambda^{-1}(w))D_\Lambda(w) + f(w)) \mathbb{P}_W(dw) \leq \mathbb{P}_W(f),
\]
hence \(\mathbf{P}_2\) is the sum of two non-negative measures. Thanks to the symmetry property of \(\tilde{\mathbf{P}}_1\) and to the fact that \(\Pi_1 \circ \Delta\) is the identity, one can also check that the marginals of \(\mathbf{P}_1 + \mathbf{P}_2\) are both equal to \(\mathbb{P}_W\). In conclusion, the coupling (6.35) between \(W\) and \(\tilde{W}\) has been achieved in such a way that:

(i) Each marginal is the distribution of a Brownian motion.

(ii) Only three possibilities occur: \(w_2 = \Lambda(w_1)\) (under \(\mathbf{P}_1\)) or \(w_2 = \Lambda^{-1}(w_1)\) (under \(S^* \mathbf{P}_1\)) or \(w_1 = w_2\) (under \(\Delta^*(\mathbb{P}_W - \Pi^* \tilde{\mathbf{P}}_1)\)) so that \(g_X = 0\) in that last case. In particular, whenever the coupling fails, the distance between the two Brownian motions is still controlled.

Step 2: Proof of statements (b) and (c). Statement (b) is a direct consequence of the last statement of Theorem 6.7. For (c), the result is obvious if \(\omega \notin A_k(K, \alpha, \gamma)\). Otherwise, this is a consequence of the statement (ii) above and from Theorem 6.7.(iv).

Step 3: Proof of statement (a): Recall that \(\tilde{\mathbf{P}}\) denotes the distribution of \((W_{\tau_{k-1}}^{\tau_{k-1}}, \tilde{W}_{\tau_{k-1}}^{\tau_{k-1}})\) on \([\tau_{k-1}, \tau_{k-1} + 1]\) and that \(\tilde{W}_{\tau_{k-1}}^{\tau_{k-1}} = \Lambda(W_{\tau_{k-1}}^{\tau_{k-1}})\) under the subprobability \(\mathbf{P}_1\). Set \(\mathcal{R} := \{(\omega, (\bar{y}^{\pi, w}(1) = \bar{y}^{\pi, \Lambda(w)}(1))\} where \((\bar{y}^{\pi, w}, \bar{y}^{\pi, \Lambda(w)})\) stands for a coupled solution to the SDE on \([0, 1]\) with initial condition \(\pi\) and couple of
Wiener innovations \((w, \Lambda(w))\). With the notations of Theorem 6.7, \(\mathcal{R}\) can be more precisely written as follows:
\[
\mathcal{R} := \{w_+ \in \Omega_+ : \Phi(a; \Sigma(D_X(w_+ \sqcup w_+)))_1 = \Phi(\tilde{a}; \Sigma(D_X(\tilde{w}_- \sqcup \Lambda(w_+))))_1\},
\]
where \(\pi := (a, \tilde{a}, w_-, \tilde{w}_-) \in (\mathbb{R}^d)^2 \times \Omega_+^2\) stands for the past of the system up to time \(\tau_{k-1} = 0\). As a consequence,
\[
\mathbb{P}(Y_{\tau_{k-1}+1} = \tilde{Y}_{\tau_{k-1}+1} | \mathcal{E}_{k-1} \cap A_k(K, \alpha, \gamma)) \geq \mathbb{P}_1(\mathcal{R} \times \Lambda(\mathcal{R})) = \|1_{\mathcal{R} \times \Lambda(\mathcal{R})} \mathbb{P}_1\|_{TV}.
\]
Now, by Theorem 6.7, we know that there exists a positive \(\delta_K\) (depending only on \(K\)) such that \(\mathbb{P}_W(\mathcal{R}) \geq \delta_K\). Our claim (a) is thus reduced to lower bound \(\|1_{\mathcal{R} \times \Lambda(\mathcal{R})} \mathbb{P}_1\|_{TV}\) in terms of \(\mathbb{P}_W(\mathcal{R})\).

The aforementioned lower bound is obtained as follows: by (6.34) and Lemma C.1. of [26] (applied to \(p = 2, \mu_1 = \Lambda^*\mathbb{P}_W, \mu_2 = \mathbb{P}_W\) and \(X = \mathcal{R}\)) we have
\[
\|1_{\mathcal{R} \times \Lambda(\mathcal{R})} \mathbb{P}_1\|_{TV} \geq \left[\frac{\int_{\Lambda(\mathcal{R})} D_\Lambda(w) \mathbb{P}_W(dw)}{4\int_{\Lambda(\mathcal{R})} \mathbb{P}_W(dw)}\right]^2.
\]

Following the lines of the proof of [11, Lemma 3.1] and using that \(w \mapsto \int_0^t |g^+_w(w,s)|^2 ds\) is bounded by a constant depending only on \(K\) (see Theorem 6.7(iv)), one deduces that
\[
\|1_{\mathcal{R} \times \Lambda(\mathcal{R})} \mathbb{P}_1\|_{TV} \geq C [\mathbb{P}_W(\mathcal{R})]^2 \geq C\delta_K > 0,
\]
which is the desired lower bound. \(\square\)

7 About Step 2

As explained in Section 4.2, and following the ideas of [11, 19], Step 2 consists in a series of trials to keep \(Y\) and \(\tilde{Y}\) as equal on successive intervals \(I_{k,\ell} := [s_{k,\ell}, s_{k,\ell+1}]\) of length \(c_22^\ell\). To be more specific, for every fixed \(k \geq 1\), we define \((s_{k,\ell})_{\ell \geq 0}\) by
\[
s_{k,0} = s_{k,1} = \tau_{k-1} + 1 \quad \text{and for every } \ell \geq 1 \quad s_{k,\ell+1} = s_{k,\ell} + c_22^\ell. \tag{7.1}
\]
From a pathwise point of view, an obvious way to achieve our goal here, that is to keep the paths \(Y\) and \(\tilde{Y}\) glued together is to set \(g_N(t) = 0\) after time \(\tau_{k-1} + 1\), which by the one-to-one connection of Lemma 4.2, amounts to setting
\[
g_w(t) = g_s(t) := (R_0 g^\tau_{w+1})(t). \tag{7.2}
\]
The aim then is to extend the previous Brownian coupling \((W, \tilde{W})\) in such a way that, with some controlled probability, Condition (7.2) is indeed satisfied on the successive intervals \(I_{k,\ell}\). Using the notation \(B_{k,\ell}\) introduced in (4.23) and with the proof of Theorem 2.5 in mind (see (4.34) and (4.39)), we are more precisely interested in the controlled relative quantity \(\mathbb{P}(B_{k,\ell}|B_{k,\ell-1})\), that is the probability of respecting (7.2) on the interval \(I_{k,\ell} = [s_{k,\ell}, s_{k,\ell+1}]\) provided it holds up to time \(s_{k,\ell}\). This specific issue has been studied in [11, Section 3.2] for \(H > \frac{1}{2}\). It turns out that the result therein obtained, as well as its proof, can be transposed into our setting without any change, which leads us directly to the following assertion:

\textbf{Proposition 7.1.} Let \(g_s\) be defined by (7.2) for \(t \geq \tau_{k-1} + 1\). Then for every \(\alpha \in (0, H)\) and every \(K > 0\), there exist constants \(C^2_{\alpha, K} \geq 1\), \(C^2_{\alpha, K} \geq 1\), \(\rho^{1}_{\alpha, K}\) and \(\rho^{2}_{\alpha, K} \in (0, 1)\), which do not depend on \(k\) and such that the following properties hold:

(a) On the event \(A_k(K, \alpha, \gamma)\), one has
\[
\int_0^{+\infty} (1+t)^{2\alpha} |g_s(\tau_{k-1} + 1 + t)|^2 dt \leq C^2_{\alpha, K}.
\]
(b) One can extend the coupling \((W, \hat{W})\) along Condition (7.2) in such a way that, calibrating Step 2 by the formula \(c_2 := \left( C_{\alpha,K}^2 \right)^{\frac{1}{2\alpha}}\), one has
\[
\rho_{\alpha,K}^1 \leq P(B_{k,1}|B_{k,0}) \leq \rho_{\alpha,K}^2,
\]
and for all \(k \geq 0, \ell \geq 2\),
\[
1 - 2^{-\alpha \ell} \leq P(B_{k,\ell}|B_{k,\ell-1}) \leq 1 - 2^{-\alpha \ell - 1}. \tag{7.3}
\]
(c) On the event \(F_{k,\ell}\) \((\ell \geq 1)\) defined by (4.22) and under the same calibration \(c_2 := \left( C_{\alpha,K}^2 \right)^{\frac{1}{2\alpha}}\), one has
\[
\int_{s_{k,1}}^{s_{k,\ell}} |g_w(t)|^2 dt \leq C_{\alpha,K}^{2.1},
\]
and if \(\ell \geq 2\),
\[
\int_{s_{k,\ell}}^{s_{k,\ell+1}} |g_w(t)|^2 dt \leq (2(\ell + 3))^2, \quad \int_{s_{k,\ell-1}}^{s_{k,p}} |g_w(t)|^2 dt \leq 2^{-2\alpha p}, \quad p \in \{2, \ldots, \ell\}.
\]

8 \quad \((K, \alpha, \gamma)\)-admissibility condition

In this section, we assume that Steps 1 and 2 are carried out as described previously, and the aim is to ensure that the system is \((K, \alpha, \gamma)\)-admissible with positive probability at every time \(\tau_k\). This is the purpose of the next proposition. In the subsequent statements, we recall that for all \(\alpha \in (0, H)\) and \(K > 0\), the notation \(C_{\alpha,K}^2\) refers to the constant in \((1, +\infty)\) provided by Proposition 7.1.

**Proposition 8.1.** Let \(H \in (1/3, 1/2)\) and assume \((H1), (H2), (H3)\) hold true. For all \(\varepsilon \in (0, 1), \alpha \in (0, H), \beta > (1 - 2\alpha)^{-1}\) and \(\varsigma > 1\), there exist strictly positive constants
\[
K =: K(\varepsilon, \alpha), \quad c_3 =: c_3(\varepsilon, \alpha, \beta, \varsigma) \tag{8.1}
\]
such that calibrating Step 2 and Step 3 along the formulas
\[
c_2 := \left( C_{\alpha,K}^2 \right)^{\frac{1}{2\alpha}}, \quad \Delta_3(k, \ell) := c_3 \varsigma^{k\beta \ell} \tag{8.2}
\]
yields that \(c_3 \geq 2c_2\) and for every \(k \geq 1\)
\[
P \left( A_{k+1}(K, \alpha, \gamma) \mid \mathcal{E}_k \right) \geq 1 - \varepsilon. \tag{8.3}
\]

**Remark 8.2.** Let us insist on the fact that, in accordance with our notations in (8.1), the function \(K\) so defined depends on the two parameters \(\varepsilon\) and \(\alpha\) only, whereas \(c_3\) depends both on \((\varepsilon, \alpha)\) and on \((\beta, \varsigma)\). This dependence issue is of paramount importance in the proof of Theorem 2.5, as we have seen it in Section 4.3.

The proof of Proposition 8.1 will actually be obtained as a consequence of the three following lemmas. We assume here that \(H \in (1/3, 1/2)\) is fixed, and that Hypotheses \((H1), (H2), (H3)\) hold true.

**Lemma 8.3.** For all \(\alpha \in (0, H), \beta > (1 - 2\alpha)^{-1}, K > 0\) and \(\varsigma > 1\), there exists a constant \(c_{3,1}(\alpha, \beta, K, \varsigma) > 0\) such that for every \(c_3 \geq c_{3,1}(\alpha, \beta, K, \varsigma)\), calibrating Step 2 and Step 3 along the formulas in (8.2) yields that for every \(k \geq 1\)
\[
P \left( \sup_{T \geq 0} \int_{T}^{T + \infty} (1 + t)^{2\alpha} (\mathcal{R}_T g_w^\varsigma)(t)^2 dt \leq 1 \mid \mathcal{E}_k \right) = 1.
\]

**Lemma 8.4.** For all \(\alpha \in (0, H)\) and \(\varsigma > 1\), there exist constants \(C_{3,2}^3 > 0\) and \(c_{3,2}(\alpha, \varsigma) > 0\) such that for all \(K > 0\) and \(c_3 \geq c_{3,2}(\alpha, \varsigma)\), calibrating the scheme along the formulas in (8.2) yields that
\[
\sup_{k \geq 0} \max \left( \mathbb{E}[\|D^\alpha(W)\|_{1;\gamma} \mid \mathcal{E}_k], \mathbb{E}[\|D^\alpha(\hat{W})\|_{1;\gamma} \mid \mathcal{E}_k] \right) \leq C_{3,2}^3. 
\]
Lemma 8.5. There exists a constant \( p \in (0,1) \) and for all \( \alpha \in (0, H) \) and \( \varsigma > 1 \), there exist constants \( C_{\alpha}^{3,3} > 0 \) and \( c_{3,3}(\alpha, \varsigma) > 0 \) such that for all \( K > 0 \) and \( c_3 \geq c_{3,3}(\alpha, \varsigma) \), calibrating the scheme along the formulas in (8.2) yields that

\[
\sup_{k \geq 0} \max \left( \mathbb{E}[|Y_{\tau_k}|^p | E_k] , \mathbb{E}[|\tilde{Y}_{\tau_k}|^p | E_k] \right) \leq C_{\alpha}^{3,3}.
\]

Remark 8.6. Just as above, let us stress the fact that, as indicated by our notations, the constants \( C_{\alpha}^{3,2} \) and \( C_{\alpha}^{3,3} \) in Lemmas 8.4 and 8.5 only depend on \( \alpha \), and not on \( \varsigma \). This will be an essential point in the subsequent proof of Proposition 8.1.

Before we turn to the proof of these three lemmas, let us see how their combination can lead us to the desired proposition.

Proof of Proposition 8.1. Fix \( \varepsilon \in (0,1) \), \( \alpha \in (0, H) \), \( \beta > (1 - 2\alpha)^{-1} \), \( \varsigma > 1 \), and let \( p \in (0,1) \), \( C_{\alpha}^{3,2} \), \( C_{\alpha}^{3,3} \), \( c_{3,2}(\alpha, \varsigma) \) and \( c_{3,3}(\alpha, \varsigma) \) be defined as in Lemmas 8.4 and 8.5. Then for all \( K > 0 \) and \( c_3 \geq \max(c_{3,2}(\alpha, \varsigma), c_{3,3}(\alpha, \varsigma)) \), calibrating the scheme as in (8.2) yields that

\[
\mathbb{P} \left( |Y_{\tau_k}| + |\tilde{Y}_{\tau_k}| + \|D(\tau_k)(W)\|_{1,\gamma} + \|D(\tau_k)(\tilde{W})\|_{1,\gamma} \leq K | E_k \right)
\geq 1 - \mathbb{P} \left( |Y_{\tau_k}|^p + |\tilde{Y}_{\tau_k}|^p + \|D(\tau_k)(W)\|^p_{1,\gamma} + \|D(\tau_k)(\tilde{W})\|^p_{1,\gamma} > K^{p_0} | E_k \right)
\geq 1 - \frac{1}{K^{p_0}} \left( \mathbb{E}[|Y_{\tau_k}|^p | E_k] + \mathbb{E}[|\tilde{Y}_{\tau_k}|^p | E_k] + \mathbb{E}[\|D(\tau_k)(W)\|^p_{1,\gamma} | E_k] + \mathbb{E}[\|D(\tau_k)(\tilde{W})\|^p_{1,\gamma} | E_k] \right)
\geq 1 - \frac{2}{K^{p_0}} \left( C_{\alpha}^{3,3} + (C_{\alpha}^{3,2})^p \right).
\]

Therefore, setting from now on

\[
K = K(\varepsilon, \alpha) := (2\varepsilon^{-1} \{ C_{\alpha}^{3,3} + (C_{\alpha}^{3,2})^p \})^{1/p},
\]

we get that for every \( c_3 \geq \max(c_{3,2}(\alpha, \varsigma), c_{3,3}(\alpha, \varsigma)) \) and for the calibration in (8.2),

\[
\mathbb{P} \left( |Y_{\tau_k}| + |\tilde{Y}_{\tau_k}| + \|D(\tau_k)(W)\|_{1,\gamma} + \|D(\tau_k)(\tilde{W})\|_{1,\gamma} \leq K | E_k \right) \geq 1 - \varepsilon.
\]

Then, appealing also to the notations of Lemma 8.3, we define

\[
c_3(\varepsilon, \alpha, \beta, \varsigma) := \max \left( c_{3,1}(\alpha, \beta, K, \varsigma), c_{3,2}(\alpha, \varsigma), c_{3,3}(\alpha, \varsigma), 2(C_{\alpha,K}^{2,1})^{\frac{1}{p_0}} \right).
\]

In this way, setting \( c_3 := c_3(\varepsilon, \alpha, \beta, \varsigma) \) and still calibrating the scheme as in (8.2), we deduce, on top of (8.4), that \( c_3 \geq 2c_2 \) and by Lemma 8.3

\[
\mathbb{P} \left( \sup_{T \geq 0} \int_0^{+\infty} (1 + t)^{2\alpha} ((\mathcal{R}_T | g_{\alpha}^\varsigma ))(t))^2 dt \leq 1 | E_k \right) = 1.
\]

The bound (8.3) immediately follows from (8.4) and (8.5).

It remains us to prove Lemma 8.3, Lemma 8.4 and Lemma 8.5. It turns out that Lemma 8.3 can be shown along the very same arguments as in [11, Proposition 4.6], and therefore we will not return to this proof for the sake of conciseness. As for the strategy toward Lemma 8.4, resp. Lemma 8.5, it is the topic of the subsequent Section 8.1, resp. Section 8.2.

8.1 Proof of Lemma 8.4

Let us first remark that \([D^{(\tau)}(W)]^t\) is well-defined (see Lemma 6.5) and satisfies:

\[
[D^{(\tau)}(W)]^t = \alpha_H \left( H - \frac{1}{2} \right) \int_{-\infty}^{\tau} (t + \tau - r)^{H-\frac{3}{2}} dW_r.
\]
In this section, our computations will hinge on a related incremental process, defined as follows: for \( u \leq v \leq \tau \),
\[
D^\tau_{u,v}(t) := \int_u^v (t + \tau - r)^{H-\frac{3}{2}} \, dW_r.
\]

For \( k \geq 1 \), we thus decompose \( D^{(\tau_k)} \) in a series of terms depending on the sequence \((\tau_m)_{m=0}^k\):
\[
[D^{(\tau_k)}(W)]^\tau_t = \alpha_H \left( H - \frac{1}{2} \right) \left( D^{(\tau_k)}_{\tau,0}(t) + \sum_{m=1}^k D^{(\tau_k)}_{\tau_m-\tau_m}(t) \right). \tag{8.6}
\]

The idea of the sequel is to control each term of the right-hand side separately. We begin by a simple lemma:

**Lemma 8.7.** For every \( 0 \leq u < v < \tau \) and every \( t > 0 \), one has almost surely
\[
|D^\tau_{u,v}(t)| \leq c_H \left\{ (t + \tau - u)^{H-\frac{3}{2}} |W_v - W_u| + \int_u^v (t + \tau - r)^{H-\frac{3}{2}} |W_v - W_r| \, dr \right\}
\]
and
\[
|D^\tau_{-\infty,0}(t)| \leq c_H \int_{-\infty}^0 (t + \tau - r)^{H-\frac{3}{2}} |W_r| \, dr,
\]
for some deterministic constant \( c_H > 0 \).

**Proof.** Both bounds follow from an integration-by-parts argument similar to the one we performed in (6.23). The second bound also involves the fact that \( \lim_{u \to -\infty} u^{H-\frac{3}{2}} |W_u| = 0 \) almost surely. \( \square \)

We now state some controls related to the decomposition (8.6).

**Lemma 8.8.** Let \( \alpha > 0 \) and assume that for some (fixed) calibration of the scheme, there exists \( \eta \in (0,1) \) such that for all \( k \geq 1 \), \( \ell \geq 0 \) and \( K > 0 \),
\[
\mathbb{P}(\mathcal{E}_k|\mathcal{E}_{k-1}) \geq \eta, \quad \mathbb{P}(F_{k,\ell}|\mathcal{E}_{k-1}) \leq 2^{-\alpha \ell} \quad \text{and} \quad \Delta \tau_k \geq a_k \ \text{a.s.}, \tag{8.7}
\]
where \( F_{k,\ell} \) and \( \mathcal{E}_k \) are respectively defined in (4.22) and (4.24), and \((a_k)_{k \geq 1}\) is a deterministic sequence such that \( a_k \geq 1 \) for every \( k \geq 1 \). Then there exists a constant \( C_{\alpha,\eta,p} > 0 \) and for every \( p > 0 \) there exists a constant \( C_{\alpha,\eta,p} > 0 \) such that for every \( k \geq 1 \),
\[
\mathbb{E}\left[ \left( \sup_{t \in [0,1]} \left( 1 - \gamma \right)|D^{(\tau_k)}_{\tau_m-\tau_m}(t)| \right) \bigg| \mathcal{E}_k \right] \leq \frac{C_{\alpha,\eta,p}}{a_k^{1/2-H} \eta^{(k-m)/p}}, \quad m \in \{1, \ldots, k-1\}, \tag{8.8}
\]
and
\[
\mathbb{E}\left[ \left( \sup_{t \in [0,1]} \left( 1 - \gamma \right)|D^{(\tau_k)}_{-\infty,0}(t)| \right) \bigg| \mathcal{E}_k \right] \leq \frac{C_{\alpha,\eta,p}}{a_k^{1/2-H} \eta^{k/p}}, \tag{8.9}
\]
and
\[
\max\left( \mathbb{E}\left[ \left( \sup_{t \in [0,1]} \left( 1 - \gamma \right)|D^{(\tau_k)}_{\tau_k-\tau_k}(t)| \right) \bigg| \mathcal{E}_k \right], \mathbb{E}\left[ \left( \sup_{t \in [0,1]} \left( 1 - \gamma \right)|D^{0}_{-\infty,0}(t)| \right) \bigg| \mathcal{E}_k \right] \right) \leq C_{\eta,\alpha}^2. \tag{8.10}
\]

**Remark 8.9.** Observe that the second assumption of (8.7) holds true by Proposition 7.1(b) as soon as \( c_2 := (C_{\alpha,\eta,K}^2) \neq 0 \). As well, with the help of the upper-bound in (7.3), we have for instance:
\[
\mathbb{P}(\mathcal{E}_k|\mathcal{E}_{k-1}) \geq 1 - \mathbb{P}(B_{k,2}|\mathcal{B}_{k,1}) \geq \eta = 2^{-2\alpha - 1}.
\]

Remark that the previous inequality corresponds to an upper bound for the probability of success of the attempt. This (possibly surprising) technical condition will in fact provide us with a way to (roughly) control the effect of conditioning by the event \( \mathcal{E}_k \) throughout the computations (see in particular (8.13)).
Proof. The proof is divided in three steps.

**Step 1.** The aim of this step is to “make deterministic” the duration of Attempt $m$ and to go back to a conditioning by $\mathcal{E}_{m-1}$. First, remark that owing to (7.1), $\Delta r_m$ is deterministic on the event $F_{m,\ell}$. We denote it by $\Delta(m, \ell) \geq 1$. Now fix $m \geq 1$ and on the event $\mathcal{E}_m$, consider a generic process $(R_t)_{t \geq \Delta(m, \ell)}$. One can readily check that:

$$\mathbb{E}[R_m|\mathcal{E}_m] = \sum_{\ell \geq 0} \mathbb{E}[R_{m+\Delta(m, \ell)}|F_{m,\ell}]\mathbb{P}(F_{m,\ell}|\mathcal{E}_m).$$

By the Cauchy-Schwarz inequality and the fact that $F_{m,\ell} \subset \mathcal{E}_{m-1}$, one can check that

$$\mathbb{E}[R_{m+\Delta(m, \ell)}|F_{m,\ell}] = \frac{\mathbb{E}[R_{m+\Delta(m, \ell)} 1_{F_{m,\ell}}|\mathcal{E}_{m-1}]}{\mathbb{P}(F_{m,\ell}|\mathcal{E}_{m-1})} \leq \mathbb{E}[R_{m+\Delta(m, \ell)}^2|\mathcal{E}_{m-1}]^\frac{1}{2} \mathbb{P}(F_{m,\ell}|\mathcal{E}_{m-1})^{-\frac{1}{2}}.$$

As $F_{m,\ell} \subset \mathcal{E}_m \subset \mathcal{E}_{m-1}$, we can obviously write

$$\mathbb{P}(F_{m,\ell}|\mathcal{E}_m) = \frac{\mathbb{P}(F_{m,\ell}|\mathcal{E}_{m-1})}{\mathbb{P}(\mathcal{E}_m|\mathcal{E}_{m-1})},$$

so that, thanks to our assumption (8.7), the following holds true:

$$\mathbb{E}[R_m|\mathcal{E}_m] \leq \eta^{-\frac{1}{2}} \sum_{\ell \geq 0} \mathbb{E}[R_{m+\Delta(m, \ell)}^2|\mathcal{E}_{m-1}]^\frac{1}{2} \mathbb{P}(F_{m,\ell}|\mathcal{E}_{m-1})^\frac{1}{2}.$$

Invoking our assumption (8.7) again, we deduce that

$$\mathbb{E}[R_m|\mathcal{E}_m] \leq \eta^{-\frac{1}{2}} \sum_{\ell \geq 0} 2^{-\frac{1}{2} \ell} \mathbb{E}[R_{m+\Delta(m, \ell)}^2|\mathcal{E}_{m-1}]^\frac{1}{2}$$

which yields:

$$\mathbb{E}[R_m|\mathcal{E}_m] \leq c_{\eta, \alpha} \sup_{\ell \geq 0} \mathbb{E}[R_{m+\Delta(m, \ell)}^2|\mathcal{E}_{m-1}]^\frac{1}{2}. \quad (8.11)$$

Finally, since $\mathcal{E}_k \subset \mathcal{E}_m$ for $k \geq m$, a similar Cauchy-Schwarz argument as above implies that for a given random variable $S$ and for every $p > 0$,

$$[\mathbb{E}[S|\mathcal{E}_k]]^p \leq \mathbb{E}[[S|\mathcal{E}_k]^\frac{p}{2}][\mathbb{P}(\mathcal{E}_k|\mathcal{E}_m)\frac{1}{2}]. \quad (8.12)$$

Using that $\mathbb{P}(\mathcal{E}_k|\mathcal{E}_m) \geq \eta^{k-m}$, we can conclude this step with the following control:

$$\mathbb{E}[R_m|\mathcal{E}_k] \leq c_{\eta, \alpha} \eta^{(m-k)/p} \sup_{t \geq 0} \mathbb{E}[|R_{m+\Delta(m, \ell)}^2|\mathcal{E}_{m-1}]^\frac{1}{2}. \quad (8.13)$$

where $c_{\eta, \alpha}$ depends on $\eta$ and $\alpha$ only.

**Step 2.** **Case 1** $1 \leq m < k$. Since $\Delta r_k \geq a_k$, it is readily checked that for all $m < k$, $t \in [0, 1]$ and $r \in [\tau_{m-1}, \tau_m]$, one has $t + r_k - r \geq a_k$. We then deduce from Lemma 8.7 that

$$\sup_{t \in [0, 1]} \int_{t \in [0, 1]} |D_r^{\tau_{m-1} - \tau_{m-1}}(t)| \leq \sup_{t \in [0, 1]} |D^{\tau_{m-1} - \tau_{m-1}}(t)| \leq c H a_k^{\frac{1}{2}} R_{m-1} \quad (8.14)$$

where we have set, for every $t > \tau_{m-1}$,

$$R_t := (t - \tau_{m-1})^{-1} |W_t - W_{\tau_{m-1}}| + \int_{\tau_{m-1}}^t (t + 1 - r)^{-2} |W_t - W_r| dr.$$

Since $\int_{\tau_{m-1}}^t (t + 1 - r)^{-3/2}dr \leq 2$ for every $t > \tau_{m-1}$, one can first check by Jensen’s inequality that

$$\left(\int_{\tau_{m-1}}^t (t + 1 - r)^{-2} |W_t - W_r| dr\right)^p \leq c_p \int_{\tau_{m-1}}^t (t + 1 - r)^{-3/2} \left((t - r)^{-\frac{1}{2}} |W_t - W_r| \right)^p dr.$$
Then it follows from the scaling property of the Brownian motion that
\[ \mathbb{E}[|R_{m_{-1}+\Delta(m,t)}^{2p}|\mathcal{E}_{m-1}] \leq c_p, \]
where \(c_p\) depends on \(p\) only. Going back to (8.13), we get the desired bound (8.8).

**Step 3. Case** \(m = k \geq 1\). Let us write here
\[
\sup_{t \in (0,1]} t^{1-\gamma} |D_{\tau_k-1,\tau_k}^k(t)| \leq \sup_{t \in (0,1]} |D_{\tau_k-1,\tau_k-1}^k(t)| + \sup_{t \in (0,1]} t^{1-\gamma} |D_{\tau_k-1,\tau_k}^k(t)|. \tag{8.15}
\]

The first term in the right-hand side can then be treated along the very same arguments as above (using \(p = 1/2\) in (8.13)), which gives us directly
\[
\mathbb{E}\left[ \left( \sup_{t \in (0,1]} |D_{\tau_k-1,\tau_k-1}^k(t)| \right) \mathcal{E}_k \right] \leq c_{\eta,0}. \tag{8.16}
\]

On the other hand, using the bound of Lemma 8.7 again, we get that
\[
\sup_{t \in (0,1]} t^{1-\gamma} |D_{\tau_k-1,\tau_k}^k(t)| \leq c_H R_{\tau_k},
\]
with, for every \(t > \tau_{k-1}\),
\[
R_t := |W_t - W_{t-1}| + \int_{t-1}^{t} |t - r|^{(H-\gamma)3/2} |W_t - W_r| \, dr.
\]
It is then readily checked that for every \(\ell \geq 0\), \(\mathbb{E}[|R_{\tau_k-1+\Delta(k,\ell)}||\mathcal{E}_{k-1}] \leq c_{H,\gamma}\), and so we can apply (8.13) again (with \(p = 1/2\)) to assert that
\[
\mathbb{E}\left[ \left( \sup_{t \in (0,1]} t^{1-\gamma} |D_{\tau_k-1,\tau_k}^k(t)| \right) \mathcal{E}_k \right] \leq c_{\eta,0}. \tag{8.17}
\]

The combination of (8.15), (8.16) and (8.17) provide the first part of (8.10).

**Step 4. Asymptotic cases.** On the one hand, we can use Lemma 8.7 to obtain that for every \(k \geq 1\),
\[
\sup_{t \in (0,1]} t^{1-\gamma} |D_{-\infty,0}^k(t)| \leq \sup_{t \in (0,1]} |D_{-\infty,0}^k(t)| \leq c_H a_k^{H-1/2} \int_{-\infty}^{0} |1 - r|^{-2} |W_r| \, dr,
\]
and (8.9) then follows from the general bound (8.12) (with \(m = 0\)).

On the other hand, it is not hard to see that the situation where \(k = 0\) can be handled with the same strategy as in Step 3, namely writing
\[
\sup_{t \in (0,1]} t^{1-\gamma} |D_{-\infty,0}^0(t)| \leq \sup_{t \in (0,1]} |D_{-\infty,-1}^0(t)| + \sup_{t \in (0,1]} t^{1-\gamma} |D_{0,0}^0(t)|
\]
and then bounding the first, resp. second, term along the arguments of Step 2, resp. Step 3, with \(p = 1/2\). This easily leads us to the second part of (8.10), and accordingly the proof of the lemma is achieved.

With Lemma 8.8 in hand, we can now turn to the proof of our technical result.

**Proof of Lemma 8.4.** We only prove the result for \(W\), the proof for \(\tilde{W}\) being completely similar. Fix \(\alpha > 0\) and \(\varsigma > 1\). By Remark 8.9, the conditions of Lemma 8.8 are satisfied by the sequence \(a_k := c_3 \varsigma^k\), provided \(c_3 \geq 1\). Now, by decomposition (8.6), it holds that for every \(k \geq 0\),
\[
\mathbb{E}[\|D^k(W)\|_{1-\gamma}^{1}] \mathcal{E}_k \leq c_H \left\{ \mathbb{E}\left[ \left( \sup_{t \in (0,1]} t^{1-\gamma} |D_{-\infty,0}^k(t)| \right) \mathcal{E}_k \right] + \sum_{m=1}^{k} \mathbb{E}\left[ \left( \sup_{t \in (0,1]} t^{1-\gamma} |D_{\tau_{m-1},\tau_m}^k(t)| \right) \mathcal{E}_k \right] \right\}. \tag{8.18}
\]
For $k = 0$, we can use (8.10) to assert that
\[ \mathbb{E}\left[ \left( \sup_{t \in [0,1]} t^{1-\gamma}|\mathcal{D}^p_{\gamma,0}(t)| \right) \right] \leq C^2_{\eta,\alpha} . \] (8.19)

For $k \geq 1$, combining the three bounds (8.8)-(8.9)-(8.10) gives that for every $p > 0$,
\[
\mathbb{E}\left[ \left( \sup_{t \in [0,1]} t^{1-\gamma}|\mathcal{D}^{\tau_k}_{\gamma,0}(t)| \right) \right] + \sum_{m=1}^{k} \mathbb{E}\left[ \left( \sup_{t \in [0,1]} t^{1-\gamma}|\mathcal{D}^{\tau_{k-1}}_{\gamma,0}(t)| \right) \right] 
\leq \frac{C^1_{\eta,\alpha,p}}{(c_3 \xi k)^{1/2-H}} \sum_{m=0}^{k-1} \frac{1}{\eta^{(k-m)/p}} + C^2_{\eta,\alpha} \leq \frac{C^1_{\eta,\alpha,p}}{(c_3 \xi k)^{1/2-H}} \left( \frac{s^{H-1/2}}{\eta^{1/p}} \right)^k + C^2_{\eta,\alpha} .
\] (8.20)

At this point, and since $\zeta > 1$, we can pick $p = p(\zeta, \eta) > 0$ such that
\[
\frac{s^{H-1/2}}{\eta^{1/p}} \leq 1 ,
\]
which entails that
\[
\mathbb{E}\left[ \left( \sup_{t \in [0,1]} t^{1-\gamma}|\mathcal{D}^{\tau_k}_{\gamma,0}(t)| \right) \right] + \sum_{m=1}^{k} \mathbb{E}\left[ \left( \sup_{t \in [0,1]} t^{1-\gamma}|\mathcal{D}^{\tau_{k-1}}_{\gamma,0}(t)| \right) \right] \leq \frac{C^1_{\eta,\alpha,p}}{(c_3 \xi k)^{1/2-H}} \left( \frac{s^{H-1/2}}{\eta^{1/p}} \right)^k + C^2_{\eta,\alpha} .
\] (8.20)

By injecting (8.19)-(8.20) into (8.18) and setting $c_{3.2}(\alpha, \zeta) := \max \left( 1, (C^1_{\eta,\alpha,\zeta})^{1/(1/2-H)} \right)$, we can conclude that for every $c_3 \geq c_{3.2}(\alpha, \zeta)$ and every $k \geq 0$,
\[
\mathbb{E}[\|D^{\tau_k}(W)\|_{1,\gamma}|\mathcal{E}_k] \leq c_H \left( 1 + C^2_{\eta,\alpha} \right) ,
\]
which corresponds to the desired estimate. \hfill \Box

### 8.2 Proof of Lemma 8.5

The argument is based on a combination of the Lyapunov control established in Theorem 3.5 and the properties of the noise shown in the previous section. Since the arguments are identical for $Y$ and $\bar{Y}$, we only prove the statement for $Y$.

First, set $\rho := e^{-C_2/2}$ where $C_2$ is defined in Hypothesis (H2). By Theorem 3.5, we know that there exists a constant $c$ (depending only on $\gamma$) such that for every $t \in \mathbb{R}_+$,
\[
|Y_{t+1}|^2 \leq \rho |Y_t|^2 + c \left( 1 + \|X(t)\|_\gamma \right) ,
\] (8.21)
where we have set $\lambda := \frac{\sigma}{\sqrt{\gamma - 1}}, X_s := X_{t+s} - X_t (s \geq 0)$ and $\|X(t)\|_\gamma := \|X(t)\|_{\gamma,[0,1]}$. Accordingly, for every $p \in (0, 2)$, we get that
\[
|Y_{t+1}|^p \leq \rho^{p/2}|Y_t|^p + c^{p/2} \left( 1 + \|X(t)\|_{\gamma,\gamma}^{p/2} \right) .
\] (8.22)

A straightforward induction procedure then yields
\[
|Y_{\tau_k}|^p \leq \left( \rho^{p/2} \right)^{\Delta \tau_k} |Y_{\tau_{k-1}}|^p + c^{p/2} \sum_{\ell=0}^{\Delta \tau_k-1} \left( \rho^{p/2} \right)^{\Delta \tau_k-\ell} \left( 1 + \|X(\tau_{k-1}+\ell)\|_{\gamma,\gamma}^{p/2} \right) .
\]

At this point, note that by Remark 8.9, we can rely on the existence of a parameter $\eta > 0$ (depending only on $\alpha$) such that for every $k \geq 0$ and $K > 0$, $P(\mathcal{E}_k|\mathcal{E}_{k-1}) \geq \eta$, and in particular $\mathbb{E}[|Y_{\tau_{k-1}}|^p|\mathcal{E}_k] \leq \eta^{-1} \mathbb{E}[|Y_{\tau_{k-1}}|^p|\mathcal{E}_{k-1}]$. Therefore, for all $p \in (0, 2]$ and $c_3 \geq \log(\eta/2) / \log(\rho^{p/2})$, we have, due to $\Delta \tau_k \geq c_3$,
\[
\left( \rho^{p/2} \right)^{\Delta \tau_k} \leq \left( \rho^{p/2} \right)^{c_3} \leq \frac{\eta}{2} ,
\]
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and so
\[
E[|Y_{\tau_k}|^p|\mathcal{E}_k] \leq \frac{\eta}{2} E[|Y_{\tau_{k-1}}|^p|\mathcal{E}_k] + c^{p/2} \sum_{\ell = 0}^{+\infty} \rho^\ell + c^{p/2} E \left[ \sum_{\ell = 0}^{\Delta \tau_{k}} (\rho^{p/2})^{\Delta \tau_{k}} \frac{1}{\gamma} \|X^{(\tau_{k-1} + \ell)}\|_\gamma^2 |\mathcal{E}_k\right],
\]
\[
\leq \frac{1}{2} E[|Y_{\tau_{k-1}}|^p|\mathcal{E}_{k-1}] + \frac{c^{p/2}}{1 - \rho} + c^{p/2} E \left[ \sum_{\ell = 0}^{\Delta \tau_{k}} (\rho^{p/2})^{\Delta \tau_{k}} \frac{1}{\gamma} \|X^{(\tau_{k-1} + \ell)}\|_\gamma^2 |\mathcal{E}_k\right],
\]
which, by induction, entails that
\[
\sup_{k \geq 0} E[|Y_{\tau_k}|^p|\mathcal{E}_k] \leq E[|Y_{\tau_0}|^p|\mathcal{E}_0] + 2C_{p,p} = E[|Y_0|^p] + 2C_{p,p},
\]
where
\[
C_{p,p} := \frac{c^{p/2}}{1 - \rho} + c^{p/2} E \left[ \sum_{\ell = 0}^{\Delta \tau_{k}} (\rho^{p/2})^{\Delta \tau_{k}} \frac{1}{\gamma} \|X^{(\tau_{k-1} + \ell)}\|_\gamma^2 |\mathcal{E}_k\right].
\]
(8.23)
Let us recall here that we have assumed the existence of a parameter $r > 0$ such that $E[|Y_0|^r] < +\infty$ (for $\tilde{Y}_0$, one even knows that $E[|\tilde{Y}_0|^p] < +\infty$ for every $p > 0$, since the invariant measure has moments of any order). The conclusion now comes from the result of Proposition 8.10 below.

**Proposition 8.10.** For all $\alpha \in (0, H)$ and $\zeta > 1$, there exists a constant $\tilde{c}(\alpha, \zeta) > 0$ such that for all $K > 0$ and $c_3 \geq \tilde{c}(\alpha, \zeta)$, calibrating the scheme along the formulas in (8.2) entails that for all $q \in (0, \frac{1}{\zeta})$ and $\rho \in (0, 1)$,
\[
\sup_{k \geq 1} E \left[ \sum_{\ell = 0}^{\Delta \tau_{k}} \rho^{\Delta \tau_{k}} \|X^{(\tau_{k-1} + \ell)}\|_\gamma^q |\mathcal{E}_k\right] < +\infty.
\]

**Proof.** Let us again recall the existence of a parameter $\eta > 0$ (depending only on $\alpha$) such that for every $k \geq 0$ and $K > 0$, $P(\mathcal{E}_k|\mathcal{E}_{k-1}) \geq \eta$. Then, by using the general bound (8.11), one obtains that
\[
E \left[ \sum_{\ell = 0}^{\Delta \tau_{k}} \rho^{\Delta \tau_{k}} \|X^{(\tau_{k-1} + \ell)}\|_\gamma^q |\mathcal{E}_k\right] \leq c_{\eta, \alpha} \cdot \sup_{m \geq 1} \sum_{\ell = 0}^{\Delta \tau_{k}} \rho^{\Delta (k,m)} \cdot \frac{\Delta (k,m)}{1 - \rho} \cdot E \left[ \left( \|X^{(\tau_{k-1} + \ell)}\|_\gamma^q |\mathcal{E}_{k-1}\right)^2 \right].
\]
\[
\leq \frac{c_{\eta, \alpha}}{1 - \rho} \cdot \sup_{\ell, k} \left[ \left( \|X^{(\tau_{k-1} + \ell)}\|_\gamma^q |\mathcal{E}_{k-1}\right)^2 \right].
\]
Secondly, by Corollary A.3, we know that
\[
\|X^{(\tau_{k-1} + \ell)}\|_\gamma \leq c(1 + \|Z^{(\tau_{k-1} + \ell)}\|_\gamma + \|D^{(\tau_{k-1} + \ell)}\|_{1/\gamma}^2),
\]
for some constant $c$ that depends only on $\gamma$, and so
\[
\sup_{\ell, k} E \left[ \left( \|X^{(\tau_{k-1} + \ell)}\|_\gamma^q |\mathcal{E}_{k-1}\right)^2 \right] \leq c^{1/2} \left( 1 + \sup_{\ell, k} E \left[ \frac{E[\|Z^{(\tau_{k-1} + \ell)}\|_\gamma |\mathcal{E}_{k-1}|]}{\|D^{(\tau_{k-1} + \ell)}\|_{1/\gamma}} \right] + \sup_{\ell, k} E \left[ \|D^{(\tau_{k-1} + \ell)}\|_{1/\gamma} |\mathcal{E}_{k-1}| \right] \right).
\]
Owing to the stationarity and the independence of the Brownian increments, it is clear that
\[
E[\|Z^{(\tau_{k-1} + \ell)}\|_\gamma |\mathcal{E}_{k-1}|] = E[\|Z\|_\gamma],
\]
where the latter expectation is known to be finite (see [14, Theorem 15.33]).

Then, similarly to (8.6), one has the decomposition
\[
(D^{(\tau_{k-1} + \ell)})(t) = \alpha_H \left( H - \frac{1}{2} \right) \left( \mathcal{D}_{-\infty, \tau_{k-1}}^{\tau_{k-1} + \ell}(t) + \mathcal{D}_{\tau_{k-1}, \tau_{k-1} + \ell}^{\tau_{k-1} + \ell}(t) \right),
\]
On the one hand, the fact that, for any $c_3$ large enough (depending on $\alpha$ and $\zeta$), the quantity
\[
E \left[ \sup_{\ell \in [0,1]} \lambda^{1-\gamma} |\mathcal{D}_{-\infty, \tau_{k-1}}^{\tau_{k-1} + \ell}(t)|^{\mathcal{E}_{k-1}} \right]
\]
is uniformly bounded in $\ell$ and $k$ can be shown with similar arguments as those in the proof of Lemma 8.4. To be more specific, the idea is to start from a similar decomposition as the one in (8.6) and to control each term with the help of Lemma 8.7. Since the right-hand term in the latter lemma decreases with $\tau$, the dependency in $\ell$ can be managed as follows: for all $\ell \geq 0$ and $u < v$,

$$|D_{u,v}^{r_k-1+\ell}(t)| \leq c_H \left( (t+\tau_{k-1} - u)^{H-\frac{3}{2}} |W_v - W_u| + \int_u^v (t+\tau_{k-1} - r)^{H-\frac{3}{2}} |W_v - W_r| \, dr \right),$$

and from here we can mimic the arguments of the proof of Lemma 8.8.

As far as the process $D_{r_k-1+\ell}^{r_k-1+\ell}$ is concerned, we can use the independency and stationary properties of the Brownian motion, together with the bound of Lemma 8.7, to assert that for every $\ell \geq 1$,

$$E \left[ \sup_{t \in [0,1]} t^{1-\gamma} |D_{r_k-1+\ell}^{r_k-1+\ell}(t)| \right] \leq c_H E \left[ \sup_{t \in [0,1]} t^{1-\gamma} \left( (t+\ell)^{H-\frac{3}{2}} |W_\ell| + \int_0^\ell (t+\ell - r)^{H-\frac{3}{2}} |W_r| \, dr \right) \right].$$

For the first term, it is enough to observe that $t^{1-\gamma}(t+\ell)^{H-\frac{3}{2}} |W_\ell| \leq \ell^{-\frac{3}{2}} |W_\ell|$. For the second term, we can write

$$t^{1-\gamma} \int_0^\ell (t+\ell - r)^{H-\frac{3}{2}} |W_r - W_\ell| \, dr \leq \int_0^{\ell-1} (\ell - r)^{H-2} (\ell - r)^{-\frac{3}{2}} |W_r - W_\ell| \, dr$$

$$+ \int_{\ell-1}^\ell (\ell - r)^{H-1-\gamma} (\ell - r)^{-\frac{3}{2}} |W_r - W_\ell| \, dr,$$

where we have used the fact that for every $r \in [\ell-1, \ell]$ and every $t \in (0,1]$,

$$t^{1-\gamma}(t+\ell - r)^{H-2} \leq (t+\ell - r)^{H-1-\gamma} \leq (\ell - r)^{H-1-\gamma}.$$

The uniform boundedness of $E \left[ \sup_{t \in [0,1]} t^{1-\gamma} |D_{r_k-1+\ell}^{r_k-1+\ell}(t)| \right]$ follows immediately, and this achieves the proof of our assertion. \hfill \Box
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### A Singular paths and canonical lift

Let us recall that the space $\mathcal{E}_2^2([0,1];\mathbb{R}^d)$, as well as the notation $\|f\|_{1,\gamma}$, have been introduced in Section 4.1. Besides, let us denote by $\mathcal{C}^1([0,1];\mathbb{R}^d)$ the space of differentiable $\mathbb{R}^d$-valued paths on $[0,1]$ with continuous derivative.

**Proposition A.1.** Let $z \in \mathcal{C}^1_1([0,1];\mathbb{R}^d)$ be a path that can be canonically lifted into a rough path $\mathcal{L}(z)$, in the sense of Definition 2.2, and let $g \in \mathcal{E}_2^2([0,1];\mathbb{R}^d)$, resp. $g \in \mathcal{C}^1([0,1];\mathbb{R}^d)$. Then $z + g$ can be canonically lifted into a rough path $\mathcal{L}(z + g)$ and it holds that

$$\mathcal{N}[\mathcal{L}(z + g)^2 - \mathcal{L}(z)^2; C_{2,1,\gamma}^2([0,1];\mathbb{R}^{d,d})] \leq c_\gamma \left[ 1 + \|g\|_{1,\gamma}^2 + \mathcal{N}[z; \mathcal{C}_1^1([0,1];\mathbb{R}^d)]^2 \right], \quad (A.1)$$

resp.

$$\mathcal{N}[\mathcal{L}(z + g)^2 - \mathcal{L}(z)^2; C_{2,1,\gamma}^2([0,1];\mathbb{R}^{d,d})] \leq c_\gamma \left[ 1 + \mathcal{N}[g; \mathcal{C}_1^1([0,1];\mathbb{R}^d)]^2 + \mathcal{N}[z; \mathcal{C}_1^1([0,1];\mathbb{R}^d)]^2 \right], \quad (A.2)$$

for some constant $c_\gamma$ that depends only on $\gamma$.

The two following results, which are extensively used in our analysis, are immediate consequences of (A.1) and (A.2).
Corollary A.2. Let \( z \in \mathcal{C}_\gamma^2([0,1];\mathbb{R}^d) \) be a path that can be canonically lifted into a rough path \( \mathcal{L}(z) \) and let \( g \in \mathcal{E}_\gamma^2([0,1];\mathbb{R}^d) \), resp. \( g \in \mathcal{C}^1([0,1];\mathbb{R}^d) \). Then, in the setting of Definition 5.2 (with \( \beta := \gamma \), resp. \( \beta = 1 \)), a path \( y : [0,1] \to V \) is a solution of
\[
d y_t = B(y_t) \, d h_t + \Sigma(y_t) \, d \mathcal{L}(z + g) + \Sigma(y_t) \, d \mathcal{L}(z), \quad y_0 = v_0,
\]
if and only if \( y \) is a solution of
\[
d y_t = \left[ B(y_t) \, d h_t + \Sigma(y_t) \, d g_t \right] + \Sigma(y_t) \, d \mathcal{L}(z), \quad y_0 = v_0.
\]

Corollary A.3. Let \( z \in \mathcal{C}_\gamma^2([0,1];\mathbb{R}^d) \) be a path that can be canonically lifted into a rough path \( \mathcal{L}(z) \) and let \( g \in \mathcal{E}_\gamma^2([0,1];\mathbb{R}^d) \). Then it holds that
\[
\| \mathcal{L}(z + g) \|_{\gamma;[0,1]} \leq c_\gamma \left( 1 + \| \mathcal{L}(z) \|_{\gamma;[0,1]}^2 + \| g \|_{1;\gamma}^2 \right), \tag{A.3}
\]
for some constant \( c_\gamma \) that depends only on \( \gamma \).

We will only prove Proposition A.1 in the situation where \( g \in \mathcal{E}_\gamma^2([0,1];\mathbb{R}^d) \), but the proof when \( g \in \mathcal{C}^1([0,1];\mathbb{R}^d) \) could be derived from the very same arguments.

Lemma A.4. Let \( g \in \mathcal{E}_\gamma^2([0,1];\mathbb{R}^d) \) and denote by \( g^n \) the linear interpolation of \( g \) along the dyadic partition \( \mathcal{P}_n \) of \( [0,1] \). Then it holds that
\[
\sup_n \sup_{t \in (0,1) \setminus \mathcal{P}_n} t^{1-\gamma} |(g^n)'| \lesssim \| g \|_{1;\gamma}, \tag{A.4}
\]
and for every \( 0 < \gamma' < \gamma \),
\[
\sup_{t \in (0,1) \setminus \mathcal{P}_n} t^{1-\gamma'} |(g^n - g)'| \lesssim \| g \|_{2;\gamma} 2^{-n(\gamma - \gamma')} \tag{A.5}
\]
Proof. Pick \( t \in (t^n_i, t^{n+1}_i) \), for some \( i = 0, \ldots, 2^n \). One has
\[
t^{1-\gamma} |(g^n)'| = \frac{t^{1-\gamma}}{t^{n+1}_i - t^n_i} |g^n_{t^{n+1}_i} - g^n_{t^n_i}| \leq \| g \|_{1;\gamma} t^{1-\gamma} \int_0^1 \frac{dr}{(t^{n+1}_i + r(t^{n+1}_i - t^n_i))^1-\gamma}.
\]
If \( i = 0 \), then \( t \leq t^{n+1}_i - t^n_i \) and so \( t^{1-\gamma} |(g^n)'| \leq \| g \|_{1;\gamma} \int_0^{t^n_i - t^n_i} \frac{dr}{r^{1-\gamma}} \). If \( i \geq 1 \), then \( t \leq t^{n+1}_i - t^n_i \) and so \( t^{1-\gamma} |(g^n)'| \leq \| g \|_{1;\gamma} (t(t^{n+1}_i - t^n_i))^{1-\gamma} \leq \| g \|_{1;\gamma} 2^{1-\gamma} \), which completes the proof of (A.4).

For (A.5), note first that if \( i = 0 \), then \( t \leq 2^{-n} \) and so by (A.4) we get in this case
\[
t^{1-\gamma} |(g^n - g)'| \lesssim 2^{-n(\gamma - \gamma')} \left\{ t^{1-\gamma} |(g^n)'| + t^{1-\gamma} |g'_r| \right\} \lesssim \| g \|_{1;\gamma} 2^{-n(\gamma - \gamma')}.
\]
If \( i \geq 1 \), then
\[
t^{1-\gamma} |(g^n - g)'| = \frac{t^{1-\gamma}}{t^{n+1}_i - t^n_i} \left| \int_{t^n_i}^{t^{n+1}_i} \{ g'_r - g'_t \} \, dr \right|
\]
\[
\lesssim \| g \|_{2;\gamma} \frac{t^{1-\gamma}}{t^{n+1}_i - t^n_i} \int_{t^n_i}^{t^{n+1}_i} \frac{|t - u|}{(t^n_i - u)^{2-\gamma}} \, du
\]
\[
\lesssim \| g \|_{2;\gamma} \left( \frac{2^{1-\gamma}}{t^n_i} \right) (t^{n+1}_i - t^n_i)^{1-(\gamma - \gamma')} 2^{-n(\gamma - \gamma')}.
\]
As above, we can conclude by using the fact that in this case, one has \( \max \left( \frac{t}{2}, t^{n+1}_i - t^n_i \right) \leq t^n_i \). \( \square \)
Proof of Proposition A.1. Denote by \( z^n \), resp. \( g^n \), the linear interpolation of \( z \), resp. \( g \), along the dyadic partition \( P_n \). By (A.5), the convergence of \( g^n \) to \( g \) (and accordingly the convergence of \( z^n + g^n \) to \( z + g \)) in \( C^\gamma (([0,1]; \mathbb{R}^d) \) is immediate, since

\[
|\delta(g^n - g)|_{st} \leq \int_s^t \left| (g^n - g)' \right| du \lesssim 2^{-n(\gamma - \gamma')} (t - s) \int_0^1 \frac{dr}{(s + r(t-s))^{1-\gamma'}} \lesssim 2^{-n(\gamma - \gamma')} (t - s)'.
\]

Then, by setting \( x := z + g \) and using the notation (2.2), we have the following readily-checked decomposition

\[
x^n_{st} - x^n = \int_s^t (\delta z^n)_{su} \otimes dg^n_u + \left( \int_s^t (\delta z^n)_{ut} \otimes dg^n_u \right)^* + \int_s^t (\delta g^n)_{su} \otimes dg_u^n. \tag{A.6}
\]

Now consider the integral \( \int_s^t (\delta z^n)_{su} \otimes dg_u \), which, due to the regularity of \( g \), can be interpreted in the classical Lebesgue sense, and use (A.4)-(A.5) to assert that

\[
\left| \int_s^t (\delta z^n)_{su} \otimes dg^n_u - \int_s^t (\delta z)_{su} \otimes dg_u \right| \\
\leq \int_s^t |\delta z^n - \delta z|_{su} \otimes |dg^n_u| + \int_s^t |(\delta z)_{su}| \otimes |d(g^n - g)_u|
\leq \mathcal{N}[z^n - z; C^\gamma ([0,1]; \mathbb{R}^d)] \int_s^t \left| \frac{u - s}{u^{1-\gamma}} \right| du + \mathcal{N}[z; C^\gamma ([0,1]; \mathbb{R}^d)] 2^{-n\gamma - \gamma} \int_s^t \left| \frac{u - s}{u^{1-\gamma}} \right| du
\leq |t - s|^{\gamma - \gamma'} \{ \mathcal{N}[z^n - z; C^\gamma ([0,1]; \mathbb{R}^d)] + 2^{-n(\gamma - \gamma')} \} \int_0^1 \frac{dr}{r^{1-(\gamma + \gamma')}}.
\]

We can treat the two other summands in (A.6) along the same lines, which leads us to the desired conclusion, namely \( \mathcal{N}[x^n - z^n; C^\gamma_2 ([0,1]; \mathbb{R}^d)] \to 0 \) as \( n \to \infty \). We even get the explicit description

\[
\mathcal{L}(z + g)^2_{st} - \mathcal{L}(z)^2_{st} = \int_s^t (\delta z)_{su} \otimes dg_u + \left( \int_s^t (\delta z)_{ut} \otimes dg_u \right)^* + \int_s^t (\delta g)_{su} \otimes dg_u.
\]

With this decomposition in hand, it is now easy to exhibit the bound (A.1): for instance, for every \( 0 < s < t \),

\[
\left| \int_s^t (\delta z)_{su} \otimes dg_u \right| \\
\leq \|g\|_{1,\gamma} \mathcal{N}[z; C^\gamma([0,1]; \mathbb{R}^d)] \int_s^t \left| \frac{u - s}{u^{1-\gamma}} \right| du
\leq \|g\|_{1,\gamma} \mathcal{N}[z; C^\gamma([0,1]; \mathbb{R}^d)] |t - s|^{1+\gamma} \int_0^1 \frac{r^{\gamma}}{(s + r(t-s))^{1-\gamma}} dr
\leq \|g\|_{1,\gamma} \mathcal{N}[z; C^\gamma([0,1]; \mathbb{R}^d)] \min \left( |t - s|^{2\gamma}, \int_0^1 \frac{dr}{r^{1-2\gamma}}, |t - s|^{1+\gamma} \right) \int_0^1 \frac{r^{\gamma}}{r^{1-2\gamma}} dr.
\]

\[
\square
\]

B Proof of Lemma 5.6

The argument relies on the algorithm introduced in [9, Section 6] and which aims at “removing the points one by one” between \( t_0 \) and \( t_{k+1} \) in a tricky way. First, just as in [9, Section 3.1], and given any (not necessarily uniform) subpartition \( \Pi \) of \( P_n \), we define the path \( G^\Pi \) as follows: for every \( s \leq t \in P_n \),

\[
G^\Pi_{st} := \begin{cases} 
0 & \text{if } (s, t) \cap \Pi = \emptyset \\
(\delta G)_{st} & \text{if } (s, t) \cap \Pi = \emptyset \setminus \{s, t\} \\
G_{st} - G_{st_1} - \sum_{k=1}^{t-1} G_{t_k t_{k+1}} - G_{t t} & \text{if } (s, t) \cap \Pi = \{\tilde{t}_1, ..., \tilde{t}_\ell\}
\end{cases}
\]

\[47\]
With this notation, if \( s = t_p \) and \( t = t_{q+1} \), one has in particular

\[
G_{st} = G_{st}^{[s,t]} + \sum_{i=p}^{q} G_{t_{i+1},}.
\]  

(B.1)

As far as the sum is concerned, we have on the one hand, since \( \mu_1 \geq 1 \),

\[
s^{1-\lambda} \sum_{i=p}^{q} G_{t_{i+1},} \leq \mathcal{M}_\lambda^{s,\mu_1}[G;\|s,t\|] \cdot \sum_{i=p}^{q} |t_{i+1} - t_i|^\mu_1 \leq \mathcal{M}_\lambda^{s,\mu_1}[G;\|s,t\|] \cdot |t - s|^\mu_1,
\]

and on the other hand

\[
\| \sum_{i=p}^{q} G_{t_{i+1},} \| \leq \mathcal{M}_\lambda^{s,\mu_1}[G;\|s,t\|] \cdot \left\{ |t_{p+1} - s|^\alpha + \sum_{i=p+1}^{q} t_{i+1}^{-1} |t_{i+1} - t_i|^\mu_1 \right\},
\]

with

\[
\sum_{i=p+1}^{q} t_{i+1}^{-1} |t_{i+1} - t_i|^\mu_1 = \frac{1}{2n(\lambda + \mu_1 - 1)} \sum_{i=p+1}^{q} \frac{1}{t_i^{1-\lambda}} \leq \frac{1}{2n(\lambda + \mu_1 - 1)} \frac{1}{q + 1 - p} \leq |t - s|^{\lambda}.
\]

Going back to (B.1), it remains us to bound \( \|G_{st}^{[s,t]}\| \). For the sake of clarity, let us temporarily change the notation by setting, for \( s, t \) fixed as above,

\[
t_k := t - \frac{k}{2^n}, \quad k = 0, \ldots, N, \quad \text{where } N := 2^n(t - s) \quad (= q + 1 - p).
\]  

(B.2)

We make this (unnatural) choice to “reverse” the time, that is to consider a decreasing function \( k \mapsto t_k \), in a such a way that the below notations will be consistent with those of [9, Section 6] (and especially those of [9, Proposition 6.2]). Consider indeed the algorithm described in [9, Section 6] to remove one by one the points between 0 and \( N \), and accordingly the points of \( \mathcal{P}_n \) between \( s \) and \( t \) (just use the transformation (B.2) to connect one with the other). Denote by \( (\Pi^m)_{m=0, \ldots, N-1} \) the decreasing sequence of partitions of \( \|s,t\| \) that is associated with this algorithm. With the notations of [9, Section 6], it is readily checked that

\[
G_{st}^{\Pi^m} - G_{st}^{\Pi^{m+1}} = (\delta G)_{k_m} \uparrow_{k_m} \downarrow_{k_m} \uparrow_{k_m}, \quad G_{st}^{\Pi^0} = G_{st}^{[s,t]} \quad \text{and} \quad G_{st}^{\Pi^{N-1}} = 0.
\]

and so

\[
G_{st}^{[s,t]} = \sum_{m=1}^{N-1} (\delta G)_{k_m} \uparrow_{k_m} \downarrow_{k_m} \uparrow_{k_m}.
\]  

(B.3)

Now, still with the notations of [9, Section 6] in mind, write

\[
\sum_{m=0}^{N} (\delta G)_{k_m} \uparrow_{k_m} \downarrow_{k_m} \uparrow_{k_m} = \sum_{r=1}^{M-1} \left\{ (\delta G)_{stk_{A_{r-1}+1}}^{k_{A_{r-1}+1}} \uparrow_{k_{A_{r-1}+1}} \uparrow_{k_{A_{r-1}+1}} + \sum_{m=A_{r-1}+2}^{A_r} (\delta G)_{k_m} \uparrow_{k_m} \downarrow_{k_m} \right\}
\]

and so

\[
\sum_{m=0}^{N} (\delta G)_{k_m} \uparrow_{k_m} \downarrow_{k_m} \uparrow_{k_m} \leq \mathcal{N}[G; \mathcal{C}_3; \lambda \mu_2(\|s,t\|)] \cdot \sum_{r=1}^{M-1} |t_{k_{A_{r-1}+1}} - s|^{\alpha} + \sum_{m=A_{r-1}+2}^{A_r} t_{k_m}^{-1} |t_{k_m} - t_{k_m}^{\mu_2}|^{\alpha}.
\]  

(B.4)

Observe at this point that

\[
|t_{k_{A_{r-1}+1}} - s|^{\alpha} = |t - s|^{\alpha} \cdot \left\{ 1 - \frac{k_{A_{r-1}+1}}{N} \right\}^{\alpha}.
\]
and

\[ t_{k_m}^{\lambda-1} |t_{k_m}^+ - t_{k_m}^-|^{\mu_2} \lesssim |t - s|^{\lambda + \mu_2 - 1} \left( \frac{1}{N^{\mu_2}} \right)^{\lambda - 1} |t_{k_m}^+ - t_{k_m}^-|^{\mu_2}. \]

Going back to (B.4), we get that

\[ \left\| \sum_{m=0}^{N} (\delta G)_{t_{k_m}^+ t_{k_m}^-} \right\| \lesssim |t - s|^\alpha N[\delta G; C_3^{\alpha, \mu_2}([s, t])] \cdot Q_{N, \lambda, \mu_2}^N, \tag{B.5} \]

where we have set

\[ Q_{N, \lambda, \mu_2}^N := \sum_{r=1}^{M-1} \left\{ 1 - \frac{k_{r+1}}{N} \right\}^{-\alpha} \sum_{m=A_{r-1}+1}^{A_r} \left( \frac{1}{N^{\mu_2}} \right)^{\lambda - 1} |k_m^+ - k_m^-|^{\mu_2} \right\}. \]

Therefore, we are exactly in a position to apply \cite[Proposition 6.2]{9} and assert that \( \sup_{N \geq 1} Q_{N, \lambda, \mu_2}^N < \infty. \)

The combination of (B.3) and (B.5) then gives us the desired estimate, namely

\[ \|G_{s,t}^{[s,t]}\| \lesssim |t - s|^\alpha N[\delta G; C_3^{\alpha, \mu_2}([s, t])]. \]

The estimation of \( s^{1-\lambda} \|G_{s,t}^{[s,t]}\| \) is easier. Indeed, with decomposition (B.3) in mind, we simply use the fact that the above algorithm also satisfies

\[ |k_m^+ - k_m^-| \lesssim \frac{2N}{(N - m + 1)} \quad \text{for every } m = 1, \ldots, N - 1, \]

and consequently

\[ s^{1-\lambda} \|G_{s,t}^{[s,t]}\| \leq \sum_{m=1}^{N-1} t_{k_m}^{1-\lambda} \| (\delta G)_{t_{k_m}+ t_{k_m}^-} \| \leq N[\delta G; C_3^{\alpha, \mu_2}([s, t])] \cdot \sum_{m=1}^{N-1} |t_{k_m}^+ - t_{k_m}^-|^{\mu_2} \lesssim |t - s|^\mu_2 N[\delta G; C_3^{\alpha, \mu_2}([s, t])]. \]
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