
Easy criteria to establish Markov property

Let X be a process such that

Xn+1 = '(Xn,Zn+1)

Zn+1 ?? (X0, . . . ,Xn)

{Zn; n � 1} i.i.d family

' is a given fixed function

Then
1 X is a Markov chain
2 The transition is given by

pij = P ('(i ,Z1) = j)

Proposition 10.
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> pathwise description

> homogeneous

average description














