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Communication

Recall: For a Markov chain X , we have seen that

P (Xn = j |X0 = i) = pij(n)

Communication:
We say that i communicates with j if

There exists n � 0 such that P (Xn = j |X0 = i) = pij(n) > 0.

Notation: i ! j .
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= PY(i
,j)

My chances to teach I from :
ina steps are > 0



Intercommunication

Intercommunication:
If i ! j and j ! i , we say that i and j intercommunicate.
Notation: i $ j .

Remarks:
1 For all i 2 S , we have i $ i , since p0(i , i) = 1.
2 If i ! j and j ! k , then i ! k .
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Due to the fact that
Po = Id



Graph related to a Markov chain

Let X be a Markox chain with transition p.
We define a graph G(X ) given by

G(X ) is an oriented graph

The vertices of G(X ) are points in S .

The edges of G(X ) are given by the set

V ⌘ {(i , j); i 6= j , p(i , j) > 0} .

Definition 24.

Samy T. (Purdue) Markov chains Stochastic processes 63 / 143

W



Example

Definition of the chain: Take S = {1, 2, 3, 4, 5} and

p =

0

BBBB@

1/3 0 2/3 0 0
1/4 1/2 1/4 0 0
1/2 0 1/2 0 0
0 0 0 0 1
0 0 0 2/3 1/3

1

CCCCA

Related graph: to be done in class
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Intuitively : (i) If wecrout from 1
,
we will

loop between 1&3



Recall If its
, i <f it In c . t.

PY(j)= Pij(n) >O

weiting the -th power

PY(v, ) = I pli, ) pla,2) ... Plin ,j
i
.., inv ES

If P"(j) >0 , 7 (i , . . .,
in ) C .f

Pli, ii) .... Plini) > O

Thus p(i, ) 0 , Pli,z) 0 , ... Plin , j)0

=> Park (1, ii) , l , ie , ... Limit
in the set W of g(x)



Proof of Proposition 25

Relation with the graph: If i 6= j we have

(i ! j) , There exists n � 1 such that pij(n) > 0

, There exists n � 1 such that
X

i1,...,in�12E

pi ,i1 · · · pin�1,j > 0

, There exists n � 1 et i1, . . . , in�1 2 E such that

pi ,i1 · · · pin�1,j > 0

, There exists an oriented path from i to j in G(X )
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Irreducible classes

Let

X Markov chain with transition p

Then
1 The relation $ is an equivalence relation.

2 Denote C1, . . . ,Cl the equivalence classes for $ in S .
Then ! is a partial order relation between classes:

C1 ! C2 and C2 ! C3 =) C1 ! C3

3 C1 ! C2 i↵ 9 i 2 C1 and j 2 C2 such that i ! j .

4 The classes are called irreducible

Proposition 26.
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If C is irreducible
,

all states
in Ce intercommunicate

[ I



Equivalence relation

(i) Reflexive ii

(ii) Symmetric if i j
then :< i

(iii) Transitive if i j
andj(k

then iR

Def i,f are in the came class fr
if icj



Example (1)

Definition of the chain: Take E = {1, 2, 3, 4, 5} and

p =

0

BBBB@

1/3 0 2/3 0 0
1/4 1/2 1/4 0 0
1/2 0 1/2 0 0
0 0 0 0 1
0 0 0 2/3 1/3

1

CCCCA
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PO-Id its :

Graph
I 4

2

vs 5

classes

Ci = 41,33G= 423( = 44, 5)

communication

C > C ,
Since 2 E4 < 3 EC

,

On W : How to use that in ades to see if
states que Mansient/pasistent


