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From decomposition thm : Here we have
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C = (2, 3, 43 closed
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Question: do we have an invoniant measureX
distribution
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πq = t πb If it is a distribution
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unique invoniant probability distribution fa Q

π = [4t π]

Application of Thm 35

↑

EIT21Xo =2] =

m
= 4

E[T3(X = 3) = + = 2

E[T4/X = 47 =
4



Back to Markov chain X

First way : We have seen that I

is mansient
D =+

=> EIT
,
/ Xo = 13 = & o o 1 0

O ↳ O E
O O I O

=> We guessπ, = 0

second way : solve the linear system
πP = π withπ= I π

, # π3 π4]

Extra equakm fu it: π = π
,

π
, =
0

Other equatio now unchanged
-> inv measure i = [0, # , t , -]



Example (2)

Related classes:
C1 = {1}, C2 = {2, 3, 4}
,! C1 closed C2 non closed.

Partial conclusion: C1 transient, at least one recurrent state in C2.

Invariant measure:
Solve the system ⇡ = ⇡ P and h⇡, 1i = 1. We find

⇡ = (0, 1/4, 1/2, 1/4) .

Conclusion: All states in C2 are non-null persistent
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Example (3)

Remark:

It is almost always easier to solve the system

⇡ = ⇡ p and h⇡, 1i = 1

than to compute Ei [Ti ]

However, in the current case a direct computation is possible
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T3 = (f(n = 1 ; Xn = 3)
O I O

computation on the subchain
Q = z O t

value of Ts O ( O

P(T3 = 2/Xo = 3) - EITz/Xo=3) =2

Analysis fu Tz
(i) Te can only take even values

P(A1BIC)
(ii) PCT2 > 2 R +2 (X = 2)

= PLAIBC) P(BIC)

= P(Xek2 = 4
,
Xk = 4
... Xc = 4/X =2)

= P(X2nc = 41X2k = 4 , .., = 4 , X =2)

P( X2k = 4 ..., Y = 4/X = 2)
Markov
= P(X2k+ = 4/Xck = 4) P(T2 > 2k/Xo =2)



summary We have found
P(T2 > 2k +2 /X =2)

= P(X2k+ = 4/Xck = 4) P(T2 > 2k/Xo =2)

= P43 P34 P(T2 >2k/X =2)

I t

-> P(π>2k +2(X = 2) = t P(Tz >2k(Xo=2)
(geometric induction

conclusion we find Tc-2x9(t)
(check)

=> E[T(X = i] = 2 x 2 = 4



Example (4)

Direct analysis: We find

E1[T1] = 1 since 1 is transient

E3[T3] = 2 since T3 = 2 under P3.

In order to compute E2[T2]:

E2

⇥
1(T2>2k+2)

⇤
= E2

⇥
1(T2>2k) 1(T2>2k+2)

⇤

= E2

�
1(T2>2k) EX2k

⇥
1(T2(A2k )>2)

⇤ 

= E2

�
1(T2>2k) E4

⇥
1(T2(A2k )>2)

⇤ 

= E2

⇥
1(T2>2k) p4,3 p3,4

⇤
=

1

2
E2

⇥
1(T2>2k)

⇤

We deduce P2(T2 > 2k) = 1/2k and E2[T2] = 4 = E4[T4].
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