
Criterion for positivity/nullity

Let

X Markov chain with matrix transition P

X irreducible

X recurrent

Then
1 There exists a measure x satisfying x = x P
2 x is unique up to multiplicative constant
3 x has strictly positive entries
4 The chain is positive if

P
i2S xi < 1

5 The chain is null if
P

i2S xi = 1

Theorem 36.
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Criterion for transience

Let

X Markov chain with matrix transition P

X irreducible

s any state in S

Then

X is transient
()

There exists a non zero solution {yi ; i 6= s}
to yi =

P
j 6=s pijyj , with |yi |  1

Theorem 37.
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Random walk with retaining barrier (1)

Model: Random walk on N
,! With retaining barrier at 0

Transition probability: We get

p00 = q, pi ,i+1 = p, if i � 0, pi ,i�1 = q, if i � 1

Notation: We set
⇢ =

p

q
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P(Xo =/Xo ) = / = P%i, i) >0 = itsi

Graph fur X

Poo = 4 Po , = P

Fli <I Pi
,
- = q Di

,
in = P

O I 2... R -1 2 K+ ...

We have isi for all if EN

=> x irreducible



Random walk with retaining barrier (2)

Let X be the random walk with retaining barrier. Then

1 If p > 1
2 , the chain is transient

2 If p < 1
2 , the chain is non-null persistent

,! with stationary distribution given by

⇡ = Nbin(1, 1� ⇢)

3 If p = 1
2 , the chain is null persistent

Proposition 38.
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Intuition

(i) If PPE ,
the SRW Zn is such

Htha

En > & as n > &

Thu) fu large enough n , the
"bouncing" at 0 does not play a role

=> Xn is also c . r. Lim Xn = x
n->0

(ii) If P <E %
the sawIn want to go

to -0
. The barrier at 0 prevents

this

=> we hit O ana number of
times => Tr is persistent



case p>E .
We have that

Di = 1 - i solve : = Pij Bi

Mneover 8 = PE => (i) /

Thus we get that X mansient



claim

Di = 1 - 1 solve
gi : = Pij Bi

FU [21
,

Pij Bj = Pi Bit + Pick Bitt

= 4 1 - Giv + P(1 - jiv)
= 1

=a + P - 4qx5+ + P x in)
= 1 - Gi+ 4992 + py
= 1 - in 49 +P

=

- 1- -48 +13 d

= 1 -
I
is + = 1 - j = Yi



Case P <& T = NO (1 , 1-9) is invariant

=> X non-null persistent

Recall that Tr = &
*
(19) Ukz0

claim : TP = T when 9 > p
If 821 , ↓

O
[P)j = Ti Pig = q B P

q"O
= Tj -1 P + Tir 9

= g(19)p + gj79)9
= gA9)4p + 929jf
= g79) = Tj



case pot
(i) ↑ is persistent. Indeed X stays

/

longer at 0 than Y= Int
where E = SRW

Indeed if p
,p",p one the

corresponding mansitions
,
then for i?1

Di =Pla =P = q

Plin = Pin = Pin = P note
and

po = 0 , Po = 9

P = 1
, P = P



Proof of Proposition 38 (1)

Case q < p: One verifies that

yi = 1� ⇢�i solves yi =
X

j 6=s

pijyj

Thus X transient

Case q > p: One sees that

⇡ = Nbin(1, 1� ⇢) is such that ⇡P = ⇡

Thus X non-null persistent
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Proof of Proposition 38 (2)
Computation for q < p: For i � 1 we have

X

j 6=i

pijyj = pi ,i�1 yi�1 + pi ,i+1 yi+1

= q

✓
1� 1

⇢i�1

◆
+ p

✓
1� 1

⇢i+1

◆

= 1� 1

⇢i+1

�
q⇢2 + p

�

= 1� 1

⇢i+1

✓
p2

q
+ p

◆

= 1� p

⇢i+1

✓
p

q
+ 1

◆

= 1� 1

⇢i
= yi
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Proof of Proposition 38 (3)

Nbin(1, 1� ⇢) distribution: Defined for k � 0 by

⇡k = ⇢k(1� ⇢)

Verifying ⇡P = ⇡ for q > p: For j � 1 we have

X

i�0

⇡ipij = ⇡j�1 p + ⇡j+1 q

= ⇢j�1(1� ⇢)p + ⇢j+1(1� ⇢)q

= ⇢j�1(1� ⇢)
�
p + ⇢2q

�

= ⇢j(1� ⇢)

= ⇡j
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Proof of Proposition 38 (4)

Case q = p: We have
1 X persistent since

I Y ⌘ random walk is persistent
I X = |Y |

2 X null-persistent since since x = 1 is such that

x = xP , and
X

i2S

xi = 1
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