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Main objective

Aim in this section:
1 Get expressions for

lim
n!1

pij(n)

2 Link with stationary distributions
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long tem prediction
stacking from state i



Problem with parity (1)

Example: Take S = {1, 2} and

P =

✓
0 1
1 0

◆

Question: Can we get
lim
n!1

pij(n) ?
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O I >

Transition P= I 2
I O ↑

xirreducible

Powers of P

P2 =
10

P= P2. P = P =
O I

O I
( O

By induction

pan
= Id pene

-

O &

I O

In particular
P22(2n) = 1 P2z (2001) = 0

> no limit ! > periodicity is 2



Problem with parity (2)

Example: Take S = {1, 2} and

P =

✓
0 1
1 0

◆

Behavior of Pn and parity: We find

p11(n) = p22(n) =

(
0 , if n is odd

1 , if n is even

Thus

pii(n) does not converge
Problem comes from periodicity
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Aperiodic assumption

Until further notice we assume

X is an irreducible and aperiodic Markov chain

Hypothesis 39.
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period d= 1

(probab to stay put Pii >0 (



Stationary distributions and return times

Let

X Markov chain with matrix transition P

X irreducible and aperiodic

Then for all i , j we have

lim
n!1

pij(n) =
1

µj
=

1

E[Tj |X0 = j ]

Theorem 40.
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Recall : We have just seen (x ineducible , d=1

em Pij(n) = ElTj/Xo =j
(1)

Rmk1 If chain is null pasistent we get

E[Tj/Xo =jeld lin Pij(n) = 0
n+0

according to (I
(we have already seen this property)

Rmk 2 The rhs of (1) does not depend
or the initial condition i

=> we fuget the initial condition
a) >



Some remarks (1)

Persistent null case: If the Markov chain X is persistent null then

lim
n!1

pij(n) = 0

We had seen this result in Proposition 15

Forgetting the past: If the Markov chain X is non-null persistent then

lim
n!1

P (Xn = j |X0 = i) = lim
n!1

pij(n) = 0 = ⇡j =
1

µj

Thus the initial condition is forgotten
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Some remarks (2)

Case with initial distribution: Assume

X is non-null persistent

X0 ⇠ ⌫

Then

lim
n!1

P (Xn = j |X0 ⇠ µ) = lim
n!1

X

i2S

⌫ipij(n) =
1

µj
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lin P(Xn =/Xown) = is (regardless ofe

EPR];
r

X

dominated ↳
-

convergence
W = I blij

1 =-

S ENMj



Example of Mansition on S= 21
,
2
,
3)

↳ O 2/3
P=

↳ E Y4
3

2
k 0 t

closed class : (1, 3) = c, T = (2)

The invenient measure it is 1 .t. T = 0

Fah #= [π
, T37 we colve

2/3
[1

,
43]

2 E
= [π
, π3]

E 5 π, +y πz = π, π
, = T

E) T = ET



computing [, M]
π

1 = π3 & π
, + π3 = 1

We get

- T + π3 =1 π3 = 1() π3 = 12 . 57
7

π
, =
=32

. 43

Invariant measure :

π= [ . 43 O · 57]

Rmk
.
We are not exactly under the condition

of or thenem :

-02/P=
↓ Y4 we have a classes
↓ O t

But (1 (Pii > 0 , i = 1
,
2
,
3 /



Example
Definition of the chain: Take S = {1, 2, 3} and

P =

0

@
1/3 0 2/3
1/4 1/2 1/4
1/2 0 1/2

1

A

Invariant measure: One finds

⇡ =
�
.43 0 .57

�

Large time behavior: One finds (e.g with R)

P30 =

0

@
43 0 .57
43 9⇥ 10�10 .57
43 0 .57

1

A
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We observe

lim Pij(n) = T
1

-

-

↑


