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Reversed chain

Let

X irreducible non-null persistent chain

Transition for X is P , invariant measure is ⇡

Hypothesis: Xn ⇠ ⇡ for all n

Set Yn = XN�n for 0  n  N

Then
1 Y is a Markov chain
2 The transition for Y is

P (Yn+1 = j |Yn = i) =
⇡j

⇡i
pji

Theorem 42.
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Recall Y = XN-n fle M =0, ...,N

Quantity to evaluate : Yuri = XN-Crai) = XN-1-

Qu = P ( Vnn = ins I Un = in
..

Yo = io

= PC Vnn = inn
, Yu = in , ...,

Y = 10

P(Vn = in .., Yo = io(

= P(XN-n- = Inn
, XN-n = in .., XN = 10

PCXmn-in
, ...,

XN = 10)
Rankor Unans .

t
= Tina Pinn , in= ... Pi,3

Tim Pin ,in .... Pi , it
- -

= Mino Pinn
,
in

Tin



summony we have found
P Yas = insil Yein

,.,
Yozto

= Minn Pina
,
in

Tim

Now ,
with the came type of computative

PC Ynn = inn/Yn = in) = Minn Pinn , in
Min

Thus Y is a Markov chain with mansition

Tj Pri
Ti



Proof of Theorem 42

Computing conditional probabilities: We have

P (Yn+1 = in+1|Yn = in, . . . ,Y0 = i0)

=
P (Y0 = i0, Y1 = i1, . . . ,Yn+1 = in+1)

P (Y0 = i0, Y1 = i1, . . . ,Yn = in)

=
P (XN�n�1 = in+1, XN�n = in, . . . ,XN = i0)

P (XN�n = in, . . . ,XN = i0)

=
⇡in+1 pin+1in pinin�1 · · · pi1i0

⇡in pinin�1 · · · pi1i0
=

⇡in+1 pin+1in

⇡in

= P (Yn+1 = in+1|Yn = in)

This gives the Markov property and the transition
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Reversed chain

Let

X irreducible non-null persistent chain

Transition for X is P , invariant measure is ⇡

Hypothesis: Xn ⇠ ⇡ for all n

Set Yn = XN�n for 0  n  N

Then
1 X is said to be reversible if Y has transition P
2 This is equivalent to

⇡i pij = ⇡j pji , for all i , j 2 S

Definition 43.
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-

↑
Mansition Pij mansition I. Pi

=

Pij = I Pri



Vocabulary

Detailed balance: Let

P transition matrix

� distribution

Then P ,� are in detailed balance if

�i pij = �j pji , for all i , j 2 S

Reversible in equilibrium: If X is such that

P , ⇡ are in detailed balance,

then X is said to be reversible in equilibrium
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Invariant measure and reversibility

Let

X irreducible Markov chain with transition P

Hypothesis: There exists a distribution ⇡ such that

⇡i pij = ⇡j pji , for all i , j 2 S (2)

Then
1 ⇡ is a stationary distribution
2 X is reversible in equilibrium

Theorem 44.
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much easier to recify than iP=I

=> X non-null persistent



Claim If TiPig = To Pri , then it is an
invariant measure

Proof [P]j = Es Ti Pij
detailed balance

= Es T Pri
=I CPstochastic makix(

= Ti
s
Pi

- πj

conclusion [P]:= πj

->It invariant



Proof of Theorem 44

Computation of ⇡ P : We have

(⇡ P)j =
X

i2S

⇡ipij

=
X

i2S

⇡jpji

= ⇡j

X

i2S

pji

= ⇡j
Conclusion:

1 ⇡ is invariant
2 X is reversible in equilibrium from (2)
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Ehrenfest di↵usion model (1)

Model: We consider

Two boxes A and B

Total of N gas molecules in A [ B

At time n, one molecule is picked from the N molecules

This molecule changes box

Process: We set

Xn ⌘ # molecules in Box A at time n
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Ehrenfest di↵usion model (2)
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Intuition : mean fur chr. measure = N
I

=> inv-measure "Gaussion" flactations
> Binomial is
discretea close to Gaussian



Ehrenfest di↵usion model (2)

For Ehrenfest’s model,

1 X is a Markov chain with

pi ,i+1 = 1� i

m
, and pi ,i�1 =

i

m

2 X is reversible in equilibrium with

⇡ = Bin

✓
N ,

1

2

◆
, that is ⇡i =

✓
N

i

◆✓
1

2

◆m

Proposition 45.

Samy T. (Purdue) Markov chains Stochastic processes 121 / 146

N N

N


