
HYP X non-null persistent , ineducible
X(0) π

,
where it inv dist

Object of interest : In = XN-m
,
where

N fixed and On =N

Facts :

· Y is MC
,
with hansition its Pri

Ti

2 we say that X is reversible if

Y has the same hansille as X
,
ie

it Pri = Pij Ti Pij = Ti Pri
Ti



Ehrenfest di↵usion model (1)

Model: We consider

Two boxes A and B

Total of N gas molecules in A [ B

At time n, one molecule is picked from the N molecules

This molecule changes box

Process: We set

Xn ⌘ # molecules in Box A at time n

Samy T. (Purdue) Markov chains Stochastic processes 119 / 146



Ehrenfest di↵usion model (2)
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Intuition : mean fur chr. measure = N
I

=> inv-measure "Gaussion" flactations
> Binomial is
discretea close to Gaussian



Ehrenfest di↵usion model (2)

For Ehrenfest’s model,

1 X is a Markov chain with

pi ,i+1 = 1� i

m
, and pi ,i�1 =

i

m

2 X is reversible in equilibrium with

⇡ = Bin

✓
N ,

1

2

◆
, that is ⇡i =

✓
N

i

◆✓
1

2

◆m

Proposition 45.
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shategy : More Xnx = Y (Xn, Enci) with Ent past

X is a Markov chain we have

Xnx = Xu + Zuri xn =#ball in A

where Enc E 4 - 1, 1

Zur Rademachen 1 .r. With

P = P) Znx = 1) = P) ball picked in boxB)
N-Xn = # balls in box B

=

N

= 1 - Xn 7 This a random prob.
T which depends of An

(not H of past (



Side rmk If zu Rademachen (p) ,
how to simulate z ?

We set z = 1( = P) - 1( >P)
with U ~2 (T0,i) Conly e .r. directly

accessible on computer)

ThenZ ~Rademacher (p)

Back to dynamics fur Xn : We have been

Xun = Xn + Enn ,
Enn = Rademachen(*)

- Xnn = X + 1(Unn - - En) - 1(ux- (HH

=> Xnx = 4) Xx ,
Una) , with hunin1) ind U(,D)



Partial conclusion

Xnx = X + 1(Unn - - En) - 1(Unn/- (
=> X Markov chain

Transition : We are only interested in
Pict , Pict

we have seen

Pica = P(4([ , U) = 20) ,
with UNU(,D)

= P(i + 1(x,y) - 14 > /) = (H)
= P(1( < / ) = 1)

-

= P(U = 1 - H ) = 1 - 1



In the same way
1

Pi
,-

= prob to pick a ball in box A
"

i
-

T

Next claim : T= Bin(N, 2) inv. distribution.
Fu this it is enough to prove

Ti Pij = ↑j Pri

Here we will just check

Ti Pi,u = Tir Piri
,
i

(i Pii = Hi-Pi, to be checked)



Ti =(Bin (N, E)]: = (N) (2) N
Verifying
Ti Pict = Tir Piri

,
i

(N-i)
T

N !Ti Pin =
i ! (N-i) !

1 D - )za

= (N-1) !

i ! N-i-1)! Tn

=

W !
His Pir

(in ! N-i-1)! In (a)

= (N-1) ! I

2 ! - i-1 ! za

Thus it is revessible in equilibrium



Proof of Proposition 45 (1)

Markov chain: One can write

Xn+1 = Xn � (2Yn+1 � 1), where Yn+1 ⇠ B
✓
Xn

N

◆

Otherwise stated: We also have

Xn+1 = Xn � 1(Un+1Xn
N )

+ 1(Un+1>
Xn
N )

⌘ '(Xn,Un+1),

where {Uk ; k � 1} are i.i.d U([0, 1])

Conclusion: X is a Markov chain with

pi ,i+1 = 1� i

m
, and pi ,i�1 =

i

m
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Proof of Proposition 45 (2)

Reversible in equilibrium: One checks that

⇡i pi ,i+1 = ⇡i+1 pi+1,i

⇡i pi ,i�1 = ⇡i�1 pi�1,i
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