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A model for radioactive particles emission

Model for the process

N(t) ⌘ # particles emitted at time t

N = {N(t); t � 0}
N(0) = 0 and N(t) 2 N
N(s)  N(t) if s  t

Emission model:

In (t, t + h) there might/might not be emissions

h small =) likelihood of emission is ' �h
,! with an intensity �

At most 1 emission if h is small
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on [0
,
t]

until

small parameter ,
we will often take

k > 0



Definition of Poisson process

Let

N = {N(t); t � 0} process with N(0) = 0 and N(t) 2 N

Then N is a Poisson process if

N(0) = 0 and t 7! N(t) is %

Probability P (N(t + h) = n +m|N(t) = n) of the form

8
><

>:

�h + o(h) if m = 1

o(h) if m > 1

1� �h + o(h) if m = 0

N(t)� N(s) ?? emissions on [0, s]

Definition 1.
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g(h) = 0(k) if Ex:
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RMK If N Poison
,
h small

P(N(t+h) = n (N(t) =n)

+ P (N(trh)= Url / N(t1 = n)

= 1 + 0(h) (Ex : g(h) = 1 n2 C
16

g(h)

Rmk If m > 1,
bhoo(n)

IP(N(trh) =n IN (t)=n) >> P(N)trh)= nu (N(t)=n)

1-bhroCh) >>> IP(N(th) = nrm(N(t)=n)

o(h)



Paths of a Poisson process
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M

Poisson process , # of the past

1

m
>



Vocabulary

Terminology for Poisson processes:

N(t) is interpreted as a number of arrivals

N is called counting process

Broader context:

N is a simple example of continuous time Markov chain

More general objects: in next section
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Birth of Poisson process

3 independent discoveries:

Lund, Sweden, 1903
,! Actuarial studies

Erlang, Denmark, 1909
,! Telecommunication networks

Rutherford, New Zealand, 1910
,! Particle emission
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Marginal distribution

Let

N Poisson process with intensity �

t � 0

Then
N(t) ⇠ P(�t) ,

that is for j 2 N we have

P(N(t) = j) =
(�t)j

j !
e��t

Theorem 2.
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In particular , # [N(t1]= JE



Intuition about N(E) ~Oldt) n= t
Th

ktIn It - (bolt
Th
-
-

d I I I I ↓
H of part. Or [0,ton each interval

,
set average-

= dt

X . = 1 (particle observed on A, Ek

According to the specifications
Xu B(bE) and Xk indep

N(t) = Xn = Bin(n ,d
n->D

7 P(bt)
- N(((t) -N(kt)


