
Simple birth

Model:

Living individuals give birth independently of one another

Each individual gives birth with probability �h + o(h)

No death

Claim:

The simple birth process is a birth process with �n = n �
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Model If N(t) = 1
,

then every individual

camong the n individuals) has a
oth rate = J. All indir. are #

Thus locally (on [t, trh)),

N(tth) -N(H = Bin (n
,
JK)

Fumula Fu small h

P(N(Eth) -N(t) = m IN (t)= n )

=

I (62)M(-6k)
n - m

+ o(h)
M

-

we have to discond every rem
which is oCh)



We have

P(N(Eth) -N(t) = m IN (t)= n )

=

n (62)M(-6k)
n - M

+ o(h)
M

case m = 0

IP(N(Ethl-NCH = 0 (N (t) =n )

= 1x (6h10 ( >2)
"

+ O(h)

=

I-ndh +o(h) (Tayla expansion ada)

Cale m = 1

IP(N(Ethl-NCH = 0 (N (t) =n )

= ndh ( ->h) "to(h) = ubh roCh)



Case m > /

IP(N(Ethl-NCH = M IN (t) =n )

= (m) (K)m 7-6K)
"-*
+o (h)

=0(h)

= O(h)

breth process with In =ndsummary

IP(N(Ethl-NCH = m (N(t) =n)

= 1 - ndh +oh) if m = 0

4 nb h roch) if m = 1

o(h) if m >



Simple birth (2)

Justification of the claim: Let M = # births in (t, t + h). Then

P
�
M = n

��N(t) = n
�
=

✓
n

m

◆
(�h)m (1� �h)n�m + o(h)

=

8
><

>:

n�h + o(h) if m = 1

o(h) if m > 1

1� n�h + o(h) if m = 0
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Simple birth with immigration

Model:

Living individuals give birth independently of one another

Each individual gives birth with probability �h + o(h)

No death

Constant immigration ⌫

Form of �n: We get
�n = n �+ ⌫
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Recall Fl Poisson
,
we have found

a famula fah

Pj(t) = P(N(t) = j) = P(N(t)= j (N(0)=0 (

we could have obtained

Pij(t) = P(N(stt) = j(N(s) = i)

- Pi-i(t) = e-bt (b) t
(s-i) !

Here o aim is to repeat that
Al a general birth process



Forward ode’s for the probabilities

Let

N birth process

Intensities {�j ; j � �1}, with ��1 = 0

Set
pij(t) = P

�
N(s + t) = j

��N(s) = i
�

Then for j � i the function pij satisfies

p0i ,j(t) = �j�1pi ,j�1(t)� �jpi ,j(t) ,

with initial condition pij(0) = �ij

Proposition 6.
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Ruk Pij(t) =0 if j < i

x system of
linear citt
equations



Backward ode’s

Let

N birth process

Intensities {�j ; j � �1}, with ��1 = 0

Set
pij(t) = P

�
N(s + t) = j

��N(s) = i
�

Then for j � i the function pij satisfies

p0i ,j(t) = �ipi+1,j(t)� �ipi ,j(t) ,

with initial condition pij(0) = �ij

Proposition 7.
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in ader to know pij , I must know

Pinit backward



Solving the forward system

Let

Intensities {�j ; j � �1}, with ��1 = 0

Set of indices {0  i , j < 1}

Then the system of equations

p0i ,j(t) = �j�1pi ,j�1(t)� �jpi ,j(t) if j � i

pij(0) = �ij
pij(t) = 0 if j < i

admits a unique solution

Theorem 8.
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=> Pij(0) = P(N()= j(Nk)=i)
Pij(t)= ((N(s+t)=j(N(x)= i) ·

dij=-Life

notation



Equations pr = biPij-bj Pij

case [Ci : Pij = O

case j = i : Equation becomes
O

P = - DiPie - bi Pic

4 Pl = -Di Pic & separable

Pii(01= /

=> Piilt) = e-tit



Equations pr = biPij-bj Pij

If we know Pirt In J > i
,
then

known

pij + bi Pij = bij Pij

linear dif eq , with integrating facts
editju

Easily colrable = unique solution
fl the system



Proof of Theorem 8

Case i = j : The equation becomes

p0i ,i(t) = ��ipi ,i(t) , initial condition pi ,i(0) = 1

Thus
pi ,i(t) = exp (��i t)

General case:

Obtained by recursion
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