
Laplace transform of transitions

Let

Intensities {�j ; j � �1}, with ��1 = 0

Set of indices {0  i , j < 1}
pij solution to forward system
p0i ,j(t) = �j�1pi ,j�1(t)� �jpi ,j(t)

Then for i  j the Laplace transform p̂ij satisfies

p̂ij(s) =
1

�j

jY

`=i

�`

s + �`

Proposition 11.
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Equations Dij = St Pij - Ji Dij

Laplace mansfum
= die

Sij-Pij(0) = J ij - Ji Pij

=> (Sablij = dij Jji

case j > i we get dijo ,
and thus

Bij = Sj - Pi
, j
- 1

subj
= ↓ j-1 Jj -2 Pi

, j -2
Stdj St Jj- 1

-
I J j Jj-1 Jarz Di

, juzo
↓j Stj Stj -1



Proof of Proposition 13 (1)

Laplace transform of the forward equation: The equation

p0i ,j(t) = �j�1pi ,j�1(t)� �jpi ,j(t)

becomes
s p̂ij(s)� �ij = �j�1p̂i ,j�1(s)� �j p̂ij(s)

Rearranging terms: We get

(s + �j) p̂ij(s) = �ij + �j�1p̂i ,j�1(s)
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Proof of Proposition 13 (2)

Case j > i : Since �ij = 0 in that case, we get

p̂ij(s) =
�j�1

s + �j
p̂i ,j�1(s)

=
�j�1

s + �j

�j�2

s + �j�1
p̂i ,j�2(s)

=
1

�j

�j

s + �j

�j�1

s + �j�1
�j�2 p̂i ,j�2(s)

Conclusion: Iterating the above computation, we get

p̂ij(s) =
1

�j

jY

`=i

�`

s + �`
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Backward and forward system

Consider the backward system

⇡0
i ,j(t) = �i⇡i+1,j(t)� �i⇡i ,j(t) , (1)

Then

The solution {pij ; i , j � 0} to the forward system
also solves the system (1)

Proposition 12.
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"Proof"of Prop 12 Start from equations

i = Ji irs
,-di ij (2)

La place Mansfum

Fij- dij = di Finj-biti (

Then we can check that

Pij() = J se

Satisfies relation (

=> ijj satisfies backward equations
Rmk Disli is One solution to (2)

>
There

might be an 8 number of solutions



Proof of Proposition 15

Backward equation in Laplace mode: We get

(s + �i) ⇡̂ij(s) = �ij + �i ⇡̂i+1,j(s) (2)

Forward solves backward: Take

⇡̂ij(s) = p̂ij(s) =
1

�j

jY

`=i

�`

s + �`

This solves (2)
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Problem with the backward system

Main problem:
Backward system may not have a unique solution

Minimal solution:

The unique solution of the forward system
is a minimal solution of the backward system
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Minimal solution of the backward system

Let

Intensities {�j ; j � �1}, with ��1 = 0

Set of indices {0  i , j < 1}
pij solution to forward system
p0i ,j(t) = �j�1pi ,j�1(t)� �jpi ,j(t)

Then

⇡ij solution of the backward system
=) We have pi ,j(t)  ⇡i ,j(t) for all i , j 2 S and t � 0

Proposition 13.
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Backward system and explosion

Relating explosion time and uniqueness:
1 If

P
j2S pi ,j(t) = 1, then

,! pi ,j is the unique solution of the backward system

2 Problem: {pi ,j(t); j 2 S} is not always a distribution

3 This is related to explosion time: we might have

P (T1 < 1) > 0, where T1 = lim
n!1

Tn
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Then pij) is also the largestpossible solution to
the backward system

=> the smallest solution is
also the largest

=> 7 ! solution
to backward

Th = n-th arrival timeThen solution to lackward

system is non unique
Next question : Do we have P(TO <0) =0 ?



N(E)

3 - S C

2 - O C

1 - O C

C

- t2 t
3

E

L2 > x >

X
, X2 X3

The Xi's are #
,

and XivE(bit)



Honest birth process

Let

N birth process

Intensities {�j ; j � �1}, with ��1 = 0

{Tn; n � 1} arrival times

Then N is said to be honest if

P (T1 = 1) = 1

Definition 14.
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(no explosion in finite
time (



Sum of exponential random variables

Let

{Xn; n � 1} sequence of independent random variables

Each Xn is such that Xn ⇠ E(�n�1)

T1 =
P1

n=1 Xn

Then

P (T1 < 1) =

(
0, if

P1
n=1

1
�n

= 1
1 if

P1
n=1

1
�n

< 1

Proposition 15.
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Applicatio : Xn = inter-arrival time



Setting Ini , ~ E(Sny
&

Easy case :I <&
n =0 N

In that case one can move that

El Xn] <0 =P x (0) = 1

X 20

Here ↑
Fubchi-Tonelli

&

E [xn] = z E[Xn]

= i jn-1 < o by
assumption

Conclusion If no, then

IP(x(0) = 1 (= Elontime (



Proof of Proposition 15 (1)

Case
P

n�1 �
�1
n < 1: Using Fubini-Tonelli we have

E [T1] = E

" 1X

n=1

Xn

#
=

1X

n=1

1

�n�1
< 1

Thus

P (T1 < 1) = 0
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Proof of Proposition 15 (2)

Case
P

n�1 �
�1
n = 1, strategy: We have

E
⇥
e�T1

⇤
= 0 =) P

�
e�T1 = 0

�
= 1

=) P (T1 = 1) = 1

We will thus prove

E
⇥
e�T1

⇤
= 0
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Proof of Proposition 15 (3)

Case
P

n�1 �
�1
n = 1, computation: We have

E
⇥
e�T1

⇤
= E

" 1Y

n=1

e�Xn

#

= lim
N!1

E

"
NY

n=1

e�Xn

#
(monotone convergence)

= lim
N!1

NY

n=1

E
⇥
e�Xn

⇤

= lim
N!1

NY

n=1

1

1 + ��1
n�1

=

 1Y

n=1

✓
1 +

1

�n�1

◆!�1
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Proof of Proposition 15 (4)

Infinite products: If un � 0, then

1Y

n=1

(1 + un) = 1 ()
1X

n=1

un = 1 (3)

Pseudo-proof of (3): We have

ln

 1Y

n=1

(1 + un)

!
=

1X

n=1

ln (1 + un)

⇣
1X

n=1

un
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Proof of Proposition 15 (5)

Recall: We have seen

E
⇥
e�T1

⇤
=

 1Y

n=1

✓
1 +

1

�n�1

◆!�1

Application of (3):

E
⇥
e�T1

⇤
()

1Y

n=1

✓
1 +

1

�n�1

◆
= 1 ()

X

n�1

��1
n = 1

Conclusion:
T1 = 1 ()

X

n�1

��1
n = 1
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