
We have seen

(PE Pt G ,
and trypt is makix

Id -volued

If t It is -valued
,
and

S Y'z
= y+ a = ayt

Yo = I

we know that ye = eat = : Ev an
n=0 n !

This is also nue fur matrices



Transitions from generator: matrix exponential

Assume

X Markov chain

The transition P is standard

Then Pt satisfies the relation

Pt = et G , where et A ⌘
1X

n=0

tn

n!
An

Proposition 30.
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Pleudo - moof We have P = PG = GPE
Thus

Pt - P = J Pr dr
= (, G+ PrDe = (, G(Pr -P +B) de

-
G (t-> Ps + Jj G (r=-P)dr,

= G(t-))8 + J
,

+ C ( Pdrz(dr,
= G(t+ )0s + 1,

+
G (
,
G( - P +Ps) dra Dr,

= G(t- )B + Ps 1, J, Dr Dr, + remainder

= G(t -> P + G PE + remainder

Irenaling ,
we get ZE



General inter-arrival

Let

X Markov chain with transition Pt

U random variable defined by

U = inf {t � 0;X (s + t) 6= i}

Then we have

L (U |X (s) = i) = E(�gii) ,

that is

P (U > t|X (s) = i) = exp (�gii t)

Proposition 31.
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Egii) egik dr

= (fgi) eg dr
I



UEM

Conditional law

If A CR is an event

U random variable
law o distribution

We say that L(UIA) = And
If

Elg(U) 1A] = J g (x) fa(x) C

-g founded

In fact it is enough to check
↑

USA =.

A
s



Gaussian distribution

X W(M ,
+2)

density of X
Then

- x-M)C
L(X)= C 252 d
-2πT2
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Recall An . ~E(d) represents a
non aging system

P(X > a +61 x > a) = P(x > b)

probab. To live >6 years when probab to live
om age is a > b years As

A baby

RMK We also have

If X has a density
=> X vE(J)

+ X not Aging for some


