Outline

© Continuous time Markov chain

@ Classification of states
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Irreducibility of chains

,—[Proposition 33.]
Let X Markov chain with standard transition P,

Then we have from ¢, me can neveL
@ For every pair i,j € S, either rcacke ;- Cshaeld pe
pii(t) =0 for all ¢ >} xoq or GG )
or
p;i(t) >0 for all t >0

@ Terminology: if p;j(t) >0 forall t >0
— X is said to be irreducible

© In order to know if X is irreducible
— draw graph related to G
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Birth process example

Recall: For the birth process,

"X X O 0 0
0 —X\ M 0 0
G=10 0 =X A 0

Nature of states:

All states are transient
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2 states example

Recall:

Nature of states:

o= 5]

The chain is irreducible
@/\A
O,
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Stationary distribution

~ Definition 34. | \
Let
@ X Markov chain with transition 'Dl:

@ T vector

Then 7 is a stationary distribution if
Q@ m;>0foralljeSand) ; sm=1

@ 7 satisfies m = wP; for all t > 0, that is

T = Zmpij(t), forall je$S €20

ieS

Can we make Hwe andchns wnplr 7
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Interpretation of stationary distribution

,—[Proposition 35.]
Let
@ X Markov chain with transition P

@ 7 invariant distribution

Then Xx©)
Xo~1m = X(t)~7 forallt>0

Otherwise stated,

P (X(t) = jI X(0) ~ m) = 7
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Stationary distribution and generator

,—[Proposition 36.] \

Let
@ X Markov chain with transition P and generator G
e T distribution

Then

7 invariant distribution <<— 7G =0
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Proof of Proposition 36

Basic relation: We have

76=0 <= 7G"=0
Reasoning with matrix exponential: We get

176G =0 <= Z—wcn—o forall t >0

n=1

— wzmcnzo, forall t >0

!

X n
n__
WZHG =mx, forallt>0

!

P =m, forallt>0
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Ergodic theorem

,—[Proposition 37.] \
Let

@ X Markov chain with transition P and generator G

@ Assume X is irreducible

Then
@ If there exists a stationary distribution 7, then

7 is unique and limy_,o p;(t) =7 forall i,j € S

@ If there is no stationary distribution 7, then
lim;oo pji(t) =0foralli,j €S
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2 states example (1)

Recall:
—a «@
G —
5
Invariant distribution: The chain is irreducible and we have
B o }
T [a +08 a+p i

= ple) — W fn =12
(ergodcc Hreuem )
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2 states example (2) o o
o ()
B -B

Recall: We have seen

{Zigg} T a i 3 m S {ﬂ exp (—(a + H)t)

Verifying the ergodic theorem: We get

[z = 2 = [
N— —

(2]

T, Ergodec Hreorem v
(WL ) Sa"aﬁed o M x_v;»/é
example
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