
Continuous example

Exponential law case: Let
X ⊋ E(1) and Y ⊋ E(1)
X →→ Y

We set S = X + Y .
Then

CRL of X given S is U([0, S]).
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Step 1 : Computing EC4(X)1S]

We will we a formula from our

set of examples : if f is the
joint density of (X, S) ,

then

E[y(x)1S] = g())
where

J4K) f (,3) bx
g(s) =

J f(x, 1)dx



stepo : Compute 1 . Here

xvE(1)
,
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In orderto compute f, we evaluata

#[h(x
,
5)]

= E[h(x
,
x+y)]

= Juz h(x
,
x+y) e - In+ (2) Anly) diy

= 180h(k, x+y) e++) chody



Recall A

E[h(x
,
>1)
= 1810h(k, x+y) e++) chody

x= c

CV : W= x S = x+y y = s - w

Domain : 01 <*

Jacobian : J = 1 detii (1 = 1

Thus

Elh(XS(] = %da e-(h(w, 1) da
= f(w,1)

= 181.
°
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f(x, 1) = e-5 1(0xx)
ETpA)IS]= g(s) withFor a rest function,

J4K) f (,3) bx
g(s) =

J f(x, 1)dx

=
Jin4() eS 10x()de

Jir e- 1(0 (()) dx

-
e-c" ( + (x)dx = + 134(x/c
e
-s A
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Conclusion : ET4(x)1ST64l) oh
Question : is this well defined? Yes

,
since

(i) P)S = 0) = 1st d = 0 fofs

(ii) ↑(S= ) = 1- Em F(x) = 0

Back to CRL

(i) For fixed 4 ,
the quantity

wroal 104 (2) 1CESCOs) Ca
is measurable



(ii) Ifw fixed ,
the function

4EC(M) re je4(x) oh
defines a distribution with density

f(x) = 5) 1 [0
,
Sc1(x)

We get a U)t0
,
(13) distributive

Thus U(TO
,
(3) defines a CRL

for 2(x1S) .



Continuous example

Proof: The joint density of (X , S) is given by

f (x , s) = e
→s1{0↑x↑s}.

Let then ω → Bb(R+). Thanks to Example 5, we have

E[ω(X )|S] = u(S),

with
u(s) =

∫
R+ ω(x)f (x , s)dx

∫
R2

+
f (x , s)dx

= 1
s

∫
s

0
ω(x)dx .
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Proof

In addition, S →= 0 almost surely, and thus if A ↑ B(R) we have:

E[ω(X )|S] =
∫

S

0 ω(x)dx

S
.

Considering the state space as = R+, S = B(R+) and setting

µ(ε, f ) = 1
S(ε)

∫
S(ω)

0
ω(x)dx ,

one can verify that we have defined a conditional regular law.
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Existence of the CRL

Let
X a random variable on (!, F0, P).
Taking values in a space of the form (Rn, B(Rn)).
G ↓ F0 a ϑ-algebra.

Then the CRL of X given G exists.

Theorem 29.

Proof: nontrivial and omitted.

Samy T. Conditional expectation Probability Theory 102 / 104



Computation rules for CRL
(1) If G = ϑ(Y ), with Y random variable with values in Rm, we have

µ(ε, f ) = µ(Y (ε), f ),

and one can define a CRL of X given Y as a family
{µ(y , .); y ↑ Rm} of probabilities on Rn, such that for all
f ↑ Cb(Rn) the function

y ↔↗ µ(y , f )

is measurable.
(2) If Y is a discrete r.v, this can be reduced to:

µ(y , A) = P (X ↑ A|Y = y) = P (X ↑ A, Y = y)
P (Y = y) .
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Fact: My; ) = 2(x1V=y)

EA (x) (x=y]



Computation rules for CRL (2)

(3) When one knows the CRL, quantities like the following (for
ϖ ↑ B(Rn)) can be computed:

E [ϖ(X )|G] =
∫

Rn

ϖ(x) µ(ε, dx)

E [ϖ(X )|Y ] =
∫

Rn

ϖ(x) µ(Y , dx).

(4) The CRL is not unique.
However if N1, N2 are 2 CRL of X given G
ϱ↗ we have ε-almost surely:

N1(ε, f ) = N2(ε, f ) for all f ↑ Cb(Rn).
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