
Def <Xinzo] is a martingale if

(i) XnE En (ii) XnEL'(r)

(iii) E EnrilFn] = Xn

Example Xn=Z: simple ru)
is a martingale if P(ti = =1) =
it is Markov for any iidzi's

with (p(zi = 1) = p ,
f pe(0,)

((zi = - 1) = 1- p



Conditional expectation in the past

Let X be a Fn-martingale and m → 0.
For all n → m we have

E [Xn| Fm] = Xm.

Proposition 3.

Proof: Recursive procedure.

Important corollary: Let X be a Fn-martingale and m → 0.
For all n → m we have

E [Xn] = E [Xm] = E [X0] . (1)

Samy T. Martingales Probability Theory 8 / 52



Proof of prop3. By induction

(i) n= m .
Then EFm

7

E [Xn1Fm] = E[Xm/Fm] = Xm

(ii) Assume ETX1F] = Xm. There

El Xar FmJEFrEdEnalFr] I Em]
= Xu

= E[XnIFm] r Xm

Induction works !



Consequence of Prop3 : En = m,

#[Xn] = E[Xm] = ... ETXo]

Proof = Xm from Prop 3

E[Xn] = Ed EIXIFm]]
= E[Xm]



Composition with a convex function

Let
X a Fn-martingale.
ω : R → R a convex function
ε→ such that ω(Xn) ↑ L

1(!) for all n ↓ 0.
Yn = ω(Xn)

Then Y is a submartingale.

Proposition 4.

Proof: application of Jensen for conditional expectation.

Example: If Xn is a random walk, X
2
n is a submartingale

ε→ Fluctuations increase with time.
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Proof Set Yn = y(tn) . We have

(i) Xne Fr
, y is measurable

=> ((n) EFr

(ii) By assumption , y(Xn)=YnEL

(iii) We want to prove

#[YurlFn] = Yn



Computation
>
convex

E[YnclEn] = E[y(Xn+)lEn]
Jensen =Xn

= Y)E[Xnu 1 Fn])

= y(Xn)

= Yu

=> ET Ynr /En] = Yu



Outline

1 Definitions and first properties

2 Strategies and stopped martingales

3 Convergence

4 Convergence in L
p

5 Optional stopping theorems
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Martingale transformation

Let (Fn)n→0 be a filtration and X , H Fn-adapted-processes.
We say that H is predictable if Hn → Fn↑1.
The transform of X by H is

[H · X ]n =
n∑

j=1
Hj !Xj , where !Xj = Xj ↑ Xj↑1

Definition 5.

Interpretation:
1 H ↓ game strategy

ω↔ Today’s decision depends on the information until yesterday
2 H · X ↓ value if strategy H is used
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EFj-
Def ( · x]n= HiXi AXj= Xj -Xj-

Interpretation: (H ·XIn describes the
evolution of your wealth when you
follow the strategy U.

Call On your fortune athime n.
you divide Cir into He units

of an asser with value Xn.

Gn = UnXn + (n-HnXn)

=> Gra = HrXno + (Gn-UnXu(

- Gina-Gn = Un &Xno



Origin of the word martingale :

strategy for a game allowing
to win almost surely

D'Alembert's martingale is
one of the most famous examples



D’Alembert

Some facts about d’Alembert:
Abandoned after birth
Mathematician
Contribution in fluid dynamics
Philosopher
Participation in 1st Encyclopedia
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Fu = +(5
, , .

-

.
In

Game : Flip a coin

IZi
= 1 if -the flip is 4

- I otherwise

=> : : X is a ru
,
thus

a martingale

Strategy : (1 = 1 E Fo

H2 = 2 if 3= -1 ,
Otherwise H=0

rij =21 =-1) E For



P(Si = 11) = 2
Set N = inf(n21 ; En = 1)

claim : N ac. In fact N-Gle)

claim : This strategy allows to with
$1 a. J . We have

[ · X]n =Hixi
N

->Exin= Hixi= (-1) +2
*+

(1)

=22
= 1



Problem : In order to win $1 ,
we have to bet

z = 2n - 1
,
N-g(z)

=> ElZ]=N=n)-

= 2 ( - 1

= D



D’Alembert’s Martingale

Example: Let Xn = ∑n
i=1 ωi be a random walk.

We interpret ωi as a gain ou a loss at ith iteration of the game.
The filtration is Fn = ε(ω1, . . . , ωn)

Strategy: We define H in the following way:
H1 = 1, thus H1 → F0.
Hn = 2 Hn→1 1(ωn→1=→1)

Let N = inf{j ↑ 1; ωj = 1}. Then

[H · X ]N =
N∑

j=1
Hj !Xj =

N∑

j=1
Hj ωj = ↓

N→1∑

j=1
2j→1 + 2N→1 = 1

We get an almost sure gain!
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Strategies and martingales

Let
X a martingale.
H a predictable process such that Hj !Xj → L

1 for all j .
Then H · X is a martingale.

Theorem 6.

Interpretation: One cannot win in a fair game context
ϑ↔ Compare with d’Alembert’s martingale
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Proof El Xin= 45 1x:

(i) ElXin= 45 /xiECFr
EFj C En

=> .Xin E Fr

(ii) Hyp : HiSXEL'fi

=> E-XTn = HiSXi



El . Xin= 45 1xi

(iii) [H · Xn = [H · Xin + HurSXma

=> El [H·XTm 1 Fn] EFn
linearity Efr

= ELE .Xin1Fn] + ElHnaAXno(En]
-o

= H -Xin + Unor #[Xnu-Xn1Fn]
Cmartingale prop

= . X]n



Proof

Main ingredients: We write

[H · X ]n+1 = [H · X ]n + Hn+1 (Xn+1 → Xn).

Then we use the fact that
1 H is predictable
2 X is a martingale
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Stopping time

Let
T : ! ↑ N̄ random time
Fn a filtration

We say that T is a stopping time for Fn if
For all n ↓ N, the set {ω; T (ω) = n} is Fn-measurable.

Definition 7.

Recall: basic examples are hitting times.
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Interpretation : If we observe
to
,
--

, Xn , we
know if

(T (n) or (n)

=I = 40,... 3 USDY

N = inf(j21 ; 5j = 1) =

( = n) = (3 ,
= 1)1 . - . 1(3m=)



In general, if Xn is a martingale
and any AEB(I)

↑
T= inf(80; XjtA)

is a stopping time :

(T= n)= (X(A)1 - - . 1(Xn #A)

1 (EA) Efm

Spoiler :An martingale and Xn20 as
=> Xn to for XoEL'


