
Prob space (2 ,
F

,
P)

Filtration [Enin > 03 ,
EnC Fur

Take : & < <0, 1, . . . 3 u(N)

wesay
that T is a cropinis

ST= n)E Fr n =0

Equivalently (check) ,
T shopping

rume if
2) T1n] E Er On



Example of stopping time

·Anlni adapted (XnEE)

· T= inf(R21 ; Xn = 2)

Second example Xn =0 and

Tc = infhu = 1; Xn -3,
43]



Stopped martingales

Let
X martingale
N stopping time

We set Yn = Xn→N . Then Y is a martingale.

Theorem 8.
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n1N = inf(n, Ny

·Xale vec



Recall : If X is a martingale
H is predictable Line En +

=> H . X is a martingale,
where

# .Xn= He 1x + a

Here
, if Yn = Xnun we have

Ax = Y - Ym = SX1(k-N)
=> Yn = Vo+ AX HR

= Yo + N>-1) &X



En C Frui

Summary Yn= YotHe Axe
with HR = 1(N>-1) EE ?

This is a mart . transform if
He E Fre

E Fu- (ince N stopping time

We have ( > k-1)= (N1(-1)

=> #NDk+ ) E Fre

Conclusion : Yn = Xen is a

martingale
stoppinglime : if (N(K) -> Er



Proof

Decomposition of Y : We have

Yj → Yj→1 = (Xj → Xj→1) 1(j→1<N).

Expression as transformed martingale: Set Hj = 1(j→1<N). Then

Yn = Y0 +
n∑

j=1
(Yj → Yj→1)

= Y0 +
n∑

j=1
(Xj → Xj→1) 1(j→1<N)

= Y0 +
n∑

j=1
Hj !Xj

In addition H is predictable. Thus Y is a martingale.
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Outline

1 Definitions and first properties

2 Strategies and stopped martingales

3 Convergence

4 Convergence in L
p

5 Optional stopping theorems
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convergence philosophy :

submartingales are (on average)

If we have a proper bound on

the requence ,
we will get

convergence



Convergence in L2

Let X such that
{Xn; n → 1} is a martingale.
For all n we have Xn ↑ L

2(!) and

sup
{
E[X 2

n ]; n → 0
}

↓ M < ↔. (2)

Then
1 L

2 ↗ limn→↑ Xn = X↑.
2 For all n → 0, we have Xn = E[X↑| Fn].

Theorem 9.
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First aim Prove that EnInz 1 is
a couchy sequence in L'(2).
That is

lim E[(n-Xm)"] = 0
m->

n= m

= EYE[XnXmIFmY]
= E4Xm ElXnIFm]]

We have
= E[Xm]

E [ (n- Xm)2] = EIXE]-ZE[XXm]+ EEX]

= E[X] - E[X]



Summary for n= m,
an

#[An-Xml] : ElX]-EIXm]

About sequence (nIn21 .
We have

(i) an is 1
,
since an-am = Elsquare]

(ii) an is founded Hyp: EIX] <M

=>And is convergent, thus Cauchy

conclusion : (n) is louchy in
L< (r)

and Xn > Xo in <(2)



second aim : prove Xn= E[XalFn]

For this
,
set V= /EIXolEn]-Xul

Sunce V2O
,
we have

V= 0 at it EIV] = 0
.
Now

EIU] = ESlEIXolFn] - Xn1Y large

= EG1 ETXolE] -E[Xn+hYE313
= ES/E[Xo-Xnok 1 En] 1) 11 conversation
Jensen )E[/X-Xn+el /Fu]]

ET Elz1F]]
= El/Xo-Xnth1]

= E[z]



Recall : xn->Xo in (1(2)

Conclusion We have seen

EIV] < ELIX- Xnck1]

< EE[No-Xark1]
k+ 0

, 0

We get EIVT =0 = V=0 a . ).

=> ETXolEn] = An a. ) .



Proof

Step 1: We set an = E[X 2
n ]. We will show that if n → m, then

E

[
(Xn ↑ Xm)2

]
= an ↑ am.

Indeed,
E[XmXn] = E {Xm E[Xn| Fm]} = E

[
X

2
m

]
.

Therefore

E

[
(Xn ↑ Xm)2

]
= E

[
X

2
n

]
+ E

[
X

2
m

]
↑ 2 E[XmXn]

= E

[
X

2
n

]
↑ E

[
X

2
m

]

= an ↑ am.
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Proof (2)

Step 2: Convergence in L
2.

• an+1 ↑ an = E[(Xn+1 ↑ Xn)2] =↓ n ↔↗ an increasing.

• Inequality (2) =↓ (an)n→0 bounded =↓ (an)n→0 convergent.

• E [(Xn ↑ Xm)2] = an ↑ am =↓ (Xn)n→0 Cauchy in L
2(!)

Conclusion: (Xn)n→0 converges in L
2(!) towards X↑.
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Proof (3)

Step 3: We have Xn = E[X↑| Fn].

Set
V = |E[X↑| Fn] ↑ Xn| .

We are reduced to show that E[V ] = 0.

Computation: For n, k → 0,

V = |E[X↑| Fn] ↑ E[Xn+k | Fn]|
= |E[X↑ ↑ Xn+k | Fn]| ↘ E [|X↑ ↑ Xn+k | | Fn]

Hence

E[V ] ↘ E [|X↑ ↑ Xn+k |] ↘ E
1/2

[
(X↑ ↑ Xn+k)2]

We get E[V ] = 0 whenever k ↗ ≃ above.
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Almost sure convergence

Let X satisfying
{Xn; n → 0} is a martingale or a submartingale.
We have

sup
{
E[X +

n ]; n → 0
}

⇐ M < ≃. (3)

Then
1 a.s ↑ limn↓↑ Xn = X↑.
2 We have E[|X↑|] < ≃.

Theorem 10.
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xn = max (0, xn)
x+1

>

supermartingale

suphE[X] ;n20] = Mcc



Application 1 .
Take An martingale

withIn 20. Then

(i) An is a supermartingate
(ii) Xi = 0 =>> X < M a. ).

Thus Xn <EL') a . s.

Note Xo EL' ,
but we don't

have necessarilyIn is X



Application 2 Take

(i) Xn martingale
(ii) (E[Xm(](< M 10

Then

EIX] < ELIXnI]-[x] EM

Thus

Xu a Xo

AND An Xo



Particular cases

Particular case 1:
(Xn)n→0 positive martingale =→ a.s ↑ limn↑↓ Xn = X↓.

Particular case 2:
sup{E[X 2

n ]; n ↓ 0} ↔ M < ↗ =→ a.s ↑ limn↑↓ Xn = X↓.
ω↘ We have both a.s and L

2 convergence.
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Convergence counterexample

Let
{εn; n ↓ 1} i.i.d Rademacher sequence
{Sn; n ↓ 0} defined by

↭ S0 = 1
↭ Sn = Sn↔1 + ωn for n ↓ 1

N = inf{n ↓ 1; Sn = 0}
Xn = Sn↗N

Then the following holds true:
1 Xn converges almost surely to 0
2 Xn does not converge in L

1(!)

Example 11.
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L Xu cropped martingale
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