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ElSuIXi] = El1xi]
= E[Xj(X] = ETXj] = M

= E[X(xi]+ E[X(X: ]

Hence

ETSn/Xi] = Xi+-1)M



we use two facts :
(i) 2(X, , . . ., Xi, .., Yo, ..., An

= 2(X.. + Xi , --, Xi , - - , (n)

and

Su(X, , . . ., Xi, .., Yo, ..., And

= Sn(X
.. Xi , - Xi , -, Xn)

Hence

#[xi /Sn] = E[Xj1Sn]

(ii) EIXilSn] = ElSnIn] =Ju

Thus

EIXi /Sn] = S



f

Density for the couple (X
., Sc) Let

YECoLI") .

We compute

E[y(X ,
<)] = El y(X,, x,+* )]

= SprY( ,+ ) f(x) f (x2) Chec Cha

CV : x = x
, , y = 2 + da

= x = x
,
2 = y - x ,

15) = /

Thes

# [4(X,, J21] density fast of couple (X , Sc)

~ Jay(x , y) f(x) fly-x)dedy (1)

Case * &(d) Then the density of
the couple (X..2) is , according to (11,

fxsc(k , y) = Je
- dx

+ Ja
-b(y-x)1yx+0)

=> fx
,
x(x , y)= j

-
2by 1xxx0)



conditional density According to our
formula in class

,
we have

#[4(x, ) /S2] = h(S)
,

where

h(y) = Ju(x) Ax ,s (1,y)dx
J fx

,
Sc(x) C

=> Jeml flifly-(1)
Jf(z) fly-z) dz

= Jel) for (ily) C ,

where the conditional density is

fxw(x(y) = f(x)f(y-x)
Jf(z) fly-z) dz



Case X, &(6) We have

fxw(x(y) = f(x)f(y-x)
Jf(z) fly-z) dz

Moreover

f(x)f(y -x)= Je
-by 1q(y)

Jf(z) fly-z) dz

= / >2 ede 1pzo) da
= je- by y

Hence

fxv(x(y) = + 10
.

g](x)
Y



CRL We have obtained
,
in the

Eld) case
,
that

2(X, 1S) = U([0
,
S2]) = M(W, .

This is a CML
.
That is

(i) For y ECo(M) ,

M(w,4) = ET ((X, ) 1S2]

=cos (2)d
Since wa Sc(w) is measurable ,
we also have

w M1w,e) measurable

(ii) For every 320, UT0,S] ) is
a probability Hence w-d .S

,

u([0, Sc(W1]) is a probability

Conclusion :

2(50
,S2]) is a CRL



conditioning For y : NxM < i We

have

# [Y(x, x7] : ES EIY( ,XS (Y]]

E(y(k, v)YS

rience

[[y(X, x17=(k
,y)22394 dy

12 !

Expression for the law we can write

2(X
,
%)= Mm,

where Mr admits the clensity

fa(y) = 2
-

CYy() (1)



computing EIg(x1] From 111 We

have

E[g(x)]= g(k)223ykay
12 !

= ye2 dy
=

The quantity In can be computed
thanks to a change of variable ,

ie

setting 2y = z we get

Fu = 1! ez atZ
= Chr:zk ezdt

= Chr N(k+ 1) = Ric
Thus

Eig(x1]=



Law of X Computing EIgCX1] for
& (k) = 1) , we get the pot
of X :

P)x= 4)= gnr ,
120

Nore that X* G-1
,
where

Gug(t) .

computing EIh(Y)1X] Since X is

a discrete random variable
, we have

E[h(X11x] = ((x)
,

where

((n)= E[h(Y) Lens]
, for 120

P(X =n)

We thus compute ,
thanks to Q11·

f(n) = 2mohly) 1) eye
- 60hlys amezy yo dy (1)

H !

Ax(y(n)



Filtration we rake

En = + (Y, . . ., Yn)

Integrability We have seen

Z
,
WEL'CLI

,
z1W = zwEL'(r)

Here since Y: EL'(2) and the Yo's
are independent, we get XnEL'Iv

Martingale properly we have
EIXlFn] : El Xn Yo /En]

= Xu ETYnalFn] (And Ful

= Xn El Yuri] (Yuu En

= Xu

Hence (1) is a martingale



convergence we have

x martingale , I 0
=> X -> Xo a . S

.,
With Xo EL'((

We still need to show that to = 0.

Log-sequence set

Zu = (n(Xn)

Then

Zu = (n(vi)



Easy case we have
Hyp

# [ In (x; 17 => In ([X]) = 0

Assume

In (vi)ELl
,

- m = ETln(il] so

Then by LIN we have

tim n En = ma . .

= lim En = - a . ) .
n->0

=> limxn = 0 C . ) .

General strategy we have seen

that An + xo a , with to <T0,N)
a . ). For Zu = In (n) this means

line Zu =-- if Xo = 0S zoE(-8
, d) if to >0

If we wish to prove to0, we
just have to show that

zo = [In (vi) divergent



Proof that I In (xi) divergent It is
sufficient to provethar

1n(% ) does not converge to 0

This is due to the fact that
"Vis away from 1 10".

Bounding: Since

P(Vi = 1) 10 , ETY] = 1

there exists I = [a
,
6) with a / c

P(XjI) = p > 0

I
Io I 6

nus P(YiEI) = D
j = 1

Inverse B-C

-> P(YiI(0) = 1

= za = 0



allsetting of PO 60 In is a marting
-arisfying the conditions of Problem 68

S

i- C

1xn-Xn-11 = M

If r = To also fulfills the
conditions of Po 68

,
that is

TEL'(c),

when we would get

#[ Sia] = EICo] = O (1)

contradiction relation (1) is impossible :

Sa = a a . )
,
hence El St

.
) = a

Thus

To L'(r)



T is a . ) . finite If (E (a ,6)
we have

P(x + Sat6(- a
.0)) = Goa > 0

Then write atf

carb+b
Ann = P(T > (1) (arb))

= EL 1tncard) 1SucanJarb -> (-a,6) ]
=> E(14> nCaro)) E[1(ncatrJardE(-a

,
6))1 Encaros]Y

- #[ 1(+JardE ( - a,b))](x= Sucarb)

- sup ↑(x+ Ja+6E(-a , b) (
xE(-a,b)

& 1-ba = I

Hence

and & Ellencars)] = g an

we get an a gm ,
hence

limno An = 0 and
To C . S.



DecomposingSt We have

S =
-a1(=a) + 61( =6)

optional stopping we have that

[Sn ; 121]

is a bounded martingale. Hence
#[S+ ] = 0

which can be written as

- a P(S= -a) + 6 P() = b) = 0
x Y

system The couple (x ,y) solves

& x
+

Y = 1

- ax + by = 0

=>Grb) y = a
6

=> y = a x=
a+ 6

we get P((+ = -a) = G
att



En is a martingale we have

(2) zn = Yn(Sn) => EnE For

(ii) (Sul -> n
,
hence ZwELOR)

=> ZnE L'IR)

(iii) We have

Enu = Suri-UH

= Sat Yal - (101)
=

= Su + 2SnYn + Yi-(nrl)

= Zn + 2Sn Yuri

Hence

E Enn 1Fn] = Zn + 2 Sn E[YnalFn]

= Ent2Sn ElYna] = En

Hence

En) is a martingate



Optional stopping problem Here T is

nor bounded and

& Entin20) not bounded

Application of the martingale prop For
a fixed n we have

#[ [i] = 0

=> EIShr] = ETTIR] (2s

Limit inths of 11) We have

Smit > St
,
Since To a . ).

ISmt1 < max (9264

By dominated convergence ,

limes EIChn] = El Si]

Limit inths of (1) By monotone
convergence

limno EITenT = ETT]



Computing EIT] We have obtained

EITT = E[SE]

= a
= P(S +=a) + b2p() = b)

=
a26 t abl
a+ b a + b

rience

EIT] = ab


