
WEIGHT FILTRATIONS ON GKZ-SYSTEMS1

THOMAS REICHELT AND ULI WALTHER2

Abstract. Given an integer matrix A ∈ Zd×n, we study the natural
mixed Hodge module structure in the sense of Saito on the Gauß–Manin
system attached to the monomial map φ : (C∗)d −→ Cn induced by A.
We completely determine in the normal case the corresponding weight
filtration by computing the intersection complexes with respective mul-
tiplicities that constitute the associated graded parts. Our results show
that these data are purely combinatorial, and not arithmetic, in the
sense that they only depend on the polyhedral structure of the cone of
A, but not on the semigroup itself. In particular, we extend results of
de Cataldo, Migliorini and Mustata to the setting of torus embeddings
and give a closed form for the failure of the Decomposition Theorem.

If A is homogeneous and if β ∈ Cd is an integral but not strongly res-
onant parameter, we make use of a monodromic Fourier–Laplace trans-
form to carry the mixed Hodge module structure from the Gauß–Manin
system to the GKZ-system attached to A and β. In case A is derived
from a normal reflexive Gorenstein polytope P , Batyrev and Stienstra
related certain filtrations on the generic fiber of the GKZ-system to the
mixed Hodge structure on the cohomology of a generic hyperplane sec-
tion inside the projective toric variety induced by P . Our formulae,
phrased in terms of intersection cohomology groups on induced relative
toric varieties, provide the necessary correction terms to globalize their
computation. In particular, we document that on the GKZ-system the
weight filtration will differ from Batyrev’s filtration-by-faces whenever P
is not a simplex: the intersection complexes contributing to the weight
filtration measure the failure of P to be a simplex.

Irrespective of homogeneity, we obtain a purely combinatorial for-
mula for the length of the Gauß–Manin system, and thus for the cor-
responding GKZ-system. In dimension up to three, and for simplicial
semigroups, we give explicit generators of the weight filtration.
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1. Introduction23

1.1. The Decomposition Theorem for proper maps. One of the hall-24

marks of Hodge-theoretic results in algebraic geometry is the Decomposition25

Theorem. For smooth projective maps between smooth projective varieties26

this asserts among other things the degeneration of the Leray spectral se-27

quence for Q-coefficients on the second page. Decomposition Theorems are28

refinements and generalizations of the Hard Lefschetz Theorem for projec-29

tive varieties; the key ingredient is the purity of the Hodge structure on30

cohomology. In this article we study and quantify an important instance of31

the failure of purity, and of the Decomposition Theorem. In order to state32

our results, we give the briefest of historical surveys, and we point to the33

excellent account [dCM09] for details.34

For singular maps and varieties, things can be rescued by replacing usual35

cohomology with intersection cohomology, and in both instances the state-36

ment has a local flavor in the sense that one can restrict to open subsets of37

the target. The advantage of intersection cohomology is that it has nice for-38

mal properties such as Poincaré duality, Lefschetz theorems, and Künneth39

formula. While it is not a homotopy invariant, there is a natural transfor-40

mation H i −→ IHi that is an isomorphism on smooth spaces and in general41

induces a H•-module structure on IH•. This version of the Decomposition42

Theorem, conjectured by S. Gel’fand and R. MacPherson, was proved by43

A. Beilinson, J. Bernstein, P. Deligne and O. Gabber.44

The construction allows for generalization of intersection cohomology to45

coefficients in a local system LU , defined on a locally closed subset U ⊆46

Z = Ū . The intersection complex of such a local system is a constructible47

complex that extends LU as a constructible complex (or the corresponding48

connection on U as D-module). In fact, the best form of the Decomposition49

Theorem in the projective case is in this language: if f : X −→ Y is a proper50

map of complex algebraic varieties then Rf∗ ICX splits (non-canonically) as51
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a direct sum of intersection complexes whose supporting sets are induced52

from a stratification of f .53

A particularly interesting case where the decomposition theorem has been54

well-studied are semismall maps (cf. [dCM09] for a nice survey). These maps55

arise often in geometric situations:56

• the Springer resolution f : Ñ −→ N of the nilpotent cone N of the57

Lie algebra to the reductive group G;58

• the Hilbert-Chow map between the Hilbert schemes of points X =59

(C2)[n] and the n-th symmetric product Y = (C2)n/Sn.60

The most explicit case is perhaps that of a fibration f : X −→ Y between61

toric complete varieties: H• and IH•of a complete toric variety can be writ-62

ten down in purely combinatorial terms, and [dCMM14] spells out how to63

write Rf∗(ICX) as sum of intersection complexes in terms of face numbers.64

1.2. Non-proper maps. The moment one moves away from proper maps,65

direct images of intersection complexes need no more split into sums of such.66

For example, embedding C∗ into C = C∗ t {pt} leads to a push-forward67

Rf∗OC∗ that naturally contains OC1 but the cokernel Opt is not contained68

in the image. At this point one requires a “weight” filtration on Rf∗OC∗69

akin to the one that forms part of Delignes construction of mixed Hodge70

structures on the cohomology of complex varieties. In the case C∗ ↪→ C,71

level 1 of the weight filtration on Rf∗(OC∗) is OC1 ; level 2 is the entire72

image.73

The appropriate powerful hybrid of intersection complexes and Deligne’s74

weights was constructed by M. Saito in his theory of mixed Hodge modules,75

inspired by the theory of weights for `-adic sheaves [Sai90]. The weight76

filtration, together with a “Hodge filtration” that can be seen as avatar77

of the usual Hodge filtration on cohomology, form the main ingredients of78

an object in Saito’s category of mixed Hodge modules. For maps between79

quasi-projective varieties he introduced a natural geometric filtration on80

Rf∗ ICX . For proper maps between algebraic varieties, the weight filtration81

on Rf∗ ICX is pure and in particular there is a Decomposition Theorem:82

Rf∗ ICX splits into intersection complexes and the splitting occurs in the83

category of mixed Hodge modules.84

In several natural situations properness is not available, and this necessi-85

tates nontrivial weights. Saito’s theory shows that in general the associated86

graded pieces of the weight filtration of any push-forward of a mixed Hodge87

module split as sums of intersection complexes, while for maps to a point88

the construction agrees with Deligne’s weights.89

One is naturally led to a very hard question, crucial to Saito’s theory, on90

the behavior of pure Hodge modules under open embeddings. In the world91

of toric varieties, once one gives up on complete fans, the most fundamental92

situation is the inclusion of an embedded torus into its (likely singular)93

closure:94
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Problem (Weight Decomposition for Open Tori). Let T = (C∗)d and con-95

sider the monomial map96

h : T −→ Cn =: V̂(1.2.1)

(t1, . . . , td) =: t 7→ tA := (ta1 , . . . , tan)

where97

A = (a1, . . . ,an) ∈ (Zd)n

is an integer d×n matrix. Determine the weight filtration {Wi}i on h+(OT )98

and for each associated graded quotient Wi/Wi−1 indicate the intersection99

complexes (support and coefficients) that appear as direct summands of this100

module.101

To our knowledge, the only other time where non-proper maps have been102

studied is the article [CDK16] on certain open subsets of products of Grass-103

mannians.104

1.3. Results and techniques. Throughout, A is an integer d × n matrix105

satisfying the three conditions of Notation 3.1 and we consider the induced106

monomial action of T on V̂ = Cn given by107

µ : T × V̂ −→ V̂ , (t, y) 7→ tA · y.(1.3.1)

With σ = R≥0A, denote Xσ (or just X) the closure of the orbit through108

1 = (1, . . . , 1) ∈ Cn. There is an orbit decomposition109

X =
⊔
τ

Oτ

where the union is over the faces τ of σ and Oτ = µ(T,1τ ) is the orbit
corresponding to τ (here, 1τ ∈ Cn is defined by (1τ )j = 1 if aj ∈ τ and
zero otherwise). Denote Qτ the constant sheaf on the orbit to τ and write
pQH

τ for the corresponding (simple, pure) Hodge module. With X = Xσ =
Spec (C[NA]) from Section 3, h factors as

T
ϕ //

h

55X
i // Cn = V̂(1.3.2)

Via Kashiwara equivalence along i, one identifies the mixed Hodge modules110

on X with those on V̂ supported on X. The following lists, in brief, our111

results in Section 3.112

(1) SinceOT is a (strongly) torus equivariantDT -module, the T -equivariant113

map h will produce (strongly) equivariant modules Rih+(OT ) (and only the114

0-th one is nonzero since h is affine). The intersection complexes appear-115

ing in the decomposition of the weight graded parts of Rh∗(
pQH

σ ) must be116

equivariant, supported on orbits. The underlying local systems are constant.117

(2) We identify two functors on equivariant sheaves with contracting118

torus actions. Using this identification, we then provide a recursive recipe119

for the exceptional pullback Hki!τ (h∗
pQH

σ /Wih∗
pQH

σ ) to an arbitrary orbit120

of the monomial action from (1.3.1).121
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(3) We unravel the recursion for H0i!τh∗
pQH

σ , for every τ , to provide an122

explicit expression for the multiplicity µστ (e) of the constant local system123

pQH
τ in the (d+e)-th graded weight part of h∗

pQH
σ in terms of an alternating124

sum whose constituents are indexed by flags in the face lattice of σ, see125

Proposition 3.10. The terms involve intersection cohomology dimensions126

of the affine toric varieties Xτ/γ associated to the semigroup of the cone127

τ/γ = (τ + Rγ)/Rγ.128

(4) Using some results on intersection cohomology of toric varieties by129

Stanley, and Braden and MacPherson, we express µστ (e) as a single intersec-130

tion cohomology rank on the dual affine toric variety Yσ/τ , associated to the131

dual of σ/τ , see Theorem 3.17.132

There are several noteworthy consequences. First of all, µστ (e) is a relative133

quantity in the sense that µστ (e) = µ
σ/γ
τ/γ (e) for any face γ inside τ . Secondly,134

the arithmetic properties of σ are inessential: the only information relevant135

for µστ (e) is the combinatorics of the polytope obtained from σ/τ by slicing136

it with a transversal hyperplane that “cuts off the vertex”. This is because137

the intersection cohomology numbers of Yσ/τ are entirely combinatorial.138

1.4. Consequences, applications, open problems.139

1.4.1. Hodge structures on GKZ-systems. Some interesting consequences of140

(1)-(4) above come from applying these results to the Fourier–Laplace trans-141

form of h+OT , a well-studied D-module all by itself.142

We briefly recall the notion of an A-hypergeometric system in our setup.143

Let RA = C[∂1, . . . , ∂n] be the polynomial ring, set DA = RA〈x1, . . . , xn〉144

the Weyl algebra and pick β ∈ Cd. Now consider the left ideal HA(β) of DA145

generated by146

IA = RA({∂u − ∂v | u,v ∈ Nn, A · u = A · v})
and147

Ei − βi :=

n∑
j=1

ai,jxj∂j − βi i = 1 . . . , d.

The module148

Mβ
A := DA/HA(β)

is the A-hypergeometric system induced by A and β. These systems were149

introduced by Gel’fand, Graev, Kapranov and Zelevinsky in the 1980’s; we150

refer to [SST00] and the current literature for more information on these151

modules, but highlight some properties.152

The strongly resonant quasi-degrees sRes (A) of A form an infinite discrete153

hyperplane arrangement in Cd which was introduced in [SW09] and used to154

sharpen a result of Gel’fand et al. by showing that β 6∈ sRes (A) is equivalent155

toMβ
A being the Fourier–Laplace transform of h+(OβT ) whereOβT is described156

before Theorem 4.4. In fact, it was Gel’fand and his collaborators that first157

observed a connection between A-hypergeometric systems and intersection158

complexes in [GKZ90, Prop. 3.2].159

If the semigroup ring SA := C[NA] ' RA/IA is normal (or, equivalently,160

if the semigroup NA is saturated in ZA) then 0 is not strongly resonant. In161
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particular then, the inverse Fourier–Laplace transform of M0
A is the module162

h+(OT ) from Section 3. Since the Fourier–Laplace transform is an equiv-163

alence of categories, our results on h+(OT ) solve for normal SA the long-164

standing problem of determining the composition factors for M0
A.165

The Fourier–Laplace transform does not necessarily preserve mixed Hodge166

module structures in general. However, if one assumes that IA defines167

a projective variety, one can use the monodromic Fourier–Laplace trans-168

form which produces the same output as the Fourier–Laplace transform on169

h+(OT ) and does carry mixed Hodge module structures. In particular, this170

equips M0
A with a natural mixed Hodge module structure inherited from h171

(cf. [Rei14]).172

There is a filtration-by-faces on a GKZ system, defined via the face fil-173

tration on the semigroup ring: the (d + k)-th level of this fitration is the174

submodule of M0
A generated by all monomials ∂u ∈ SA for which A ·u is not175

contained in a face of dimension d−k−1. This filtration was introduced by176

Batyrev in his study of the Hodge structure on the cohomology of a generic177

hypersurface in a toric variety constructed from a polytope [Bat93, Sti98].178

Adolphson and Sperber, and more recently Fang, also considered the face fil-179

tration in [AS, Fan18]. We show that this filtration is bounded above by the180

weight filtration, and that it really differs from it for all GKZ-systems whose181

semigroup cone is not the cone over a simplex. On can view the error terms182

that we find as the necessary “glue” that is required to globalize the result183

of Batyrev and Stienstra from the generic fiber to the entire GKZ-system.184

On the other hand, looking at h+(OT ), we show that the corresponding185

filtration-by-faces always captures the part of the weight filtration that has186

maximal dimensional support.187

1.4.2. Applications. We outline two possible applications of our results; one188

is concerned with mirror symmetry, the other comes from commutative al-189

gebra.190

Local cohomology at toric varieties: Let R = K[x1, . . . , xn] and suppose I191

is an ideal of R such that R/I is the semigroup ring C[NA] for some matrix192

A as above. Let J denote the variety comprised of the smaller torus orbits193

of the variety of I. Then there is a natural triangle194

−→ RΓJ(R) −→ RΓI(R) −→ M̂0
A[−c] +1−→

in the category of mixed Hodge modules where the first morphism is the195

canonical one and M̂0
A is the Fourier–Lalace transform of M0

A (i.e., h+(OT )196

up to shift). In the normal case this degenerates and an inductive proce-197

dure can be used to determine from our formulæ for M̂0
A the intersection198

complexes in the weight filtration of H•I (R). In particular, their vanishing199

(which at present is an open problem) can be determined. Making this200

explicit is the topic of a forthcoming work.201

Mirror symmetry : Let YΣ be a toric variety induced by the fan Σ. The202

secondary fan of YΣ induces a toric variety M and a family of Laurent203

polynomials over a Zariski open subset of M . This family is known as the204

Landau–Ginzburg model of Σ and encodes the Gromov–Witten invariants of205

YΣ. It turns out that the information relevant to Gromov–Witten invariants206
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is contained in the smallest weight part of the Gauß–Manin system, compare207

[Giv96, Giv98, Iri09, RS17, RS15] . It is conjectured that the parts of208

higher weight describe mirror symmetry for toric degenerations such as flag209

manifolds [IX16]. Our results here give concrete data on the GKZ side which210

one should want to match to those toric degenerations.211

1.4.3. Open problems. When SA is normal, the holonomic rank of Mβ
A (the212

dimension of the holomorphic solution space in a generic point) equals the213

volume of the convex hull of the columns of A together with the origin. In214

particular, this is an arithmetic quantity. In contrast, our results show that215

the holonomic length is purely combinatorial in that case; it only depends216

on the cd-index (see [BK91]) of the polytope over which σ is the cone.217

This suggests a new question that deserves study: what is the rank, and218

more generally the characteristic cycle, of the Fourier–Laplace transformed219

intersection complex IC(Lτ )? Our results allow for small d direct calculation220

of the rank of FL−1(IC(Lτ )) to any chosen face. In higher dimension one221

can write down recursions, but making them explicit is an open question.222

Furter, having a saturated composition chain for a D-module informs on the223

irreducible representations in the monodromy of the solution sheaf. Studying224

FL−1(IC(Lτ )) would be the first step towards a general understanding of the225

monodromy of M0
A.226

Finally, one should investigate whether one can place mixed Hodge mod-227

ule structures also on Mβ
A for other β. Obviously, this is doable in the normal228

case with β ∈ NA since [SW09] implies that the corresponding Mβ
A are iso-229

morphic to M0
A. Similarly, dual ideas reveal that for β integral and in the230

cone roughly opposite to NA, Mβ
A agrees with the Fourier–Laplace trans-231

form of h!(OβT ) and hence also inherits a mixed Hodge module structure,232

dual to the one discussed here. For other integral β, [Ste17, Ste18] describes233

FL−1(Mβ
A) as a composition of a direct and exceptional direct image, which234

can be used to export a MHM structure. Less clear are non-integral β: the235

use of complex Hodge modules allows to equip Mβ
A with β ∈ Rd with a236

MHM structure, see Sabbah’s MHM project [SS]. For certain β the Hodge237

filtration on Mβ
A is explicitly computed in [RS15].238

1.5. Acknowledgments. We would like to thank Takuro Mochizuki, Mircea239

Mustata, Claude Sabbah and Duco van Straten for helpful and engaging con-240

versations about this work. We are indebted to Avi Steiner for a very careful241

reading which resulted in many improvements, both technical and editorial.242

2. Functors on D-modules243

If K is a free Abelian group of finite rank, or a finite dimensional vector244

space, then we write K∗ for the dual group or vector space.245

We introduce the following notation. Let X be a smooth complex al-246

gebraic variety of dimension dX . The Abelian category of algebraic left247

DX -modules on X is denoted by M(DX) and the Abelian subcategory of248

(regular) holonomic DX -modules by Mh(DX) (resp. (Mrh(DX)). We ab-249

breviate Db(M(DX)) to Db(DX), and denote by Db
h(DX) (resp. Db

rh(DX))250
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the full triangulated subcategory in Db(DX) consisting of objects with holo-251

nomic (resp. regular holonomic) cohomology.252

Let f : X → Y be a morphism between smooth algebraic varieties and253

let M ∈ Db(DX) and N ∈ Db(DY ). The direct and inverse image functors254

for D-modules are denoted by255

f+M := Rf∗(DY←X
L
⊗M) and f+M := DX→Y

L
⊗ f−1M [dX − dY ]

respectively. The functors f+, f
+ preserve (regular) holonomicity (see e.g.,256

[HTT08, Theorem 3.2.3]).257

We denote by258

D : Db
h(DX)→ (Db

h(DX))opp

the holonomic duality functor. Recall that for a single holonomicDX -module259

M , the holonomic dual is also a single holonomic DX -module ([HTT08,260

Proposition 3.2.1]) and that holonomic duality preserves regularity ([HTT08,261

Theorem 6.1.10]).262

For a morphism f : X → Y between smooth algebraic varieties we addi-263

tionally define the functors264

f† := D ◦ f+ ◦ D and f † := D ◦ f+ ◦ D.
Let X be an algebraic variety. Denote by MHM(X) the Abelian category

of algebraic mixed Hodge modules and by Db MHM(X) the correspond-
ing bounded derived category. If X is smooth the forgetful functor to the
bounded derived category of regular holonomic DX -modules is denoted by

Dmod : Db MHM(X) −→ Db
rh(DX) .(2.0.1)

For each morphism f : X → Y between complex algebraic varieties, there265

are induced functors266

f∗, f! : Db MHM(X) −→ Db MHM(Y )

and267

f∗, f ! : Db MHM(Y )→ Db MHM(X) ,

which satisfy D ◦ f∗ = f! ◦ D, D ◦ f∗ = f ! ◦ D, and which lift the analogous268

functors f+, f†, f
†, f+ on Db

rh(DX) in case X is smooth.269

Let QH
pt be the trivial Hodge structure Q of type (0, 0), i.e. grWi QH

pt =270

grFi QH
pt = 0 for i 6= 0. Viewing it as a Hodge module on a point pt, denote271

by pQH
X := QH

X [dX ] the (mixed) Hodge module (a∗QH
pt)[dX ], where272

a : X → pt

is the unique map to a point. For smooth X the D-module underlying pQH
X273

is the structure sheaf OX in cohomological degree zero with grWi OX = 0 for274

i 6= dX .275

Let j : U → X be any Zariski dense smooth open subset of X and let276

L be a polarizable variation of Hodge structures (i.e., a vector bundle with277

a flat connection ∇ such that each fiber carries a Hodge structure, with278

∇(Fp) ⊆ Fp+1 for increasing filtrations, and a global polarization pairing)279

of weight w. Set pL := L ⊗ pQH
U . We denote by ICX(pL) the intersection280

cohomology sheaf with coefficients in pL; this is a pure Hodge module of281
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weight w+dX equal to im(H0j!
pL → H0j∗

pL). We write ICX for ICX(pQH
U );282

this does not depend on U , see [Dim04, Thm. 5.4.1, p. 156].283

Lemma 2.1. Let (X,S) be an algebraic Whitney stratification of X with a284

Zariski dense smooth open stratum U . Denote by iS : S → X the embedding285

of the stratum S ∈ S in X and let pL be as above. The following holds for286

morphisms in MHM:287

(1) i!S is left exact for every S ∈ S and does not decrease weights. (That288

is, if W≤k(M) = 0 then W≤ki
!
S(M) = 0).289

(2) H0i!U ICX(pL) = pL and Hki!U ICX(pL) = 0 for k 6= 0.290

(3) H0i!S ICX(pL) = 0 for U 6= S.291

Proof. The first statement follows from [KS94, Proposition 10.2.11] and292

[Sai90, (4.5.2)]. The second statement follows from the fact that i!U = i∗U293

is just the restriction to the open subset U which is exact. The last point294

follows from the characterization of ICX(pL) as im(H0j!
pL → H0j∗

pL) and295

[BBD82, 1.4.22 and 1.4.24]. �296

3. Weight filtration on torus embeddings297

3.1. Basic Notions.298

Notation 3.1. If C is a semiring (an additive semigroup closed under mul-299

tiplication) write CA for the C-linear combinations of the columns of the300

integer d× n matrix A. We assume that A satisfies:301

(1) ZA = Zd;302

(2) A is saturated : R≥0A ∩ Zd = NA;303

(3) A is pointed : NA ∩ (−NA) = {0ZA}.304

We let σ := R≥0A be the real cone over A inside Rd and consider the d-305

dimensional affine toric variety X := Xσ := Spec (C[NA]) ⊆ V̂ together306

with its open dense torus T := Tσ := Spec (C[ZA]). Properties (1)-(3) of A307

above imply that X is d-dimensional, normal by Hochster’s theorem, and308

has one T -fixed point.309

Let τ ⊆ σ be a dτ -dimensional face of σ. We denote by310

τZ := (τ+(−τ))∩Zd , τN = τ∩Zd and τR = τ+(−τ) = span(τ),

which are the Z-, N- and R-spans of the collection of A-columns in τ (con-311

sidering that NA is saturated). We associate to τ a dτ -dimensional torus312

orbit313

Tτ = Spec (C[τZ])

whose closure in Xσ via the embedding induced by NA� NF −→ ZF is314

Xτ = Spec (C[τN]).

Saturatedness of NA implies that Xτ is normal. The variety315

Uτ := Spec (C[σN + τZ])

gives an open neighborhood of Tτ in X. The affine toric variety316

Xσ/τ := Spec (C[(σN + τZ)/τZ])
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with its dense torus317

Tσ/τ := Spec (C[σZ/τZ])

is a normal slice to the stratum Tτ : there is an isomorphism Uτ ' Xσ/τ ×Tτ318

and a (non-canonical) isomorphism319

jτ : Xσ/τ × Tτ → X.

The inclusions Tσ/τ ↪→ Xσ/τ ↪→ X correspond to the (canonical) morphisms320

σN � (σN + τZ)/τZ −→ σZ/τZ. For any pointed rational polyhedral cone ρ321

in (a quotient of) Rd we denote by322

iρ : {xρ} ↪→ Xρ

the embedding of the unique torus-fixed point. Then we have the following323

diagram324

{xσ/τ} × Tτ
iσ/τ×id //

ρτ
))

Xσ/τ × Tτ
jτ
��

Tσ/τ × Tτ ' T
ϕσ/τ×idoo

ϕ

tt
X

of equivariant maps. �325

Definition 3.2. Let µ : Gm × Y → Y be a Gm-action on the variety Y .326

Write pr : Gm × Y −→ Y for the projection. A holonomic DY -module M327

is called Gm-equivariant if µ+M' pr+M as DGm×Y -module. �328

If v ∈ ZA is in the interior Int(σ∨) of the dual cone σ∨, then v defines a329

1-parameter subgroup κv : Gm = Spec C[z±] → T = Spec C[ZA] given by330

tu 7→ z〈u,v〉 which extends to a map κv : A1 → Xσ with limit point xσ ∈ Xσ.331

By adjusting the ambient lattice, similar statements hold for all faces τ .332

Lemma 3.3. Let iτ : {xτ} → Xτ be the inclusion of the torus fixed point333

and for any space X denote334

aX : X −→ pt

the projection to a point. If X = Xτ is one of our orbit closures, identify335

aXτ with aτ : Xτ → {xτ}.336

Let v ∈ τ∨ be an integer element in the relative interior of the dual cone
and consider the induced action of Gm on Xτ . For every Gm-equivariant
Hodge module M on Xτ we have the following isomorphisms

aτ ∗M' i∗τM and aτ !M' i!τM

Proof. It suffices to consider the case τ = σ. Denote by u : Xσr{xσ} → Xσ337

the open embedding of the complement of the fixed point xσ, abbreviate iσ338

to i and denote by a the map to a point. We have the exact triangle339

u!u
−1M−→M−→ i∗i

∗M +1−→
Applying a∗ we get340

a∗u!u
−1M−→ a∗M−→ i∗M +1−→
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and we will show a∗u!u
−1M = 0. As v ∈ Int(σ∨) , we have an action341

κv : A1×Xσ → Xσ with κ−1
v (xσ) = (A1×{xσ})∪ ({0}×Xσ). This gives the342

following Cartesian diagram343

Gm × (Xσ r {xσ})
u′ //

κ′v
��

A1 ×Xσ

κv
��

Xσ r {xσ}
u // Xσ

where κ′v is the restriction and u′ is the canonical inclusion. Consider the344

morphism g : Xσ → A1 × Xσ with g(x) = (1, x). The morphism g is a345

section of κv, hence κv ◦ g = idXσ . Therefore the composition346

a∗ → a∗κv∗κ
∗
v = (aA1×Xσ)∗κ

∗
v → (aA1×Xσ)∗g∗g

∗κ∗v = a∗g
∗κ∗v

is the identity transformation. In order to show that a∗u!u
−1M = 0 it is347

hence enough to prove that the intermediate module (aA1×Xσ)∗κ
∗
vu!u

−1M348

vanishes.349

By base change we get the following isomorphism:350

(aA1×Xσ)∗κ
∗
vu!u

−1M' (aA1×Xσ)∗u
′
!(κ
′
v)∗u−1M.

Since u−1M is Gm-equivariant, we have351

(κ′v)∗u−1M' pr∗u−1M' QH
Gm � u−1M.

Therefore we get352

(aA1×Xσ)∗u
′
!(κ
′
v)∗u−1M' (aA1×Xσ)∗u

′
!(QH

Gm�u
−1M) ' (aA1×Xσ)∗(u1!QH

Gm�u!u
−1M),

where u1 : Gm → A1 is the canonical inclusion. Since H•(A1, u1!QH
Gm) = 0,353

the Künneth formula shows that (aA1×Xσ)∗κ
∗
vu!u

−1M = 0. This shows354

the first claim. The second claim follows by dualizing; note that duals of355

equivariant modules are equivariant. �356

Recall that IH(−) (and IHc) denotes intersection cohomology (with com-357

pact support).358

Lemma 3.4. Let γ be a face of σ, Xγ the associated dγ-dimensional affine359

toric variety. The following holds360

(1) IH
dγ+k
c (Xγ) '

(
IHdγ−k(Xγ)(dγ)

)∗
.361

(2) IHdγ+k(Xγ) = IH
dγ−k
c (Xγ) = 0 for k ≥ 0.362

(3) IHk(Xγ) = 0 for k odd.363

(4) IH2k(Xγ) and IH2k
c (Xγ) are pure Hodge structures of Hodge–Tate364

type with weight 2k, i.e.365

grWi IH2k(Xγ) = 0 and grFj IH2k(Xγ) = 0 for i 6= 2k and j 6= −k.
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Proof. Temporarily, write a for aγ and i for iγ . Claim (1) follows from366

Verdier duality:367

IH
dγ+k
c (Xγ) ' Hka! ICXγ (pQH

Tγ )

' HkDa∗D ICXγ (pQH
Tγ )

' HkDa∗(ICXγ (pQH
Tγ )(dγ))

'
(
H−ka∗(ICXγ (pQH

Tγ )(dγ))
)∗

'
(

IHd−k(Xγ)(dγ)
)∗
.

From Lemma 3.3 we have the isomorphisms368

IHk(Xγ) = Hka∗ ICXγ (QH
Tγ ) ' Hki∗ ICXγ (QH

Tγ ) = Hk ICXγ (QH
Tγ )xγ .

Claim (2) follows from [Fie91, Theorem 1.2], which also implies—in con-369

junction with Remark ii.) in loc. cit.—Claim (3). Claim (4) follows from370

[Web04, Corollary 4.12]. �371

Let now τ, γ be faces of σ with τ ⊆ γ and set372

Xγ/τ := Spec (C[(γN + τZ)/τZ]).

The following result discusses (derived) pullbacks of constant variations373

of Hodge structures to torus orbits.374

Lemma 3.5. Let iτ,γ : Tτ −→ Xτ −→ Xγ be the torus orbit embedding
and let H be a polarizable Hodge structure of weight w (on a point). Then
pL := H ⊗ pQH

Tγ
is a (constant) variation of polarizable Hodge structures of

weight w + dγ on Tγ. We have the following isomorphisms in MHM(Tτ ):

Hk(i!τ,γ ICXγ (pL)) ' H ⊗ IH
dγ−dτ+k
c (Xγ/τ )⊗ pQH

Tτ ,(3.1.1)

Hk(i∗τ,γ ICXγ (pL)) ' H ⊗ IHdγ−dτ+k(Xγ/τ )⊗ pQH
Tτ .(3.1.2)

The weight filtration is given by:375

grWj Hk(i!τ,γ ICXγ (pL)) = grWj Hk(i∗τ,γ ICXγ (pL)) = 0

for j 6= w + dγ + k.376

Proof. Consider the following diagram:377

{xγ/τ}
iγ/τ // Xγ/τ Tγ/τ

ϕγ/τoo

{xγ/τ} × Tτ
iγ/τ×id //

p1

OO

iτ,γ
))

Xγ/τ × Tτ

p2

OO

jγτ
��

Tγ/τ × Tτ ' Tγ
ϕγ/τ×idoo

p3

OO

ϕγ
uu

Xγ

.
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Since pL is a constant variation of Hodge structures on Tγ ' Tγ/τ × Tτ , by
(cf. [Sai90, (4.4.2)]),

pL = H ⊗QH
Tγ [dγ ] ' (H ⊗QH

Tγ/τ
(−dτ )[−2dτ + dγ ]) �QH

Tτ (dτ )[2dτ ]

' p!
3(H ⊗ pQH

Tγ/τ
(−dτ )[−dτ ]) ' p!

3 (pL̃(−dτ )[−dτ ])

where we have set pL̃ = H ⊗ pQH
Tγ/τ

. We have the following isomorphisms

i!τ,γ ICXγ (pL) ' (iγ/τ × id)!(jγτ )! ICXγ (pL)

' (iγ/τ × id)! ICXγ/τ×Tτ (pL)

' (iγ/τ × id)!p!
2 ICXγ/τ (pL̃)(−dτ )[−dτ ]

' p!
1 i

!
γ/τ ICXγ/τ (pL̃)(−dτ )[−dτ ]

' i!γ/τ ICXγ/τ (pL̃) � DQH
Tτ (−dτ )[−dτ ]

' i!γ/τ ICXγ/τ (pL̃) �QH
Tτ [dτ ]

' i!γ/τ ICXγ/τ (pL̃) � pQH
Tτ .

Since ICXγ/τ (pL̃) is Tγ/τ -equivariant it follows from Lemma 3.3 that

Hk(i!γ/τ ICXγ/τ (pL̃)) ' Hk(a! ICXγ/τ (pL̃))

' Hk(a! ICXγ/τ (H ⊗ pQH
Tγ/τ

))

' IH
dγ−dτ+k
c (Xγ/τ )⊗H

as mixed Hodge structures. This gives the isomorphism378

Hk(i!τ,γ ICXγ (pL)) ' H ⊗ IH
dγ−dτ+k
c (Xγ/τ )⊗ pQH

Tτ .

The weight filtration on the intersection cohomology of Xγ/τ satisfies379

grWk IHi(Xγ/τ ) = 0 if i 6= k. Hence we get380

grWi Hk(i!τ,γ ICXγ (L)) =
⊕

i=l1+l2+l3

grWl1 H⊗CgrWl2 IH
dγ−dτ+k
c (Xγ/τ )⊗CgrWl3

pQH
Tτ = 0

for i 6= w + (dγ − dτ + k) + dτ = w + dγ + k.381

The statement (3.1.2) follows from a dual proof. �382

3.2. A recursion. The torus orbits Tτ ⊆ X equip Xan with a Whitney383

stratification (cf. [Dim92, Proposition 1.14]. Since the morphisms h, ϕ from384

(1.2.1) are affine, algebraic, and stratified, the perverse sheaf underlying385

ϕ∗
pQH

T is constructible with respect to this stratification. Since ϕ∗
pQH

T is a386

mixed Hodge module its weight graded parts are direct sums of intersection387

complexes (with possibly twisted coefficients) having support on the orbit388

closures Xτ = T τ . We write389

grWk ϕ∗
pQH

T =
⊕
γ

ICXγ (pV(γ,k)).(3.2.1)

Here the direct sum is understood as a direct sum over all faces γ of σ, and390

pV(γ,k) is a polarizable variation of Hodge structures of weight k on Tγ .391
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Here and elsewhere, for a mixed Hodge module M on Y , we regard as392

equivalent via Kashiwara equivalence, for Y closed in X, ICY (M) and its393

direct image on X, without necessarily explicitly referencing X. Moreover,394

we say that M has weight ≥ k if grW` M = 0 for ` < k.395

Our first result on (3.2.1) is a recursive formula; we continue to denote396

dσ by just d and Xσ by just X:397

Proposition 3.6. The weight filtration on the mixed Hodge module ϕ∗
pQH

T398

satisfies the following properties.399

(1) grWd+e ϕ∗
pQH

T = 0 for e 6= 0, 1, . . . , d.400

(2) supp grWd+e ϕ∗
pQH

T ⊆
⋃
dγ≤d−eXγ.401

(3) grWd ϕ∗
pQH

T = Wd ϕ∗
pQH

T = ICXσ , by which we denote ICX(pQH
T ).402

(4) grWd+1 ϕ∗
pQH

T =
⊕

τ ICXτ (L0
(τ,d+1) ⊗

pQH
Tτ

) where403

Lk(τ,d+1) := IHdσ−dτ+k+1
c (Xσ/τ )

is the intersection homology group with compact support of Xσ/τ .404

(5) For e > 1, grWd+e ϕ∗
pQH

T =
⊕

τ ICXτ (L0
(τ,d+e) ⊗

pQH
Tτ

) where405

Lk(τ,d+e) '

(⊕
γ⊇τ

L0
(γ,d+e−1) ⊗ IH

dγ−dτ+k+1
c (Xγ/τ )

)
Lk+1
τ,d+e−1

.(3.2.2)

An essential feature of the situation is that:406

(6) for all e, the module407

pLk(τ,d+e) := Hki!τ,σ(ϕ∗
pQH

Tσ/Wd+e−1ϕ∗
pQH

Tσ)

is pure of weight d+ e+ k. It is zero for dτ ≥ d− e+ 1− k and in408

any case isomorphic to a finite sum of copies of pQH
Tτ

.409

Proof. In order to ease the notation we denote in this proof by Qγ the Hodge410

module pQH
Tγ

.411

We will proceed by induction on e. Obviously, for e � 0, all parts hold412

trivially. Assuming Property (6) up to e as well as Property (5) up to e− 1,413

we show Property (6) for e+ 1 and Property (5) for e. Property (2) is then414

a direct consequence. Properties (3) and (4) are the induction start and are415

proved in the same fashion as the induction step, but look less uniform.416

Since Qσ has weight d and direct images do not decrease weights, the417

direct image ϕ∗Qσ = H0ϕ∗Qσ has weight ≥ d. Property (1) is hence a418

consequence of Property (2).419

We make the following Ansatz for the part of ϕ∗Qσ of weight d:420

Wdϕ∗Qσ =
⊕
γ

ICXγ (pV(γ,d)),

where pV(γ,d) is a polarizable variation of Hodge structures on Tγ of weight421

d.422
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We begin with the lowest weight case e = 0; then (5) is vacuous. Consider423

the exact sequence424

(3.2.3) 0 −→
⊕
γ

ICXγ (pV(γ,d)) −→ ϕ∗Qσ −→ ϕ∗Qσ/Wdϕ∗Qσ −→ 0.

Let τ be an dτ -dimensional face of σ; iτ,σ : Tτ → X is the natural embedding.425

Apply the functor i!τ,σ to (3.2.3), recalling that it is left exact and does not426

decrease weights (cf. Lemma 2.1.(1)). Because of Lemma 2.1.(2),(3) we get427

a long exact sequence428

0 −→ pV(τ,d) −→ H0i!τ,σϕ∗Qσ −→ H0i!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ) −→ · · · .

Since i!τ,σϕ∗Qσ = 0 for dτ < d by Lemma 2.1.(3) we obtain Property (6) for429

e = 0 and find pV(τ,d) = pLk(τ,d) = 0 for those τ . In the case dτ = d, we have430

τ = σ and i!σ,σϕ∗Qσ = Qσ and therefore obtain431

0 −→ pV(σ,d) −→ Qσ −→ H0i!σ,σ (ϕ∗Qσ/Wdϕ∗Qσ) .

Since ϕ∗Qσ/Wdϕ∗Qσ has weight > d and i!σ,σ does not decrease weight,432

pV(σ,d) ' Qσ. Altogether we have:433

pV(τ,d) =

{
Qσ for dτ = d,

0 for dτ < d.

Thus, for all τ , pL0
(τ,d) = pV(τ,d) and pL 6=0

(τ,d) vanishes. This shows Property434

(3) (and embodies Property (6) for e = 0).435

We next consider the weight d + 1 part. To begin, we use the fact that436

Wdϕ∗Qσ = ICXσ in order to compute Hk(i!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ)) for each437

face τ and all k ≥ 0. The exact sequence (3.2.3) becomes438

0 −→ ICXσ −→ ϕ∗Qσ −→ ϕ∗Qσ/Wdϕ∗Qσ −→ 0.

We apply again i!τ,σ to this short exact sequence and obtain439

0 // H0i!τ,σ ICXσ
// H0i!τ,σϕ∗Qσ

// H0i!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ)

ss
H1i!τ,σ ICXσ

// H1i!τ,σϕ∗Qσ
// H1i!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ)

ss
H2i!τ,σ ICXσ

// · · ·

.

For dτ = d we have Hki!σ,σϕ∗Qσ = Hki!σ,σ ICXσ = 0 for k ≥ 1 (as iσ,σ is440

an open embedding and therefore i!σ,σ is exact) and so441

pLk(σ,d+1) = Hki!σ,σ(ϕ∗Qσ/Wdϕ∗Qσ)

vanishes for all k (the case k = 0 follows from pL0
(σ,d) = Qσ).442
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For dτ < d we have Hki!τ,σϕ∗Qσ = 0 for all k, hence by Lemma 3.5 we443

have444

(3.2.4)
pLk(τ,d+1) := Hki!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ) ' Hk+1i!τ,σ ICXσ ' IHdσ−dτ+k+1

c (Xσ/τ )⊗Qτ .

In particular, pLk(τ,d+1) = Lk(τ,d+1) ⊗Qτ with Lk(τ,d+1) = IHdσ−dτ+k+1
c (Xσ/τ ).445

Since IHk+1
c (Xσ/σ) = 0 for all k ≥ 0 the formula above makes also sense446

for τ = σ. Notice that pLk(τ,d+1) is pure of weight d + 1 + k and since447

IHdσ−dτ+k+1
c (Xσ/τ ) = 0 for dσ−dτ +k+1 > 2(dσ−dτ ) we have pLk(τ,d+1) = 0448

for dτ ≥ d− k. This shows Property (6) in the case e = 1.449

In order to compute the weight (d+ 1) part of ϕ∗Qσ we make the Ansatz450

grWd+1 ϕ∗Qσ =
⊕
γ

ICXγ (pV(γ,d+1))

and consider the exact sequence451

0 −→
⊕
γ

ICXγ (pV(γ,d+1)) −→ ϕ∗Qσ/Wdϕ∗Qσ −→ ϕ∗Qσ/Wd+1ϕ∗Qσ −→ 0.(3.2.5)

The functor i!τ,σ produces the long exact cohomology sequence452

0 −→ pV(τ,d+1) −→ pL0
(τ,d+1) −→ H

0i!τ.σ (ϕ∗Qσ/Wd+1ϕ∗Qσ) −→ · · · .

Since i!τ,σ does not decrease weight, the third term has weight d+2 or more,453

and since pL0
(τ,d+1) is pure of weight d+ 1, (3.2.4) yields454

pV(τ,d+1) = pL0
(τ,d+1) = IHdσ−dτ+1

c (Xσ/τ )⊗Qτ ,

which shows Property (4).455

With this, (3.2.5) becomes now456

0 −→
⊕
γ

ICXγ (pL0
(γ,d+1)) −→ ϕ∗Qσ/Wdϕ∗Qσ −→ ϕ∗Qσ/Wd+1ϕ∗Qσ −→ 0,

and applying i!τ,σ we obtain457

0 //
⊕
γ⊇τ

(
L0

(γ,d+1) ⊗ IH
dγ−dτ
c (Xγ/τ )⊗Qτ

)
︸ ︷︷ ︸

=L0
(τ,d+1)

⊗Qτ

// L0
(τ,d+1) ⊗Qτ

// H0i!τ,σ (ϕ∗Qσ/Wd+1ϕ∗Qσ)

ss⊕
γ⊇τ

(
L0

(γ,d+1) ⊗ IH
dγ−dτ+1
c (Xγ/τ )⊗Qτ

)
// L1

(τ,d+1) ⊗Qτ
// H1i!τ,σ (ϕ∗Qσ/Wd+1ϕ∗Qσ)

rr⊕
γ⊇τ

(
L0

(γ,d+1) ⊗ IH
dγ−dτ+2
c (Xγ/τ )⊗Qτ

)
// · · · .

Here, the first column is owed to Lemma 3.5 and the equality in the first458

row follows from Lemma 2.1(3) resp. Lemma 3.4 (2).459
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Since both
⊕

γ⊇τ

(
L0

(γ,d+1) ⊗ IH
dγ−dτ+k
c (Xγ/τ )⊗Qτ

)
and Lk(τ,d+1) ⊗ Qτ460

are pure of weight d+ 1 +k, and since Hki!τ,σ(ϕ∗Qσ/Wd+1ϕ∗Qσ) has weight461

> (d+ 1 + k) the long exact sequence splits into sequences462

0→ Hki!τ,σ(ϕ∗Qσ/Wd+1ϕ∗Qσ) −→
⊕
γ⊇τ

(
L0

(γ,d+1) ⊗ IH
dγ−dτ+k+1
c (Xγ/τ )⊗Qτ

)
−→ Lk+1

(τ,d+1)⊗Qτ → 0,

pure of weight d+1+k+1. The category of pure Hodge modules is semisimple
and so there is a (non-canonical) splitting which induces an identification

Hki!τ,σ(ϕ∗Qσ/Wd+1ϕ∗Qσ) '

(⊕
γ⊇τ

L0
(γ,d+1) ⊗ IH

dγ−dτ+k+1
c (Xγ/τ )

)
Lk+1

(τ,d+1)

⊗Qτ

as pure Hodge modules. We now define vector spaces pLk(τ,d+2) by463

pLk(τ,d+2) := Lk(τ,d+2) ⊗Qτ := Hki!τ,σ(ϕ∗Qσ/Wd+1ϕ∗Qσ),

a pure Hodge module of weight d+ 2 + k. Since L0
(γ,d+1) is zero for dγ ≥ d464

and IH
dγ−dτ+k+1
c (Xγ/τ ) is zero for dγ − dτ + k + 1 > 2(dγ − dτ ), the term465

pLk(τ,d+2) is zero for dτ ≥ d− 1− k; this proves Property (6) for e = 2.466

We will now provide the inductive step, much in parallel to the above.467

Assume that468

pLk(τ,d+e) = Lk(τ,d+e) ⊗Qτ = Hki!τ,σ(ϕ∗Qσ/Wd+e−1ϕ∗Qσ)

is pure of weight d + e + k and pLk(τ,d+e) = 0 for dτ ≥ d − e + 1 − k (i.e.,469

Property 6 at level e).470

In order to compute the weight d+ e part of ϕ∗Qσ we make the Ansatz471

grWd+e ϕ∗Qσ =
⊕
γ

ICXγ (pV(γ,d+e))

and consider the exact sequence472

(3.2.6)

0 −→
⊕
γ

ICXγ (pV(γ,d+e)) −→ ϕ∗Qσ/Wd+e−1ϕ∗Qσ −→ ϕ∗Qσ/Wd+eϕ∗Qσ −→ 0

We apply the functor i!τ,σ and get the long exact cohomology sequence473

0 −→ pV(τ,d+e) −→ pL0
(τ,d+e) −→ H

0i!τ,σ (ϕ∗Qσ/Wd+eϕ∗Qσ) −→ · · · .

As i!τ,σ does not decrease weight, the third term has weight greater than474

(d+ e), and as pL0
(τ,d+e) is pure of weight d+ e we find475

pV(τ,d+e) = pL0
(τ,d+e).

The exact sequence (3.2.6) now becomes476

0 −→
⊕
γ

ICXγ (pL0
(γ,d+e)) −→ ϕ∗Qσ/Wd+e−1ϕ∗Qσ −→ ϕ∗Qσ/Wd+eϕ∗Qσ −→ 0,
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and i!τ,σ induces477

0 // L0
(τ,d+e) ⊗Qτ

// L0
τ,d+e ⊗Qτ

// H0i!τ,σ (ϕ∗Qσ/Wd+eϕ∗Qσ)

rr⊕
γ⊇τ

(
L0

(γ,d+e) ⊗ IH
dγ−dτ+1
c (Xγ/τ )⊗Qτ

)
// L1
τ,d+e ⊗Qτ

// H1i!τ,σ (ϕ∗Qσ/Wd+eϕ∗Qσ)

rr⊕
γ⊇τ

(
L0

(γ,d+e) ⊗ IH
dγ−dτ+2
c (Xγ/τ )⊗Qτ

)
// · · · .

Since both
⊕

γ⊇τ

(
L0

(γ,d+e) ⊗ IH
dγ−dτ+k
c (Xγ/τ )⊗Qτ

)
and Lkτ,d+e ⊗ Qτ are478

pure of weight d+e+k, and since furthermore Hki!τ,σ(ϕ∗Qσ/Wd+eϕ∗Qσ) has479

weight greater than (d+ e+ k), the long exact sequence splits in MHM(Xσ)480

into sequences481

0→ Hki!τ,σ(ϕ∗Qσ/Wd+eϕ∗Qσ) −→
⊕
γ⊇τ

(
L0

(γ,d+e) ⊗ IH
dγ−dτ+k+1
c (Xγ/τ )⊗Qτ

)
−→ Lk+1

(τ,d+e)⊗Qτ → 0.

The center term is pure of weight d+ e+k+ 1; hence the outer terms are as482

well. Since the category of pure Hodge modules is semisimple, the sequence483

splits (non-canonically) and there is an identification484

Hki!τ,σ(ϕ∗Qσ/Wd+eϕ∗Qσ) '

(⊕
γ⊇τ

L0
(γ,d+e) ⊗ IH

dγ−dτ+k+1
c (Xγ/τ )

)
Lk+1

(τ,d+e)

⊗Qτ .

We now define pLk(τ,d+e+1) and Lk(τ,d+e+1) by485

pLk(τ,d+e+1) := Lk(τ,d+e+1) ⊗Qτ := Hki!τ,σ(ϕ∗Qσ/Wd+eϕ∗Qσ),

and reiterate that pLk(τ,d+e+1) is pure of weight d+ e+ 1 + k. Since L0
(γ,d+e)486

is zero for dγ ≥ d−e+1 and IH
dγ−dτ+k+1
c (Xγ/τ ) is zero for dγ−dτ +k+1 >487

2(dγ−dτ ), the term pLk(τ,d+e+1) vanishes for dτ ≥ d−e+1−k. This finishes488

the inductive step for Property (6), establishes (5) in the process, and hence489

completes the proof. �490

Remark 3.7. It has been pointed out by A. Lörincz to us that the constancy491

of the local systems pL(τ,d+e) can be also seen as follows: pQH
T is equivariant,492

and hence so is ϕ∗
pQH

T . Since all orbit stabilizers are connected, [HTT08,493

Theorem 11.6.1] shows that each orbit can only support one equivariant494

local system, the constant one. See [LW19] for more details on equivariant495

D-modules.496

Example 3.8. We give an explicit description of the vector spaces Lk(τ,d+e)497

from Proposition 3.6 in the case d = 4 for e ≥ 1. Here, the (k, e)-entry for498

Lk(τi,d+e) is a sum over all γj that arise. For example, L0
(τ2,6) is the sum over499
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all γ3 of dimension 3 with τ2 ⊆ γ3 ⊆ σ of the terms listed under k = 0, e = 2500

in Table 3.2.9.501

502

The Hodge-structures Lk(τ0,d+e) for the unique τ0 ⊆ σ with dim τ0 = 0:503

(3.2.7)
k = 3 L3

(τ0,5) = IH8
c(Xσ/τ0) 0 0 0

k = 2 0 L2
(τ0,6) =

L0
(γ3,5)

⊗IH6
c(Xγ3/τ0 )

L3
(τ0,5)

0 0

k = 1 L1
(τ0,5) = IH6

c(Xσ/τ0) 0 L1
(τ0,7) =

L0
(γ2,6)

⊗IH4
c(γ2/τ0)

L2
(τ0,6)

0

k = 0 0 L0
(τ0,6) =

L0
(γ3,5)

⊗IH4
c(Xγ3/τ0 )⊕L0

(γ1,5)
⊗IH2

c(Xγ1/τ0 )

L1
(τ0,5)

0 L0
(τ0,8) =

L0
(γ1,7)

⊗IH2
c(Xγ1/τ0 )

L1
(τ0,7)

e = 1 e = 2 e = 3 e = 4

504

505

The Hodge-structures Lk(τ1,d+e) for all τ1 ⊆ σ with dim τ1 = 1:506

(3.2.8)

k = 3 0 0 0 0
k = 2 L2

(τ1,5) = IH6
c(Xσ/τ1) 0 0 0

k = 1 0 L1
(τ1,6) =

L0
(γ3,5)

⊗IH4
c(Xγ3/τ1 )

L2
(τ1,5)

0 0

k = 0 L0
(τ1,5) = IH4

c(Xσ/τ1) 0 L0
(τ1,7) =

L0
(γ2,6)

⊗IH2
c(γ2/τ1)

L1
(τ1,6)

0

e = 1 e = 2 e = 3 e = 4

507

508

The Hodge-structures Lk(τ2,d+e) for all τ2 ⊆ σ with dim τ2 = 2:509

(3.2.9)

k = 3 0 0 0 0
k = 2 0 0 0 0
k = 1 L1

(τ2,5) = IH4
c(Xσ/τ2) 0 0 0

k = 0 0 L0
(τ2,6) =

L0
(γ3,5)

⊗IH2
c(Xγ3/τ2 )

L1
(τ2,5)

0 0

e = 1 e = 2 e = 3 e = 4

510

511

The Hodge-structures Lk(τ3,d+e) for all τ3 ⊆ σ with dim τ3 = 3:512

(3.2.10)

k = 3 0 0 0 0
k = 2 0 0 0 0
k = 1 0 0 0 0
k = 0 L0

(τ3,5) = IH2
c(Xσ/τ3) 0 0 0

e = 1 e = 2 e = 3 e = 4

513

514

The table for σ = τ4 is determined by Proposition 3.6, Properties (2) and515

(3); it has only zero entries since σ only contributes to weight d. �516

3.3. An explicit formula. If we set517

ihkc (Xγ/τ ) := dimQ IHk
c (Xγ/τ )
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we can rewrite the dimension of L0
(γ,k) in Example 3.8 as follows:

dimQ L
0
(τ3,5)

= ih
2
c(Xσ/τ3 )

dimQ L
0
(τ2,6)

= ih
2
c(Xσ/γ3 ) ih

2
c(Xγ3/τ2 ) − ih

4
c(Xσ/τ2 )

dimQ L
0
(τ1,7)

= ih
2
c(Xσ/γ3 ) ih

2
c(Xγ3/γ2 ) ih

2
c(Xγ2/τ1 ) −

[
ih

4
c(Xσ/γ2 ) ih

2
c(Xγ2/τ1 ) + ih

2
c(Xσ/γ3 ) ih

4
c(Xγ3/τ1 )

]
+ ih

6
c(Xσ/τ1 )

dimQ L
0
(τ0,8)

= ih
2
c(Xσ/γ3 ) ih

2
c(Xγ3/γ2 ) ih

2
c(Xγ2/γ1 ) ih

2
c(Xγ1/τ0 )

−
[
ih

4
c(Xσ/γ2 ) ih

2
c(Xγ2/γ1 ) ih

2
c(Xγ1/τ0 ) + ih

2
c(Xσ/γ3 ) ih

4
c(Xγ3/γ1 ) ih

2
c(Xγ1/τ0 ) + ih

2
c(Xσ/γ3 ) ih

2
c(Xγ3/γ2 ) ih

4
c(Xγ2/τ0 )

]
+

[
ih

6
c(Xσ/γ1 ) ih

2
c(Xγ1/τ0 ) + ih

4
c(Xσ/γ2 ) ih

4
c(Xγ2/τ0 ) + ih

2
c(Xσ/γ3 ) ih

6
c(Xγ3/τ0 )

]
− ih

8
c(Xσ/τ0 )

dimQ L
0
(τ1,5)

= ih
4
c(Xσ/τ1 )

dimQ L
0
(τ0,6)

=
[
ih

2
c(Xσ/γ3 ) ih

4
c(Xγ3/τ0 ) + ih

4
c(Xσ/γ1 ) ih

2
c(Xγ1/τ0 )

]
− ih

6
c(Xσ/τ0 )

Again, each expression is to be summed over all possible faces γi of dimension518

i that satisfy the requisite containment conditions.519

The particular structure of the formulas for the dimension of these local520

systems is not coincidental. Our next task is to turn recursion (3.2.2) for521

L0
(γ,k) into a general explicit combinatorial formula.522

We set523

µστ (e) := dimQ(L0
(τ,d+e))

for the rank of the (constant!) local system pL(τ,d+e) corresponding to the524

intersection complex ICXτ (pL(τ,d+e)) occurring in grWd+e ϕ∗
pQH

T . We further525

introduce the following abbreviations.526

Notation 3.9. Let

ihγτ (k) := dimQ(IH
dγ−dτ+k
c (Xγ/τ ));(3.3.1)

`γ(k, e) := dimQ(Lk(γ,d+e)).(3.3.2)

Then527

`τ (k, 1) = dimQ(Lkτ,d+1) = dimQ(IHdσ−dτ+k+1
c (Xσ/τ )) = ihστ (k + 1)

by Proposition 3.6.(4), while the recursion (3.2.2) yields528

(3.3.3) `τ (k, e) =

∑
γ⊇τ

`γ(0, e− 1) · ihγτ (k + 1)

− `τ (k + 1, e− 1).

Let 0 < t ∈ N and let π = [π1, . . . , πm] a t be a partition1 of t of length529

|π| = m. We consider flags Γ = (γd0 ( γd1 ( . . . ( γdm) of faces of σ,530

of length |Γ| = m. Here, di is the dimension of γdi . Denote by ihΓ(π) the531

product532

ihΓ(π) := ih
γd1
γd0

(π1) · . . . · ihγdmγdm−1
(πm).

For comparable faces γ ( γ′, set533

ihγ
′
γ (π) =

∑
|Γ|=|π|

Γ=(γ,...,γ′)

ihΓ(π),

1We always assume that “partition” implies that each πj is nonzero, and that the
entries are ordered. The partitions of 3 are [3], [1, 2], [2, 1] and [1, 1, 1].
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and534

ihγ
′
γ (t,m) =

∑
πat
|π|=m

ihγ
′
γ (π).

�535

Proposition 3.10. The rank of the local system pL(τ,d+e) corresponding to536

the intersection complex ICXτ (pL(τ,d+e)) occurring in grWd+e ϕ∗
pQH

T is537

µστ (e) =
∑
m

(−1)m+dσ ihστ (e,m).

Proof. To start, note that, for γ′′ ⊇ γ one has the “product rule”538

ihγ
′′
γ (π′′ t π) =

∑
γ′′)γ′)γ

ihγ
′′

γ′ (π
′′) · ihγ′γ (π)

for any two partitions π′′ a t′′ and π a t and their juxtaposition π′′ t π =539

[π′′1 , . . . , π
′′
m′′ , π1, . . . , πm] a (t′′ + t).540

For each τ , place the numbers `τ (k, e) on a grid of integer points in the541

first quadrant of a page associated to τ as follows:542

(3.3.4) ((τ)) :

...
...

...
k = 2 ihστ (3) = `τ (2, 1) `τ (2, 2) `τ (2, 3) · · ·
k = 1 ihστ (2) = `τ (1, 1) `τ (1, 2) `τ (1, 3) · · ·
k = 0 ihστ (1) = `τ (0, 1) `τ (0, 2) `τ (0, 3) · · ·

e = 1 e = 2 e = 3 · · ·

The column e = 1 of the τ -page consists of the numbers dimQ IHdσ−dτ+k+1
c (Xσ/τ ) =543

ihστ (k+ 1) = `τ (k, 1). Then (3.3.3) implies that for e > 1 the entry in row k544

and column e of page ((τ)) is the difference a) − b) where545

a) is the sum over all σ ) γ ) τ of all products of ihγτ (k + 1) with the546

entry in row 0 and column e− 1 on the γ-page;547

b) the entry in row k + 1 and column e− 1 on the τ -page.548

Progressing along increasing column index, all entries on each page can be549

rewritten as sums of products ihΓ(π) of intersection cohomology dimensions550

ihγ
′′

γ′ (t). We call such product ihΓ(π) a “term”. It is immediate that each551

term on page ((τ)) arises from a flag that links τ to σ (i.e., τ = γ0, σ = γ|Γ|)552

with |Γ| = |π|.553

The sum in a) contains only terms ihΓ(π) where the initial element of π554

equals k + 1. On the other hand, it follows from induction on k that the555

terms in b) all have the initial element of the corresponding π greater than556

k + 1. So, formal cancellation of terms cannot occur in the recursion.557

When a term on the τ -page arises through case a) then the length of the558

term is greater (by one) than the length of the term on the γ-page that gave559

rise to it. However, that is not the case if it arises from case b) when it560

simply copied from the appropriate entry on the τ page, and so term length561

changes if and only if no new factor of −1 is acquired. In particular, the sign562

of a term is a function of the length of the term, modulo two. The recursion563
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forces the term to the partition [1, 1, . . . , 1] of length dσ to be positive. Hence564

all terms ihΓ(π) on each page carry a sign of (−1)|π|+dσ .565

Note that in a) one could allow γ = τ since ihττ (k+ 1) = 0. Similarly, one566

can admit γ = σ since `σ(0, e − 1) = 0 for e > 1. The sum in a) involves567

always all possible choices of γ, σ ⊇ γ ⊇ τ . Thus, if a partition π occurs568

at all in an entry on page ((τ)) then ihΓ(π) will occur in that entry for all569

flags Γ with |Γ| = |π| that start at τ and end with σ. In the following570

table we tabulate for small k, e the partitions that occur in Figure (3.3.4);571

here, in each term one should sum over all Γ of the appropriate length that572

interpolate from τ to σ (we will write ih([1, 1, 2]) instead of ihστ ([1, 1, 2]) etc.573

for ease of readability).574

(3.3.5)
...

...
...

k = 3 ih([4]) ih([1, 4])− ih([5]) ih([1, 1, 4])− ih([2, 4])− (ih([1, 5])− ih([6])) · · ·
k = 2 ih([3]) ih([1, 3])− ih([4]) ih([1, 1, 3])− ih([2, 3])− (ih([1, 4])− ih([5])) · · ·
k = 1 ih([2]) ih([1, 2])− ih([3]) ih([1, 1, 2])− ih([2, 2])− (ih([1, 3])− ih([4])) · · ·
k = 0 ih([1]) ih([1, 1])− ih([2]) ih([1, 1, 1])− ih([2, 1])− (ih([1, 2])− ih([3])) · · ·

e = 1 e = 2 e = 3 · · ·
It is therefore sufficient to investigate which partitions occur in the (k, e)-575

entry on page τ . Since the entries in column e = 1 come from a unique576

partition, the entries in column e will come from no more than 2e−1 parti-577

tions (the variation over all γ in the recursion does not affect the resulting578

partition π, only the flag Γ). The argument that no cancellation can occur579

reveals also that no fewer than, and hence exactly, 2e−1 partitions occur in580

each entry of column e.581

The partitions π used in the entry (k, e) on page τ have weight π1 + . . .+582

π|π| = e + k, again by induction on the column index. But the number of583

ordered integer partitions of weight e with positive entries is exactly 2e−1.584

Thus, all 2e−1 partitions of weight e actually occur in the entry (0, e), and585

• for each partition, each possible flag interpolating from τ to σ con-586

tributes, and no other;587

• the term ihΓ(π) has sign (−1)|π|+dσ ;588

as stated in the proposition. �589

The recursion as evidenced in Table (3.3.5) leads immediately to the fol-590

lowing result.591

Corollary 3.11. The number of copies `τ (k, e) of Qτ in Hki!τ,σ(ϕ∗Qσ/Wd+e−1ϕ∗Qσ) =592 ⊕
`τ (k,e) Qτ equals

∑
m(−1)m+dσ ihστ (e,m)k where the subscript k means593

each partition π = [π1, . . . , πm] a t that contributes to µστ (e) = `τ (0, e)594

in Proposition 3.10 is replaced by [π1, . . . , πm−1, πm + k] a (t+ k). �595

3.4. Dual polytopes. Our final step in this section is to give a compact596

value to the formula in Proposition 3.10. In order to carry out this discussion597

we have to introduce some notions from toric geometry.598

Notation 3.12. Let τ ⊆ γ ⊆ σ be faces of σ. The quotient face of γ by τ is599

defined as:600

γ/τ := (γ + τR)/τR ⊆ Rd/τR.(3.4.1)
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We define the dual cone and the annihilator of γ by601

γ∨ := {y ∈ (Rd)∗ | y(x) ≥ 0 ∀x ∈ γ} and γ⊥ := {y ∈ (Rd)∗ | y(x) = 0 ∀x ∈ γ}.

For faces τ and γ of σ, [τ ⊆ γ ⊆ σ] ⇔ [τ∨ ⊇ γ∨ ⊇ σ∨] and [τ ⊆ γ ⊆602

σ] ⇔ [τ⊥ ⊇ γ⊥ ⊇ σ⊥].603

There is an containment-reversing bijection604

τ ←→ τ? := τ⊥ ∩ σ∨

between faces τ of σ of dimension r and complementary faces τ? of σ∨ of605

dimension d− r.606

The notions of dual and annihilator as well as complementary face are607

relative to σ, although we usually suppress it in the notation. �608

Remark 3.13. We record two properties of µ that will be used later.609

(1) The numbers µστ (e) are relative in the sense that they only depend610

on the quotient variety Xσ/τ : Proposition 3.10 shows that µστ (e) =611

µ
σ/τ
τ/τ (e).612

(2) We derive a second recursive formula. Indeed, as an alternating sum
of weight e over all flags interpolating from 0 to σ, sorting the terms
by their first non-trivial flag entry γ, one obtains

µσ0 (e) = (−1)dσ+1 ihσ0 (e) +
∑

0(γ(σ

(
(−1)dγ−1

∑
k

µσγ(e− k) · ihγ0(k)

)
.

(3.4.2)

Here, the first summand corresponds to π = [e], the sum collects all613

others. Moreover, the additional power of −1 in all terms in the sum614

is owed to the fact that all partitions contributing to µσγ(e − k) are615

one step shorter than their avatars, the partitions of e.616

�617

Define

γ0 := {y ∈ (Rd)∗/γ⊥ | y(x) ≥ 0 ∀x ∈ γ}.

Since (γR)∗ ' (Rd)∗/γ⊥ naturally, γ0 is the dual of γ in its own span, hence618

absolute (independent of σ).619

We have the following basic lemma on the dual of the cone γ/τ relative620

to γR/τR.621

Lemma 3.14. Let τ ⊆ γ be faces of σ. Then622

(γ/τ)0 ' τ?/γ?,

the right hand side computed relative to σ.623
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Proof. We have (Rd/τR)?/(γ/τ)⊥σ/τ = τ⊥σ /γ
⊥
σ , computing on the left relative

to σ/τ and on the right relative to σ. We have thus:

(γ/τ)0 = {y ∈ (Rd/τR)?/(γ/τ)⊥ = τ⊥/γ⊥ | y(x) ≥ 0 ∀ x ∈ γ/τ}

= (γ∨ ∩ τ⊥)/γ⊥

= ((σ∨ + γ⊥) ∩ τ⊥)/γ⊥

= (σ∨ ∩ τ⊥ + γ⊥)/γ⊥

' (σ∨ ∩ τ⊥)/(σ∨ ∩ τ⊥ ∩ γ⊥)

= τ?/γ?

where the third equality follows from γ∨ = σ∨+ γ⊥ (cf. the proof of Propo-624

sition 2 on [Ful93, p.13]) and at the end we use the second isomorphism625

theorem. �626

Definition 3.15. If τ ⊆ γ are faces of σ, denote Yγ/τ the spectrum of the
semigroup ring induced by the dual cone of σ/τ in its natural lattice. In
other words, the cone γ/τ together with its faces defines a fan in γR/τR.
The corresponding toric variety is

Yγ/τ := Xτ?/γ? = X(γ/τ)0 .

�627

The following lemma compares the intersection cohomology Betti num-628

bers of Yσ/γ with those of Xγ/0 = Xγ .629

Lemma 3.16. Let σ be a strongly convex rational polyhedral cone of dimen-630

sion d as always. Then631

∑
0⊆γ⊆σ

(−1)dγ

(∑
i

ih2i(Yσ/γ) ti

)∑
j

ih2j(Xγ) tj

 = 0.

Proof. To a cone σ ⊆ RA = Rd belongs the affine toric variety Xσ =632

Spec C[σ ∩ Zd]. Here is an overview of the proof. We first explain ind-633

pendence of ih•(−) of the lattice used to produce Xσ. We then discuss com-634

binatorial intersection homology and how it applies to quotient polytopes635

and cones. Finally, we put the pieces together, using results of Stanley.636

Now let N ⊆ Rd be another Z-lattice (a free subgroup of rank d whose Q-637

span is QA). The affine toric variety XN
σ := Spec C[σ ∩N ] can be different638

from Xσ, however we have a canonical isomorphism639

(3.4.3) IH•(Xσ) ' IH•(XN
σ ).

This can be seen as follows: Consider the lattices N ′ ⊇ N in Rd. It is enough640

to prove that IH•(XN ′
σ ) ' IH•(XN

σ ). The finite group G := N ′/N naturally641

acts on XN ′
σ , and XN

σ is the quotient of XN ′
σ under this action (cf. [CLS11,642

Proposition 1.3.18]). We have the following isomorphism643

IH•(XN
σ ) ' IH•(XN ′

σ )G = IH•(XN ′
σ )
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where IH•(XN ′
σ )G is the G-invariant part. The isomorphism follows from644

[Kir86, Lemma 2.12] and the equality comes from the fact that the action645

of G is induced by the action of the open dense C-torus of XN ′
σ which acts646

trivially: a C-torus acting continuously on a rational vector space must647

have a dense subset acting trivially; continuity forces triviality everywhere.648

Hence when writing IH•(Xσ) we do not need to worry about the lattice with649

respect to which Xσ is defined.650

Assume that we are given a rational polytope P ⊆ Rd−1 of dimension
d−1. The set of faces of P (including the empty face ∅), ordered by inclusion,
forms a poset. Given such a polytope, Stanley [Sta87] defined polynomials

g(P ) =
∑

gi(P )ti and h(P ) =
∑

hi(P )ti(3.4.4)

recursively by651

• g(∅) = 1;652

• h(P ) =
∑
∅≤F<P (t− 1)dimP−dimF−1g(F );653

• g0(P ) = h0(P ), gi(P ) = hi(P ) − hi−1(P ) for 0 < i ≤ dimP/2654

and gi(P ) = 0 for all other i.655

Now assume 0 is in the interior Int(P ). From such a polytope we get a fan656

ΣP by taking the cones over the faces of P ; here the empty face corresponds657

to the cone {0} ⊆ Rd−1. This gives a projective toric variety XP . It was658

proved independently by Denef and Loeser [DL91] and Fieseler [Fie91] that659

hi(P ) = ih2i(XP ).

Denote by cone(XP ) the affine cone of XP . Then660

gi(P ) = hi(P )− hi−1(P ) = ih2i(cone(XP )) for 0 < i ≤ dim(P )/2.

The affine cone of XP has the following toric description: Consider the661

embedding of P ⊆ Rd−1 in Rd under the map i : x 7→ (1, x). Let Cone(P )662

be the (rational, polyhedral, strongly convex) cone over i(P ) with apex at663

the origin. Then cone(XP ) is an affine toric variety given by cone(XP ) =664

XCone(P )∨ = Spec C[Cone(P )0 ∩ (Zd)∗]. Hence we get665

(3.4.5) gi(P ) = ih2i(XCone(P )0) .

Two polytopes P1 and P2 are combinatorially equivalent if they have666

isomorphic face posets, denoted P1 ∼ P2. This is an equivalence relation,667

and g(P ) and h(P ) only depend on the equivalence class [P ] of P . Similarly,668

given two strongly convex rational polyhedral cones σ1 and σ2 we write669

σ1 ∼ σ2 if their face posets are isomorphic. If we have σi = Cone(Pi) for670

i = 1, 2 then [P1 ∼ P2]⇔ [Cone(P1) ∼ Cone(P2)].671

For a given rational polytope P with 0 ∈ Int(P ), the dual polytope is672

P ◦ := {x ∈ (RP )∗ | x(y) ≥ −1 ∀y ∈ P},

RP being the affine span of P . There is an order-reversing bijection of673

the k-dimensional faces F of P and the (dim(P )− 1− k)-dimensional faces674

{x ∈ P ◦ | x(F ) = −1} of P ◦.675
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If the origin is not in Int(P ), translate P so that 0 ∈ Int(P ) and then676

dualize. The combinatorial equivalence class of the dual is then well-defined677

and we still write P ◦ for this class.678

From a k-dimensional face F of the (d − 1)-dimensional polytope P we679

construct an equivalence class of (d− k − 2)-dimensional polytopes P/F as680

follows. Choose a (d−k−2)-dimensional affine subspace L whose intersection681

with P is a single point of the interior of F . Then a representative of682

P/F is given by L′ ∩ P where L′ is another (d − k − 2)-dimensional affine683

subspace, near L in the appropriate Grassmannians, and such that it meets684

an interior point of P . (One checks that this representative is well-defined up685

to projective transformation, hence the combinatorial type is well-defined).686

One can see easily that the cone over P/F is exactly Cone(P )/Cone(F ),687

compare (3.4.1):688

(3.4.6) Cone(P/F ) ∼ Cone(P )/Cone(F ) = (Cone(P ) + RF )/RF.

We will prove Lemma 3.16 using the following formula by Stanley [Sta92]689

(we use here a presentation given by Braden and MacPherson in [BM99,690

Proposition 8, formula (3)]):691

(3.4.7)
∑
∅⊆F⊆P

(−1)dimF g(F ◦)g(P/F ) = 0

The dual F ◦ of a rational polytope F is rational in many lattices. Choos-692

ing one such lattice yields a rational, polyhedral, strongly convex cone693

Cone(F ◦) for which Cone(F ◦)0 is well-defined. By (3.4.3), its intersection694

homology is independent of the lattice choice. It follows that, with γ the695

cone over F ,696

(3.4.8) gi(F
◦) = ih2i(XCone(F ◦)0) ' ih2i(XCone(F )) ' ih2i(Xγ)

where we used formula (3.4.3) for the last isomorphism. Recalling Definition697

3.15 and that Cone(P ) = σ, we obtain698

(3.4.9)
gi(P/F ) = ih2i(XCone(P/F )0) = ih2i(X(Cone(P )/Cone(F ))0) = ih2i(YCone(P )/Cone(F )) = ih2i(Yσ/γ),

where the first equality is (3.4.5), the second equality follows from (3.4.6),699

the third equality is Definition 3.15, and the last follows from (3.4.3). Plug-700

ging (3.4.8) and (3.4.9) into (3.4.7) and multiplying with (−1) we get the701

statement of the Lemma. �702

We are now ready to give our main result about the weight filtration703

on the inverse Fourier–Laplace transform of the A-hypergeometric system704

HA(0):705

Theorem 3.17. The associated graded module to the weight filtration on706

the mixed Hodge module h∗(
pQH

T ) is for e = 0, . . . , d given by707

grWd+e ϕ∗(
pQH

T ) '
⊕
τ

ICXτ (pL(τ,d+e)),

where pL(τ,d+e) = L0
(τ,d+e)⊗

pQH
Tτ

is a constant variation of Hodge structures708

of weight d+e on Tτ . Here L0
(τ,d+e) is a Hodge-structure of Hodge–Tate type709
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of weight d+ e− dτ of dimension710

µστ (e) = dimQ L
0
(τ,d+e) = ihdσ−dτ+e

c (Yσ/τ ),

compare Definition 3.15.711

Proof. In light of Proposition 3.10 it only remains to prove that µστ (e) =712

dimQ L
0
(τ,d+e) equals ih

dσ−dγ+e
c (Yσ/τ ).713

An inspection shows that if σ = τ then the theorem is (trivially) correct.714

We argue by induction on dσ − dτ . While in principle a Poincaré series only715

involves non-negative terms there is no harm in allowing negative indices:716

they just add zero terms.717

According to Lemma 3.16 we have718

0 =
∑

0⊆γ⊆σ
(−1)dγ

 ∞∑
j=−∞

tj · ih2j(Yσ/γ)

 ·( ∞∑
i=−∞

ti · ih2i(Xγ)

)

=
∑

0⊆γ⊆σ
(−1)dγ

 ∞∑
j=−∞

tj · ih2(dσ−dγ−j)
c (Yσ/γ)

 ·( ∞∑
i=−∞

ti · ih2(dγ−i)
c (Xγ)

)
(Lemma 3.4)

= (−1)dσ ·
∞∑

k=−∞
tk · ih2(dσ−k)

c (Xσ)

(from γ = σ)

+
∑

0(γ(σ
(−1)dγ

 ∞∑
j=−∞

tj · ih2(dσ−dγ−j)
c (Yσ/γ)

 ·
 ∞∑
j=−∞

ti · ih2(dγ−i)
c (Xγ)


(general γ)

+

∞∑
k=−∞

tk · ih2(dσ−k)
c (Yσ/0).

(from γ = 0)

where we have used Lemma 3.4 (1) for the second equality.719

Induction allows to substitute µσγ(dσ − dγ − 2j) for ih
2(dσ−dγ−j)
c (Yσ/γ) for720

all γ 6= 0, σ in the sum “general γ”. At the same time we can replace, by721

definition, ih
2(dγ−i)
c (Xγ) by ihγ0(dγ − 2i). With these substitutions, collect722

terms with equal t-power:723
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0 = (−1)dσ ·
∞∑

k=−∞
tk · ihσ0 (dσ − 2k)

(from γ = σ)

+
∞∑

k=−∞

 ∑
i+j=k

tk
∑

0(γ(σ
(−1)dγ

(
µσγ(dσ − dγ − 2j) · ihγ0(dγ − 2i)

)
(general γ)

+
∞∑

k=−∞
tk · ih2(dσ−k)

c (Yσ/0).

(from γ = 0)

In degree k we have therefore:

0 = (−1)dσ · ihσ0 (dσ − 2k) +
∑
i+j=k

 ∑
0(γ(σ

(−1)dγµσγ(dσ − dγ − 2j) · ihγ0(dγ − 2i)

+ ih2(dσ−k)
c (Yσ/0).

(3.4.10)

Since the odd-dimensional intersection homology Betti numbers are zero (cf.
Lemma 3.4 (3)), we can include all missing summands (−1)dγµσγ(dσ − dγ −
j′) · ihγ0(dγ − i′) with i′ + j′ = 2k without affecting the value of the sum.

Since ihγ0(dγ − i′) = ih
dγ+(dγ−i′)
c (Xγ) , no summand with i′′ := dγ − i′ ≤ 0

can contribute (cf. Lemma 3.4 (2)). We can therefore rewrite (3.4.10) to

0 = (−1)dσ · ihσ0 (dσ − 2k) +
∑
i′′

 ∑
0(γ(σ

(−1)dγµσγ(dσ − 2k − i′′) · ihγ0(i′′)

+ ih2(dσ−k)
c (Yσ/0).

(3.4.11)

In light of the recursion (3.4.2), this yields 0 = −µσ0 (dσ−2k)+ih
2(dσ−k)
c (Yσ/0)724

and finishes the inductive step. �725

4. Weight filtrations on A-hypergeometric systems726

In this section we translate the results from the previous section to hy-727

pergeometric D-modules on728

V := Cn

via the Fourier transform. Part of this is rather mechanical, but identifying729

the weight filtrations requires some extra hypotheses, see Corollary 4.13.730

4.1. Translation of the filtration. We start this section with various def-731

initions around A-hypergeometric systems. For more details, we refer to (for732

example) [MMW05, RSW18]. Our terminology is that of [MMW05].733

Throughout, we continue Notation 3.1734

Definition 4.1. Write LA for the Z-module of integer relations among the735

columns of A and write DCn for the sheaf of rings of differential operators736
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on V = Cn with coordinates x1, . . . , xn. Denote ∂j the operator ∂/∂xj . For737

β = (β1, . . . , βd) ∈ Cd define738

Mβ
A := DCn/IβA

where IβA is the sheaf of left ideals generated by the toric operators739

2u :=
∏
uj<0

∂
−uj
j −

∏
uj>0

∂
uj
j

for all u = (u1, . . . , un) ∈ LA, and the Euler operators740

Ei :=

n∑
j=1

aijxj∂j − βi.

�741

We will write Mβ
A := Γ(V,Mβ

A) for the DA-module of global sections742

where DA = Γ(V,DV ). Denote by RA (resp. OA) the polynomials rings743

over C generated by ∂A = {∂j}j (resp. xA = {xj}j). and set SA :=744

RA/RA{2u}u∈LA .745

We have

xuEi − Eixu = −(A · u)ix
u,

∂uEi − Ei∂u = (A · u)i∂
u.

Define the A-degree on RA and DA as746

degA(xj) = aj = −degA(∂j) ∈ ZA
and denote by degA,i(−) the degree associated to the i-th row of A. This747

convention agrees with the choices in [MMW05] but is opposite to that in748

[Rei14]. Then EiP = P (Ei + degA,i(P )) for any A-graded P ∈ DA.749

Given a left A-graded DA-module M we can define commuting DA-linear750

endomorphisms Ei via751

Ei ◦m := (Ei − degA,i(m)) ·m
for A-graded elements of M . If N is an A-graded RA-module N we get a752

commuting set of DA-linear endomorphisms on the left DA-module DA⊗RA753

N by754

Ei ◦ (P ⊗Q) := (Ei − degi(P )− degi(Q))P ⊗Q
for any A-graded P,Q. The Euler–Koszul complex K•(M ;E − β) of the A-755

graded RA-module N is the homological Koszul complex induced by E−β :=756

{(Ei−βi)◦}i on DA⊗RAN . The terminal module sits in homological degree757

zero. We denote by K•(N ;E − β) the corresponding complex of quasi-758

coherent sheaves. The homology objects are H•(N ;E−β) andH•(N ;E−β),759

respectively.760

For a finitely generatedA-gradedRA-moduleN =
⊕

αNα write degA(N) =761

{α ∈ ZA | Nα 6= 0} and then let the quasi-degrees of N be762

qdegA(N) := degA(N)
Zar

,

the Zariski closure of degA(N) in Cd.763

The following subset of parameters β ∈ Cd will be of importance to us.764
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Definition 4.2 ([SW09]). The set of strongly resonant parameters of A is765

sRes (A) :=
d⋃
j=1

sRes j(A)

where766

sRes j(A) :=
{
β ∈ Cd | β ∈ −(N + 1)aj − qdeg (SA/(∂j))

}
.

�767

Definition 4.3. Let768

〈−,−〉 :

V̂︷︸︸︷
Cn ×

V︷︸︸︷
Cn → C, (y1, . . . , yn, x1, . . . , xn, ) 7→

n∑
i=1

xiyi .

We define a D
V̂×V -module by769

L := O
V̂×V · exp((−1) · 〈−,−〉),

and we refer to [KS97, Section 5] for details on these sheaves. Denote by770

pi : V̂ × V → Cn for i = 1, 2 the projection to the first and second factor771

respectively (identifying the respective factor with the target). The Fourier–772

Laplace transform is defined by773

FL: Db
qc(DV̂ ) −→ Db

qc(DV ),

M 7→ p2+(p+
1M

L
⊗ L)[−n].

�774

We denote by M̂β
A the module of global sections to the sheaf775

M̂β
A := FL−1(Mβ

A)

and define the following twisted structure sheaves on T :776

OβT := DT /DT · (∂tt1 + β1, . . . , ∂tdtd + βd),

where we note that OβT ' O
γ
T if and only if β − γ ∈ Zd.777

Theorem 4.4. ([SW09] Theorem 3.6, Corollary 3.7) Let A be a pointed778

(d × n) integer matrix satisfying ZA = Zd. Then for the map h in (1.2.1),779

the following statements are equivalent780

(1) β 6∈ sRes (A);781

(2) M̂β
A ' h+OβT . �782

Theorem 4.4 implies that for β ∈ Zd r sRes (A) we have, with notation783

as in (1.3.2),784

M̂β
A ' h+OT ' i+ϕ+OT .

We now concentrate on integral β. Since OT is the underlying left DT -785

module of pQH
T this induces the structure of a mixed Hodge module on M̂β

A786

from Theorem 3.17. Recalling Definition 2.0.1 and bearing in mind that the787

functor i∗ preserves weight, we infer:788
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Corollary 4.5. For β ∈ Zd r sRes (A), the module M̂β
A = FL−1(Mβ

A)789

carries the structure of a mixed Hodge module HM̂β
A which is induced by the790

isomorphism791

M̂β
A ' Dmod(i∗ϕ∗

pQH
T ).

The corresponding weight filtration is given by792

grWd+e
HM̂β

A '
⊕
γ

īγ∗ ICXγ (pL(γ,d+e))

where īγ : Xγ → Cn is the embedding of the closure of the γ-torus, and793

pL(γ,d+e) = L0
(γ,d+e) ⊗

pQH
Tγ

is a constant variation of Hodge structures of794

weight d+e. Here L0
(γ,d+e) is a Hodge-structure of Hodge–Tate type of weight795

d+ e− dγ of dimension796

dimQ L
0
(γ,d+e) = ih

dσ−dγ+e
c (Yσ/γ),

with Yσ/γ as in Definition 3.15. �797

As a corollary, we obtain information about the holonomic length of M0
A.798

Recall that MIC(Xγ) = Dmod(IC(Xγ)) is the unique simple T -equivariant799

D-Module on V̂ with support Xγ .800

Corollary 4.6. Let A be as in Notation 3.1 and choose β ∈ Zd r sRes (A).801

Then Mβ
A carries a finite separated exhaustive filtration {Ŵ•Mβ

A}de=0 given802

by803

Ŵ•Mβ
A := FL(W•

HMβ
A).

This filtration satisfies804

grŴd+eM
β
A =

⊕
γ

µσγ (e)⊕
i=1

Cγ .

Here, Cγ = FLMIC(Xγ) is a simple equivariant holonomic D-module (that805

is independent of e and) which occurs in grŴd+eM
β
A with multiplicity µσγ(e) =806

ih
dσ−dγ+e
c (Yσ/γ) = ihdσ−dγ−e(Yσ/γ), the (dσ − dγ − e)-th intersection coho-807

mology Betti number of the affine toric variety Yσ/γ. �808

4.2. The homogeneous case: monodromic Fourier–Laplace. Although809

the Fourier–Laplace transformation does not preserve regular holonomicity810

in general, and soMβ
A may not be a mixed Hodge module, it is preserved for811

the derived category of complexes of D-modules with so-called monodromic812

cohomology. In this case we can express the Fourier–Laplace transformation813

as a monodromic Fourier transformation (or Fourier–Sato transformation).814

In order to make this work, we now assume that the matrix A is homoge-815

neous, which means that816

(1, . . . , 1)T ∈ Z(AT ).

Via a suitable coordinate change on the torus T , we can then assume that817

the top row of A is (1, . . . , 1).818
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Denote by819

θ : C∗ × V̂ → V̂

the standard C∗ action on V̂ ; let z be a coordinate on C∗. We refer to the820

push-forward θ∗(z∂z) as the Euler vector field E.821

Definition 4.7. [Bry86] A regular holonomic D
V̂

-moduleM is called mon-822

odromic, if the Euler field E acts finitely on the global sections of M: for823

each global section section v of M the set {En(v)}n∈N should generate a824

finite-dimensional vector space. We denote by Db
mon(D

V̂
) the derived cat-825

egory of bounded complexes of DV ′-modules with regular holonomic and826

monodromic cohomology. �827

Since we assume that A has (1, . . . , 1) as its top row, each M̂β
A is mon-828

odromic.829

Theorem 4.8. [Bry86]830

(1) FL preserves complexes with monodromic cohomology.831

(2) In Db
mon(DV ) and Db

mon(D
V̂

) we have832

FL ◦FL ' Id and D ◦ FL ' FL ◦D .

(3) FL is t-exact with respect to the natural t-structures on Db
mon(DV ′)833

resp. Db
mon(DV ).834

Proof. The above statements are stated in [Bry86] for constructible mon-835

odromic complexes. One has to use the Riemann-Hilbert correspondence,836

[Bry86, Proposition 7.12, Theorem 7.24] to translate the statements. So the837

first statement is Corollaire 6.12, the second statement is Proposition 6.13838

and the third is Corollaire 7.23 in [Bry86]. �839

We will now consider the monodromic Fourier–Laplace transform (or840

Fourier–Sato transform) which preserves the category of mixed Hodge mod-841

ules.842

Definition 4.9. Consider the diagram843

V̂×V︷ ︸︸ ︷
Cn × Cn

p1

}}

ω

!!
V̂ = Cn Cz × V

{0}×V︷ ︸︸ ︷
{0} × Cni0oo

where p1 is the projection to the first factor, i0 is the inclusion and the map
ω is given by

ω : V̂ × V −→ Cz × V

(y, x) 7→ (z =
∑

xiyi, y)
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The Fourier–Sato transform or monodromic Fourier transform is defined by

Db(MHM(V̂ )) −→ Db(MHM(V ))

M 7→ φzω∗
pp!

1M' φzω!
pp!

1M

where φz is the nearby cycle functor along z = 0 and we write pf ! :=844

f ![dY − dX ] for a map f : X → Y . The isomorphism follows from [KS94,845

Proposition 10.3.18]. �846

Remark 4.10. The original definition of the Fourier–Sato transform is differ-847

ent; we use here an equivalent version (see [KS94, Def. 3.7.8, Prop. 10.3.18])848

that is well adapted to mixed Hodge modules. �849

For a monodromic complex the (usual) Fourier–Laplace transformation850

and the monodromic Fourier transformation are the same (we use again the851

equivalent version of the Fourier-Sato version from [KS94]):852

Theorem 4.11. [Bry86, Théorème 7.24] Let M∈ Db
mod(DV̂ ) then853

DRan(FL(M)) ' φzω∗pp!
1DR

an(M). �

It follows that the monodromic Fourier transform induces an exact functor854

φzω∗
pp!

1 : MHM(V̂ ) −→ MHM(V )

We next identify a class of modules for which the monodromic Fourier trans-855

form has a very simple effect on the weight filtration.856

Proposition 4.12. Let π : V̂ r {0} → P(V̂ ) be the natural projection and857

j0 : V̂ r{0} → V̂ the inclusion. LetM∈ MHM(V̂ ) such thatM' (j0)∗π
!N858

for some N ∈ Db MHM(P(V̂ )). Then859

Wk

(
φzω∗

pp!
1M

)
' φzω∗pp!

1(WkM)

Proof. We first prove that the logarithm of the monodromy N acts trivially
on φzω∗p

!
1M. Define the subvarieties

U := {
n∑
i=1

yixi 6= 0} ⊆ P(V̂ )× V

Ũ := {
n∑
i=1

yixi 6= 0} ⊆ (V̂ r {0})× V

U1 := {
n∑
i=1

yixi = 1} ⊆ (V̂ r {0})× V

with the embeddings jU : U → P(V̂ )×V and j̃ : Ũ → (V̂ r{0})×V . Notice860

that we have isomorphisms861

f : C∗ × U1 −→ Ũ

(z, y, x) 7→ (z · y, x)
and g : U1 −→ U

(y, x) 7→ ((y1 : . . . : yn), x).
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Consider now the following diagram862

V̂ V̂ × V
p1oo ω // Cz × V C∗z × V

joo

(V̂ r {0})

j0

OO

π
��

(V̂ r {0})× V

j0×id

OO

p1oo

π×id
��

ω

88

Ũ

ω̃

99

πU

��

j̃

oo C∗z × U1
f

'
oo

id×ξ

OO

p2

��
P(V̂ ) P(V̂ )× Vπ1oo U

jUoo U1
g

'
oo

where ξ : U1 ⊆ (V̂ r {0}) × V → V is the projection to the second factor863

and p1, π1 resp. ω, ω̃ are the corresponding restrictions of p1 resp. ω.864

We have the following isomorphisms

j!ω∗
pp!

1M' j!ω∗
pp!

1j0∗π
!N

' j!ω∗(j0 × id)∗
pp!

1π
!N

' j!ω∗(j0 × id)∗(π × id)!pπ!
1N

' j!ω∗(π × id)!pπ!
1N

' ω̃∗j̃!(π × id)!pπ!
1N

' ω̃∗π!
Uj

!
U
pπ!

1N

' (id× πU2 )∗(f
−1)∗π

!
Uj

!
U
pπ!

1N

' (id× πU2 )∗f
!π!
Uj

!
U
pπ!

1N

' (id× πU2 )∗p
!
2g

!j!
U
pπ!

1N

Set N ′ := g!j!
Uπ

!
1N . We have (id×ξ)∗p!

2N ′ ' p̃!
2ξ∗N ′ where p̃2 : C∗z×V → V865

is the projection to the second factor. This shows that j!ω∗p
!
1M ' p̃!

2ξ∗N ′866

is constant in the z-direction. Hence the logarithm of the monodromy N867

acts trivially on the (unipotent) nearby cycles ψzω∗p
!
1M and therefore also868

on the vanishing cycles φzω∗p
!
1M.869

Set Liφzω∗
pp!

1M := φzWiH0ω∗
pp!

1M. The weight filtration on φzω∗
pp!

1M =870

φzH0ω∗
pp!

1M is the relative monodromy weight filtration with respect to871

the filtration L and the nilpotent endomorphism N . In the (current) case872

N = 0 we simply get Wiφzω∗p
!
1M = Liφzω∗p

!
1M = φzWiH0ω∗p

!
1M (cf.873

[Sai90, (2.2.7) & Proposition 2.4]).874

875

We now want to prove by decreasing induction on ` that876

• W`φzω∗
pp!

1M = φzω∗
pp!

1W`M877

• φzω∗pp!
1Gr

W
` M is pure of weight `.878

This is certainly true for ` � 0 since in this case W`M = M. Assume879

now that the two statements above are true for some `, we prove the two880

statements for `− 1. For this consider the exact sequence881

(4.2.1) φzω∗
pp!

1W`−1M−→ φzω∗
pp!

1W`M−→ φzω∗
pp!

1Gr
W
` M.
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Since W`φzω∗
pp!

1M = φzω∗
pp!

1W`M and since φzω∗
pp!

1Gr
W
` M is pure of882

weight ` we see that883

φzω∗
pp!

1W`−1M⊇W`−1φzω∗
pp!

1M.

To show the other inclusion, we consider the morphism884

H0ω!
pp!

1W`−1M−→ I`−1 −→ H0ω∗
pp!

1W`−1M,

where I`−1 is the image of the morphismH0ω!
pp!

1W`−1M→H0ω∗
pp!

1W`−1M.885

Notice that the map (4.2.1) becomes an isomorphism after applying φz886

(cf.[KS94, equation 10.3.32]).887

888

Since pp!
1W`−1M = W`−1

pp!
1M and the functor ω! does not increase889

weight we have H0ω!
pp!

1W`−1M ⊆ W`−1H0ω!
pp!

1M. Because I`−1 is a890

quotient of H0ω!
pp!

1W`−1M we also have W`−1I`−1 = I`−1. Since I`−1891

is a subobject of H0ω∗
pp!

1W`−1 the morphism N acts trivially and therefore892

W`−1φzI`−1 = φzI`−1. The isomorphism φzI`−1 ' φzω∗pp!
1W`−1M shows893

φzω∗
pp!

1W`−1M = W`−1φzω∗
pp!

1W`−1M⊆W`−1φzω∗
pp!

1M

We now want to show that φzω∗
pp!

1Gr
W
`−1M is pure of weight `− 1. For894

this consider the morphisms895

H0ω!
pp!

1Gr
W
`−1M−→ Gm −→ H0ω∗

pp!
1Gr

W
`−1M

where G`−1 is the image of the morphismH0ω!
pp!

1Gr
W
`−1M→H0ω∗

pp!
1Gr

W
`−1M.896

Notice again that the map above becomes an isomorphism after applying φz.897

Since pp!
1 preserves weight, and since ω! does not increase weight and since898

ω∗ does not decrease weight the module G`−1 is pure of weight `− 1. Since899

φzG`−1 is a subobject of φzH0ω∗
pp!

1Gr
W
`−1M and φzH0ω∗

pp!
1Gr

W
`−1M is a900

quotient of φzH0ω∗
pp!

1M the morphism N is trivial on φzG`−1. Therefore901

φzG`−1 ' φzH0ω∗
pp!

1Gr
W
`−1M is pure of weight `− 1.902

This finishes the proof of the proposition. �903

If we endow the GKZ-systemM0
A with the mixed Hodge module structure904

coming from the monodromic Fourier transformation we get the following905

result.906

Corollary 4.13. For homogeneous A in the context of Corollary 4.6 and907

Definition 4.9, let HM0
A be the GKZ-system endowed with the mixed Hodge908

module structure coming from the isomorphism909

M0
A ' Dmod(φzω∗

pp!
1
HM̂0

A)

with HM̂0
A as in Corollary 4.5. Then910

Dmod(Wk
HM0

A) = φzω∗
pp!

1(Wk
HM̂0

A) = FL(WkM̂0
A).
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Proof. It remains to shows that HM̂0
A can be written as (j0)∗π

!N for some911

N ∈ Db MHM(P(V̂ )). Consider the diagram912

T

pr

��

h0

''

h // V̂

V̂ \ {0}

j0

OO

π
��

T
h // P(V̂ )

where pr : T → T is the projection to the last d− 1 coordinates h = j0 ◦ h0

is the canonical factorization and h is the projectivization of h. We have

HM̂0
A ' h∗pQH

T ' h∗pr∗ pQH
T
' h∗pr! pQH

T
' h∗pr! pQH

T
(−1)[−1]

' (j0)∗(h0)∗pr
! pQH

T
(−1)[−1] ' (j0)∗π

! h∗
pQH

T
(−1)[−1]︸ ︷︷ ︸

=:N

�913

5. Explicit weight filtration for d = 3914

Throughout this section, A is normal but not necessarily homogeneous.915

Via the Fourier transform FL one can port the weight filtration on the mixed916

Hodge module h∗
pQH

T to the hypergeometric system M0
A. While the latter917

may not be a mixed Hodge module, one still obtains in any case a filtration918

that has semisimple associated graded pieces and which we still denote by919

W•. If A is homogeneous, then M0
A is a mixed Hodge module and, by920

Corollary 4.13, FL agrees with the functor φzω∗
pp!

1 and relates the weight921

filtrations on M0
A and h∗

pQH
T . In this section we consider specifically the922

cases when either NA is simplicial, or when d ≤ 3 and write out an explicit923

filtration in terms of generators that agrees with W•.924

Batyrev proved that in the homogeneous, normal case the weight filtration925

on the restriction ofM0
A to the complement of the principal A-discriminant926

is given by the face filtration on SA in the sense that (in the localization)927

Wd+k(M0
A) is generated by the ∂-monomials whose degree sits in the relative928

interior of a face of σ whose codimension is at most k; see [Sti98, Thm. 8,929

p.28]. It has been speculated that this be true even on M0
A itself. We930

show here that this is the case for simplicial homogeneous σ but can fail931

in the general homogeneous case already in dimension three. We discuss932

completely in terms of generators the filtration FL(W•h∗(OT )) if d = 3 and933

A is normal (but not necessarily homogeneous). Then σ is the cone over a934

(d− 1)-dimensional polygon P with f0 vertices and P arises as intersection935

of σ with a generic hyperplane. It is not suggested or required that the936

columns of A lie on P . It is sufficient to concentrate on the global sections937

M0
A.938
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Notation 5.1. On M0
A, let W ′• be the filtration of Batyrev:939

W ′d+k(M
0
A) = image of DA·{∂u | A · u = a ∈ Int(Nτ),dim(τ) ≥ dim(σ)− k} in M0

A

for d ≤ k ≤ 2d. In particular, W ′<d(M
0
A) = 0 and W>2d(M

0
A) = M0

A.940

For d = 3 let W ′′• be the filtration941

W ′′k (M0
A) =

{
W ′k(M

0
A) if k 6= 2d− 2,

W ′k +
∑

rDA · er if k = 2d− 2,

where er is defined below in (5.0.2).942

For ease of notation , we do not repeat “M0
A” each time we write a filtra-943

tion piece. We will show that W ′′ = W if d ≤ 3, and that W ′ = W ′′ = W if944

σ is simplicial. For this, consider the toric modules defined as follows.945

Notation 5.2. If τ is a face of σ write ∂+
τ for the SA-ideal generated by946

the ∂-monomials whose degree is interior to τ . Let S
(k)
A be the ideal of SA947

spanned by the monomials that are interior to a face of codimension k or948

less, S
(k)
A =

∑
dim τ≥d−k ∂

+
τ . Then S

(0)
A is the interior ideal, S

(d−1)
A is the949

maximal ideal SA∂A, and S
(d)
A is SA itself.950

We begin with showing that for normal SA the DA-module generated by951

the interior ideal S
(0)
A inside M0

A is simple and for homogeneous A agrees952

with Wd so that Wk = W ′k = W ′′k for k ≤ d.953

Lemma 5.3. Suppose A is pointed and saturated, but not necessarily homo-954

geneous. Let u,v ∈ Nn be such that b := A · v is in the interior Int(NA) of955

the semigroup ( i.e., not on a proper face). Set a = A·u. Then the contiguity956

map c−a−b : M−a−bA
·∂u−→M−bA is an isomorphism.957

In particular, the ideal in M0
A generated by ∂b ( the image of the contiguity958

morphism c−b,0 : M−bA −→M0
A) is the same for all b = A ·v in the interior959

of A.960

Proof. Consider the toric sequence 0 −→ SA(a)
·∂u−→ SA −→ Q := SA/SA ·961

∂u −→ 0, and the Euler–Koszul functor attached to −b. By [MMW05,962

Prop. 5.3], the induced contiguity morphism c−b−a,−b : M−b−aA −→M−bA is963

an isomorphism if and only if −b is not quasi-degree of Q. The quasi-degrees964

of Q = SA/∂
uSA are contained in a union of hyperplanes that meet −NA965

and are parallel to a face of the cone σ. In particular, these quasi-degrees966

are disjoint to the interior points Int(NA) of NA. It follows that c−b−a,−b967

is an isomorphism for all b ∈ Int(NA).968

Now consider the composition969

c−b,0 ◦ c−a−b,−b : M−a−bA −→M−bA −→M0
A

with a,b ∈ Int(NA). The first map is an isomorphism, and so the image970

of the composition is just the image of c−b,0. For any two elements b,b′ ∈971

Int(NA), factoring M−b−b
′

A −→ M0
A through M−bA or M−b

′

A shows that the972

images of c−b,0 and c−b′,0 agree with the image of c−b−b′,0. In particular,973

they are equal. Since ∂u is in the image of c−A·u,0, the image of c−b,0974

contains all of Int(NA) whenever b ∈ Int(NA). �975
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It follows that for normal SA the submodule of M0
A generated by any976

interior monomial of SA agrees with that submodule generated by S
(0)
A .977

If A is homogeneous, so that FL carries the mixed Hodge module struc-978

ture from h∗
pQH

T to M0
A, the level d part of W• has the property that979

h∗
pQH

T /FL−1(WdM0
A) is supported on the boundary tori. Thus, any sec-980

tion of this sheaf is killed by some power of x1 · · ·xn, so that each element of981

M0
A/Wd is killed by some power of ∂1 · · · ∂n. That means that HA(0) +Wd982

contains (the coset of) an interior monomial of SA, and hence Wd contains983

the submodule generated by S
(0)
A . Since Wd is simple, it cannot strictly984

contain it, so must be equal to it.985

As an aside, note that the Euler–Koszul homology module HA
0 (S

(0)
A ; 0)986

associated to the interior ideal is the underlyingDA-module to FL(h†
pQH

T ) =987

FLD(h∗
pQH

T ). Indeed, it follows from [Wal07] that the dual of M0
A is M−γA988

for some interior point of NA. Since S
(0)
A is the direct limit of all principal989

ideals generated by interior monomials, HA
0 (S

(0)
A ; 0) is the direct limit of all990

HA
0 (SA ·∂u; 0) with ∂u interior to NA. It follows from 5.3 that the structure991

morphisms in the limit are all isomorphisms. Thus, we can identify the992

morphisms HA
0 (Int(NA); 0) −→M0

A and FL Dmod
(
h!
pQH

T −→ h∗
pQH

T

)
, and993

the corresponding statement holds for any face τ with lattice τZ.994

It is clear that S
(k)
A ⊆ S(k+1)

A and that the quotient S
(k)
A /S

(k−1)
A is the di-995

rect sum of the interior ideals of the face rings Sτ for which dim(τ) = d−k. It996

follows that grW
′

k (M0
A) surjects onto each HA

0 (Int(Sτ ); 0), the Euler–Koszul997

module defined over DA by the toric module formed by the graded maxi-998

mal submodule of the toric module Sτ = SA/{∂j | j /∈ τ}, see [MMW05]999

for details. It therefore also surjects onto the image of HA
0 (Int(Sτ ); 0) in1000

HA
0 (Sτ ; 0), the underlying DA-module corresponding to ICXτ under the1001

monodromic Fourier transform.1002

If NA is simplicial, Theorem 3.17 implies that grWd+k(h∗
pQH

T ) is the sum1003

of intersection complexes ICXτ with dim(τ) + k = d, and each appears with1004

multiplicity one. Thus, grW
′

k (M0
A) surjects onto grWk (M0

A) for all k when1005

NA is simplicial. (We are not asserting that this surjection is induced from1006

a filtered morphism, only that there is one; after all, we don’t know W at1007

this point). But M0
A is holonomic and by the Jordan–Hölder property this1008

implies that W ′ = W when NA is simplicial. This recovers for β ∈ NA a1009

result of [Fan18].1010

Now suppose d = 3 but don’t assume simpliciality.2 By Theorem 3.17 any1011

composition chain for M0
A will (up to Fourier transform) have as composition1012

factors exactly one copy of the intersection complex to τ for dim(τ) > 0, and1013

1 + f0 − d copies of IC0. This means that an epimorphism grW
′′
(M0

A) −→1014

grW (M0
A) alone will not be enough to show W ′′ = W since the copies of IC01015

need to be shown to live in the right levels.1016

In any event, W6 = M0
A and W3 is generated by the interior ideal S

(0)
A .1017

Equivariance and the fact that grW6 must equal C[xA] shows that W5 is1018

2If d ≤ 2, NA is always simplicial
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generated by the maximal ideal S
(2)
A . It remains to find generators for W ′′4 ,1019

such that there are surjections grW
′′

k (M0
A) −→ grWk (M0

A) for k = 4, 5 such1020

that at least one is an isomorphism.1021

For arbitrary saturated NA with d = 3, define on M0
A = DA/(IA, E) a1022

filtration as follows:1023

• W ′′i = 0 for i < 3;1024

• W ′′3 is the left ideal generated by ∂+
σ ;1025

• W ′′4 is the left ideal generated by W ′′3 and all ∂+
τ2 where dim(τ2) = 2,1026

plus the left ideal generated by all er defined below, where e runs1027

through the f0 vertices of P ;1028

• W ′′5 is the left ideal generated by W ′′4 and all ∂+
τ1 where dim(τ1) = 1;1029

• W ′′6 is the left ideal generated by 1 ∈ D.1030

We now describe the operators er. Choose distinguished nonzero columns1031

{br}f01 of A that correspond to the primitive lattice points on the rays1032

through the vertices of the polygon P which are in A since NA is satu-1033

rated).1034

For each distinguished br define a function Fr on A = {a1, . . . ,an} as1035

follows:1036

Fr(aj) =

 1 if aj = br;
cr,j if aj = cr,j · br + cr′,j · br′ is on the σ-face spanned by br and br′ ;
0 else.

(5.0.1)

We call invisible from br any a ∈ ZA for which the ray from br to a passes
through the interior of σ. Then Fr vanishes on all aj invisible from br, and
Fr is piece-wise linear on the 2-faces of σ (which are in bijection with edges
of P ). Set

er =
∑
j

Fr(aj)xj∂j .(5.0.2)

We now show that our filtration W ′′ is indeed the Fourier–Laplace trans-1037

form of the weight filtration on h∗
pQH

T . Note first that W ′′5 indeed contains1038

W ′′4 (specifically, the er). We prove now, that each er is annihilated by m1039

in M0
A/W3, and hence they are candidates for the intersection complexes in1040

W4/W3 with support in 0.1041

Let br1 and br2 be the two distinguished columns that lie on a facet with1042

br. Then there is a unique linear function Er on R3 whose values agree1043

with those of Fr on br,br1 and br2 . We denote the corresponding Euler1044

operator also by Er. The linearity of Fr along facets implies that Fr and Er1045

agree on all aj that have Fr(aj) nonzero (which are the aj not invisible from1046

br). Thus, in M0
A/W

′′
3 = D/(IA, E, ∂

+
σ ), the expression er is equivalent1047

to a linear combination er,0 = er − Er of {xj∂j}j for which each aj with1048

nonzero coefficient is invisible from br. Now, in D/(IA, E, ∂
+
σ ), ∂jer is zero1049

for aj invisible from br, and ∂jer,0 = 0 also for aj any integer multiple of1050

br and for aj interior to the facets touching br. If aj = br1 , consider the1051

Euler operator Er1 that agrees with er on br and on br1 , and which takes1052

value zero on the 2-face of σ containing br1 but not br. Then (er − Er1)1053

has all terms invisible from ∂j and so ∂j(er − Er1) is zero in W ′′6 /W
′′
3 . A1054
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similar argument works for aj = br2 . Hence every ∂j annihilates the class1055

of er in W ′′6 /W
′′
3 and so er spans a module in W ′′6 /W

′′
3 that is either zero or1056

D/Dm. Note that there are d = dim(σ) = 3 linear dependencies between1057

the cosets of the er in Mβ
A, so the {er}r are spanning a module isomorphic1058

to a submodule of ⊕f0−d1 D/Dm.1059

Next, let a be in the relative interior of a facet τ of σ. Since W3 contains1060

every interior monomial of σ, the coset of ∂a in M0
A/W

′′
3 is ∂j-torsion for all1061

j 6∈ τ . Let hτ : Tτ −→ Cτ be the toric map, induced by the restriction of A to1062

τ , from the τ -torus to the subspace Cτ of CA parameterized by the columns1063

of A∩ τ . The submodule generated by ∂a inside M0
A/W

′′
3 is isomorphic to a1064

quotient of the simple module C[xτc ]⊗C FL im((hτ )† −→ (hτ )+), where xτc1065

are the xj with j 6∈ τ .1066

Now consider an interior monomial ∂a of a ray τ1 of σ. Then in M0
A/W

′′
4 ,1067

∂a is killed by all ∂j with j 6∈ τ1. Modulo the ∂j not sitting on any ray,1068

er becomes exactly the Euler operator for M0
τ1 if br sits on τ1, and hence1069

(after the Fourier transform) the module generated by ∂a in M0
A/W

′′
4 is1070

exactly the intersection complex associated to τ1 (pushed to V ). Hence1071

W ′′5 /W
′′
4 '

⊕
τ1

ICτ1 , and so1072

• Wk = W ′′k if k ≤ 3 and if k ≥ 5;1073

• W ′′5 /W ′′4 'W5/W4;1074

• hence W ′′4 /W
′′
3 'W4/W3 by Jordan–Hölder.1075

Since the faces whose intersection complexes appear as summands in W5/W41076

have dimension one, and those in W4/W3 have dimension 0 or 2, W ′′4 must1077

equal W4.1078

Example 5.4. Let A =

1 1 1 1
0 1 0 1
0 0 1 1

, one of the possible matrices whose1079

GKZ-system (with the right β) contains Gauß’ hypergeometric 2F1 as so-1080

lution. We have n = 4 and d = 3, and P is a square in which 1 and1081

4 are opposite vertices. The Euler space E is spanned by x1∂1 + x3∂3,1082

x2∂2 + x4∂4 and x3∂3 + x4∂4. The four elements er are simply {xj∂j}41.1083

The toric ideal is generated by ∂1∂4 − ∂2∂3. The interior ideal of SA is1084

generated by ∂2∂3. The weight filtration on M0
A is given by W2 = 0,1085

W3 = {E, ∂1∂4, ∂2∂3}, W4 = W3 + {∂1∂2, ∂2∂4, ∂4∂3, ∂3∂1} + {e1, e2, e3, e4},1086

W5 = W4 + {∂1, ∂2, ∂3, ∂4}, W6 = M0
A. Here, the bar indicates taking cosets1087

on M0
A. Note that the three Euler dependencies in HA(0) imply that the1088

four operators er generate only one copy of IC0 inside W4/W3.1089

6. Concluding remarks and open problems1090

(1) We assume throughout that SA is normal, which covers the most1091

significant geometric situations. One obvious challenge is to remove this1092

hypothesis and generalize our results. This would be likely difficult since1093

then arithmetic issues will enter the fray.1094

(2) In another direction it would be interesting to see what can be done1095

(as mixed Hodge module or otherwise) when β 6= 0. Recently J. Fang has1096



WEIGHT FILTRATIONS ON GKZ-SYSTEMS 41

posted an article [Fan18] on the arXiv where composition chains for hyper-1097

geometric systems are considered that are based on the filtration-by-faces1098

on the semigroup ring, see also [AS] for motivating discussion. These are1099

based on the filtration-by-faces in Notation 5.1 first considered by Batyrev,1100

see [Bat93, Sti98].3 The hypotheses are somewhat technical, but in the sim-1101

plicial normal case [Fan18] shows essentially that for β = 0 the filtration-by-1102

faces gives semisimple composition factors. Comparing with the weight fil-1103

tration, this corresponds to all non-diagonal terms µστ (e) with dim(τ)+e 6= d1104

being zero in Theorem 3.17, the case of trivial combinatorics in the polytope1105

to σ.1106

(3) By adding all nonzero µστ (e) one obtains the holonomic length of M0
A.1107

Is there a compact formula? In particular, does it give a better estimate1108

than the general exponential bounds in [SST00]? When P is simplicial,1109

`(M0
A) = 2d, while for d = 3, 4, 5 these lengths are for general P as follows,1110

where in generalization of the face numbers fi of P we denote fi,j the number1111

of all pairs (i-face, j-face) that are contained in one another. For relations1112

between the various fi,j for 4-polytopes, see [Bay87].1113

d `(M0
A)

3 1 + f0 + f1 + f2 + (f0 − 3) = 3f0 − 1
4 1 + f0 + f1 + f2 + f3 + (f0 − 4) + (f1,0 − 3f0)

= −2f0 + 4f1

5 1 + f0 + f1 + f2 + f3 + f4 + (f0 − 5) + (f1,0 − 4f0) + (f2,1 − 3f1)
+ (f2,0 − 3f2 + f1 − 4f0 + 10)

= 7− 5f0 − f2 + 2f2,0

Of course, all these numbers are non-negative. Is there an obviously non-1114

negative representation?1115

(4) Given A and a face τ , what is the holonomic rank of the Fourier1116

transform of the intersection complex on the orbit to τ? Such formulæ1117

would be very interesting even for normal simplicial A since it interweaves1118

volume-based expressions for rank with combinatorial expressions in the1119

way Pick’s theorem talks about polygons. For example, when d = 2 and A1120

is normal, one can derive from our results that the rank of FL−1(IC(Lτ ))1121

always differs from the volume of A by one. Induction on d gives recursions,1122

but an explicit formula is unknown.1123

(5) In Section 5 we explained how to write down explicitly the weight1124

filtration for d = 3. For d = 4, similar ideas can be used to write out1125

explicit generators. But starting with d = 5 this seems a very hard problem.1126

Part of the issue is that writing down such filtration would produce a non-1127

canceling expression for the higher intersection cohomology dimension of1128

polytopes of dimension 4 or greater, which we do not think are known.1129

3We note in passing that the filtration-by-faces is not a natural filtration: typically,
if GKZ-systems Mβ

A ≡ Mγ
A are isomorphic under a contiguity morphism, the two face

filtrations do not correspond.
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List of symbols1130

• Cn = V = Spec C[x1, . . . , xn], the domain of the GKZ system Mβ
A,1131

• Cn = V̂ = Spec [y1, . . . , yn], the target of h,1132

• T the d-torus,1133

• h : T −→ V̂ the monomial map induced by A,1134

• X the closure of T in V̂ ,1135

• ϕ : T −→ X the restriction of h,1136

• deg(x) = a = −deg(∂) the A-degree function on SA = C[NA],1137

• φz the vanishing cycle along the function z,1138

• ψz the corresponding nearby cycle,1139

• i : X −→ V the closed embedding,1140

• iτ : xτ ↪→ Xτ the embedding of the T -fixed point,1141

• ρτ : xσ/τ×Tτ ↪→ Xσ and jτ : Xσ/τ×Tτ ↪→ Xσ from NA −→ (σ/τ)N⊕1142

τZ,1143

• the relative version jγτ : Xγ/τ × Tτ −→ Xγ to jτ ,1144

• iτ,γ : Tτ −→ Xτ −→ Xγ from γN � τN −→ τZ,1145

• κv : Gm = Spec C[z±] → T = Spec C[ZA] the monomial action1146

induced by v,1147

• uτ : Xτ r xτ ↪→ Xτ ,1148

• iτ : xτ −→ V .1149
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France, Paris, 1982, pp. 5–171. MR 7519661160

[BK91] Margaret M. Bayer and Andrew Klapper, A new index for polytopes, Discrete1161

Comput. Geom. 6 (1991), no. 1, 33–47. MR 10730711162

[BM99] Tom Braden and Robert MacPherson, Intersection homology of toric varieties1163

and a conjecture of Kalai, Comment. Math. Helv. 74 (1999), no. 3, 442–455.1164

MR 17106861165

[Bry86] Jean-Luc Brylinski, Transformations canoniques, dualité projective, théorie de1166
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