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Abstract

We study strong solutions of the simplified Ericksen-Leslie system modeling compressible
nematic liquid crystal flows in a domain  C R3. We first prove the local existence of unique
strong solutions provided that the initial data pg,ug,dy are sufficiently regular and satisfy a
natural compatibility condition. The initial density function py may vanish on an open subset
(i.e., an initial vacuum may exist). We then prove a criterion for possible breakdown of such a
local strong solution at finite time in terms of blow up of the quantities ||p|| £ oo and [|Vd|[ s o -

1 Introduction

Nematic liquid crystals are aggregates of molecules which possess same orientational order and are
made of elongated, rod-like molecules. The continuum theory of liquid crystals was developed by
Ericksen [9] and Leslie [30] during the period of 1958 through 1968, see also the book by de Gennes
[12]. Since then there have been remarkable research developments in liquid crystals from both
theoretical and applied aspects. When the fluid containing nematic liquid crystal materials is at
rest, we have the well-known Ossen-Frank theory for static nematic liquid crystals, see Hardt-Lin-
Kinderlehrer [13] on the analysis of energy minimal configurations of namatic liquid crystals. In
general, the motion of fluid always takes place. The so-called Ericksen-Leslie system is a macroscopic
continuum description of the time evolution of the materials under the influence of both the flow
velocity field u and the macroscopic description of the microscopic orientation configurations d of
rod-like liquid crystals.

When the fluid is an incompressible, viscous fluid, Lin [19] first derived a simplified Ericksen-
Leslie equation modeling liquid crystal flows in 1989. Subsequently, Lin and Liu [20, 21] made
some important analytic studies, such as the existence of weak and strong solutions and the partial
regularity of suitable solutions, of the simplified Ericksen-Leslie system, under the assumption that
the liquid crystal director field is of varying length by Leslie’s terminology or variable degree of
orientation by Ericksen’s terminology.

When the fluid is allowed to be compressible, the Ericksen-Leslie system becomes more com-
plicate and there seems very few analytic works available yet. We would like to mention that very
recently, there have been both modeling study, see Morro [31], and numerical study, see Zakharov-
Vakulenko [39], on the hydrodynamics of compressible nematic liquid crystals under the influence
of temperature gradient or electromagnetic forces.

This paper, and the companion paper [18], aims to study the strong solutions of the flow of
compressible nematic liquid crystals and the blow up criterions.
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Let Q C R? be a domain. We will consider the simplified version of Ericksen-Leslie system
modeling the flow of compressible nematic liquid crystals in €2

pt+V - (pu) =0, (1.1)
put + pu - Vu+ V(P(p)) = Lu— Vd - Ad, (1.2)
di +u-Vd= Ad+|Vdd, (1.3)

where p : Q x [0, +00) — R! is the density function of the fluid, wu : € x [0, +00) — R3 represents
velocity field of the fluid, P = P(p) represents the pressure function, d : Q2x [0, +00) — S? represents
the macroscopic average of the nematic liquid crystal orientation field, V- is the divergence operator
in R?, and £ denotes the Lamé operator:

Lu = pAu+ (p+ N)Vdiv u,

where 1 and \ are shear viscosity and the bulk viscosity coefficients of the fluid respectively that
satisfy the physical condition:
w>0, 2u+3X2>0. (1.4)

We refer to the readers to consult the recent preprint [6] by Ding-Huang-Wen-Zi for the derivation
for the system (1.1)-(1.3) based on energetic-variational approaches. Throughout this paper, we
assume that

P :[0,+00) — R is a locally Lipschitz continuous function. (1.5)

Notice that (1.1) is the equation of conservation of mass, (1.2) is the equation of linear momentum,
and (1.3) is the equation of angular momentum. We would like to point out that the system
(1.1)-(1.3) includes several important equations as special cases:

(i) When p is constant, the equation (1.1) reduces to the incompressibility condition of the fluid
(V-u = 0), and the system (1.1)-(1.3) becomes the equation of incompressible flow of namatic
liquid crystals provided that P is a unknown pressure function. This was previously proposed by
Lin [19] as a simplified Ericksen-Leslie equation modeling incompressible liquid crystal flows.

(i) When d is a constant vector field, the system (1.1)-(1.2) becomes a compressible Navier-
Stokes equation, which is an extremely important equation to describe compressible fluids (e.g.,
gas dynamics). It has attracted great interests among many analysts and there have been many
important developments (see, for example, Lions [27], Feireis] [10] and references therein).

(iii) When both p and d are constants, the system (1.1)-(1.2) becomes the incompressible Naiver-
Stokes equation provided that P is a unknown pressure function, the fundamental equation to
describe Newtonian fluids (see, for example, Lions [26] and Temam [34] for survey of important
developments).

(iv) When p is constant and u = 0, the system (1.1)-(1.3) reduces to the equation for heat flow
of harmonic maps into S2. There have been extensive studies on the heat flow of harmonic maps in
the past few decades (see, for example, the monograph by Lin-Wang [24] and references therein).

From the viewpoint of partial differential equations, the system (1.1)-(1.3) is a highly nonlinear
system coupling between hyperbolic equations and parabolic equations. It is very challenging to
understand and analyze such a system, especially when the density function p may vanish or the
fluid takes vacuum states.

In this paper, we will consider the following initial condition:

(p7u7d) = (p(]vuO:dO)a (16)

t=0

and one of the three types of boundary conditions:



(1) Cauchy problem:
Q =R3, and p, u vanish at infinity and d is constant at infinity (in some weak sense).  (1.7)

(2) Dirichlet and Neumann boundary condition for (u,d): € C R3 is a bounded smooth domain,
and

od

(U, 5) 90 =0, (18)

where v is the unit outer normal vector of ).
(3) Navier-slip and Neumann boundary condition for (u,d): Q@ C R3 is bounded, simply con-
nected, smooth domain, and

ody (1.9)

(u-v,(Vxu)xuv, 5) _—

where V x u denotes the vorticity field of the fluid.
To state the definition of strong solutions to the initial and boundary value problem (1.1)-(1.3),
(1.6) together with (1.7) or (1.8) or (1.9), we introduce some notations.

We denote
/fda: = / fdz.
Q

For 1 <r < o0, denote the L spaces and the standard Sobolev spaces as follows:
L' = L7(Q), Db = {u e LL (Q): [VFul - < oo} ,

whr = L' n D&, HY = wh?, DF = D*?
D} = {u € L5 : ||Vu|| 2 < oo, and satisfies (1.7) or (1.8) or (1.9) for the part of u},
Hy = L*N Dy, |[ullprr = | VEullzr.

Denote
QT =0 x [07T] (T > 0)7

and let 1
D(u) = 3 (Vu+ (Vu))

denote the deformation tensor, which is the symmetric part of the velocity gradient.

Definition 1.1 For T > 0, (p,u,d) is called a strong solution to the compressible nematic liquid
crystal flow (1.1)-(1.8) in Q x (0,T], if for some q € (3,6],

0<peC(0,TEWHNHY), ppe C((0,T]; L* N L);
w e C([0,T); D*N D) N L*(0, T; D*9), uy € L*(0,T;D§), /pur € L>(0,T; L?);
Vd e C([0,T); H*) N L*(0,T5 H?), dy € C([0, T]; H') N L*(0,T; H?), |d| =1 in Qr;

and (p,u,d) satisfies (1.1)-(1.3) a.e. in Q x (0,T1].

The first main result is concerned with local existence of strong solutions.



Theorem 1.2 Assume that P satisfies (1.5), po > 0, po € WYINHYN L' for some q € (3,6],
ug € D? N D§, Vdo € H? and |do| = 1 in Q. If, in additions, the following compatibility condition

Lug — V(P(po)) — Adp - Vdy = /pog for some g € L*(Q,R?) (1.10)

holds, then there exist a positive time Ty > 0 and a unique strong solution (p,u,d) of (1.1)-(1.3),
(1.6) together with (1.7) or (1.8) or (1.9) in £ x (0, Tp).

We would like to point out that an analogous existence theorem of local strong solutions to the
isentropic! compressible Naiver-Stokes equation, under the first two boundary conditions (1.7) and
(1.8), has been previously established by Choe-Kim [4] and Cho-Choe-Kim [3]. A byproduct of
our theorem 1.2 also yields the existence of local strong solutions to a larger class of compressible
Navier-Stokes equations under the Navier-slip boundary condition (1.9), which seems not available
in the literature.

In dimension one, Ding-Lin-Wang-Wen [7] have proven that the local strong solution to (1.1)-
(1.3) under (1.6) and (1.8) is global. For dimensions at least two, it is reasonable to believe that
the local strong solution to (1.1)-(1.3) may cease to exist globally. In fact, there exist finite time
singularities of the (transported) heat flow of harmonic maps (1.3) in dimensions two or higher (we
refer the interested readers to [24] for the exact references). An important question to ask would
be what is the main mechanism of possible break down of local strong (or smooth) solutions.

Such a question has been studied for the incompressible Euler equation or the Navier-Stokes
equation by Beale-Kato-Majda in their poineering work [1], which showed that the L®°-bound of
vorticity V x w must blow up. Later, Ponce [29] rephrased the BKM-criterion in terms of the
deformation tensor D(u).

When dealing with the isentropic compressible Navier-Stokes equation, there have recently
been several very interesting works on the blow up criterion. For example, if 0 < T, < 400 is the
maximum time for strong solution, then (i) Huang-Li-Xin [15] established a Serrin type criterion:
limpyr, ([[dival| o 7, z00) + /AUl Lsor;nr)) = 00 for 2432 <1, 3 <7 < oo; (i) Sun-Wang-Zhang
[35], and independently [15], showed that if 7y > A, then limgsr, ||pllpeo(0,m;000) = o0; and (iii)
Huang-Li-Xin [16] showed that limryz, | D(w)l|11(0,7;00) = 00

When dealing the heat flow of harmonic maps (1.3) (with u = 0), Wang [36] obtained a Serrin
type regularity theorem, which implies that if 0 < T, < +o0 is the first singular time for local
smooth solutions, then limzsr, ||Vd| 12(0,1;100) = 0.

When dealing with the incompressible nematic liquid crystal flow, Lin-Lin-Wang [25] and Lin-
Wang [23] have established the global existence of a unique ”almost strong” solution? for the initial-
boundary value problem in bounded domains in dimension two, see also Hong [14] and Xu-Zhang
[38] for some related works. In dimension three, for the incompressible nematic liquid crystal flow
Huang-Wang [17] have obtained a BKM type blow-up criterion very recently, while the existence
of global weak solutions still remains to be a largely open question.

Motivated by these works on the blow up criterion of local strong solutions to the Navier-Stokes
equation and the incompressible nematic liquid crystal flow, we will establish in this paper the

following blow-up criterion of breakdown of local strong solutions under the boundary condition
(1.1) or (1.2).

Theorem 1.3 Let (p,u,d) be a strong solution of the initial boundary problem (1.1)-(1.3), (1.6)
together with (1.7) or (1.8). Assume that P satisfies (1.5), and the initial data (po,uo, do) satisfies

Yie. P =ap” for some a > 0 and v > 1.
2that has at most finitely many possible singular time.



(1.10). If 0 < Ty < +o0 is the mazimum time of existence and Ty > 9N, then

y ( o _w): _ 1.11
Hm (1ol ozize) + IVllzso i) ) = o0 (L11)

We would like to make a few comments of Theorem 1.3.

Remark 1.4 (a) Since we can’t yet prove Lemma 4.2 for the Navier-slip and Neumann boundary
condition (1.9), it is unclear whether Theorem 1.3 remains to be true under the boundary condition
(1.9).

(b) In [18], we obtained a blow-up criterion of (1.1)-(1.3) under the initial condition (1.6) and the
boundary condition (1.7) or (1.8) or (1.9) in terms of v and Vd: if 0 < Ty < 400 is the maximum
time of existence of strong solutions, then

Jim (D)2 07i2) + [Vl o)) = +oe.
(b) For compressible liquid crystal flows without the nematicity constraint (|d| = 1), Liu-Liu [22]
have recently obtained a Serrin type criterion on the blow-up of strong solutions.

(c) It is a very interesting question to ask whether there exists a global weak solution to the
initial-boundary value problem of (1.1)-(1.3) in dimensions at least two. In dimension one, such an
existence has been obtained by Ding-Wang-Wen [8].

Now we briefly outline the main ideas of the proof, some of which are inspired by earlier works
on the isentropic compressible Navier-Stokes equations by [3], [35], and [16]. To obtain the existence
of a unique local strong solution to (1.1-(1.3), under (1.6) and (1.7) or (1.8) or (1.9), we employ
the Galerkin’s method that requires us to establish a priori estimate of the quantity

o)l zrrawra + Va2 + [1Vpu @)l 2 + [V2d()] 2, 3< g <6

for strong solutions (p, u,d) in the form of a Gronwall type inequality. See Theorem 2.1. It may be
of independent interest that we establish W?9-estimate for the Lamé equation under the Navier-slip
boundary condition, see Lemma 3.1.

To prove the blow-up criterion (1.11) of Theorem 1.3 in terms of p and Vd, a critical step is

to establish the L7°LI-estimate of Vp. From the continuity equation (1.1), this requires that the
Lipschitz norm of velocity field u, or |[V?u(t)||z¢ is bounded in L}. This is done in several steps.
(1) We show that under the condition 7u > 9, the bound of (||p||Lerge +[|Vd|[1315) in equations
(1.2) and (1.3) can yield both a high integrability and a high order estimate of v and Vd, i.e. both
(HP%UHL;?L; + || Vd|| o s) and ([|Vullpeorz + ||V2d||L?oL§) are bounded. See Lemma 4.2.
(2) Based on these estimates from (1), we establish that V3d is bounded in L{°L2 and Vu is
bounded in LfWa}’q + L°(BMO,). To achieve it, we adapt the approach, due to Sun-Wang-Zhang
[35], by decomposing u = w + v, where v € H}(Q) solves the Lamé equation Lv = V(P(p)).
One can prove that Vv € L°(BMO,) by the elliptic regularity theory. The difficult part is to
show that V2w € L?L{ for 3 < ¢ < 6. In order to obtain this estimate, we first establish that
(Pl Lge 2 + IVl Lo r2) and (|| V]| L2 12 + || dyt || L2 12 ) are bounded by viewing (1.2) as an evolution
equation of the material derivative @ = u; + v - Vu and performing second order energy estimates
of both equations (1.2) and (1.3). Then we employ W?2%-estimate of the Lamé equation to control
|V2w]||za. The details are illustrated by Lemma 4.4 and Corollary 4.5.

3the right hand side of equation (1.3) is replaced by Ad + f(d) for some smooth function f : R® — R® e.g.
f(d) = (|d]* - 1)d.



(3) We show that ||Vp||;2qrq« is bounded by an argument similar to [35] §5. Then we apply
W24-estimate of the Lamé equation again to control ||V2u||L§oL% and ||ul| e p2.a. See Lemma 4.6,
Corollary 4.7, and Corollary 4.8. '

It is interesting to notice that during the proof of both the existence of a unique local strong
solutions and the blow-up criterion for strong solutions, specific forms of the pressure function P(p)
play no roles and it is the local Lipschitz regularity of P that matters.

The paper is written as follows. In §2, we derive some a priori estimates for strong solutions or
approximate solutions via the Galerkin’s method. In §3, we prove both the local existence by the
Gakerlin’s method and uniqueness of strong solutions. In §4, we discuss the blow up criterion of
strong solutions and prove Theorem 1.3.
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2 A prior: estimates

In the section, we will derive some a priori estimates for strong or smooth solutions (p, u, d) to (1.1)-
(1.3) on a bounded domain, associated with the initial condition (1.6) and the boundary condition
(1.8) or (1.9), provided that the initial density function has a positive lower bound, pg > § > 0.
All these a priori estimates we will obtain are independent of § > 0 and the size of the domain
when Q = Bg (R > 1) is a ball in R3, which are the crucial ingredients to prove the local existence
of strong solutions to (1.1)-(1.3) when we allow the initial data pg > 0 and unbounded domain
Q) = R3. Although these estimates may have their own interests, we mainly apply them to the
approximate solutions to (1.1)-(1.3) that are constructed by the Galerkin’s method.

Throughout the paper, we denote by C' generic constants that depend on ||po|wt.anminrt,
luollp2npy, IVdoll g2, and P, but are independent of § > 0, the solutions (p, u,d) and the size of

domain when Q = Bp (R > 1) is a ball in R?. We will also use the obvious notation

k
I xanenx, = > 1 - llx,
=1

for Banach spaces X;, 1 < i < k and k = 2,3. We will use A < B to denote A < CB for some
constant generic C' > 0.

Let (p,u,d) be a strong solution of (1.1)-(1.3) in 2 x (0,7] (or the approximate solutions
(p™,u™,d™) of (1.1)-(1.3) constructed by the Galerkin’s method in §3.2 below). For simplicity, we
assume 0 < T < 1. For 0 <t < T, set

P(t) := S (IIP(S)HHlmwm +[IVu(s)llzz + [lvpue(s)l 2 + [IV2d(s) ] + 1)- (2.1)

The main aim of this section is to estimate each term of ® in terms of some integrals of ®. In §3
below, we will apply arguments of Gronwall’s type to prove that ® is locally bounded.

Throughout this section and §3, we will let F to denote the set that consists of monotonic
increasing, locally bounded functions M from [0, +00) to [0,400) with A/ (0) = 0, which are inde-
pendent of § and the size of (2. The reader will see that the exact form of M € F is not important
and may vary from lines to lines during the proof of the Lemmas.

Now we state the main theorem of this section.



Theorem 2.1 There exists M € F such that for any 0 <t <T, it holds
t
P(t) < exp {CM(PO, ug, do) + C/ M(®(s)) ds}, (2.2)
0

where
Lug — V(P(po)) — Adp - Vdy
VPo
The proof of Theorem 2.1 is based on several Lemmas. We may assume P(0) = 0. Observe
that (1.5) implies that the Lipschitz norm

M(po,uO,dQ) =1+ H (23)

L2

Bp(R) := ||P'||o(jo,r)) : [0, +00) = [0,400) is montonic increasing and locally bounded. (2.4)

Lemma 2.2 (energy inequality) There exists M € F such that for any 0 <t < T, it holds

/Q(p\u|2+ Vd|?) da:—i—/ot/ﬂ [\Vuy%r |Ad + IVd\QdH drx < C—i—/OtM(CI)(s))ds. (2.5)

Proof. Here we only sketch the proof for the boundary condition (1.9). Multiplying (1.2) by u
and integrating over , using Au = Vdivu — V x (V x u) and (1.1), and applying integration by
parts several times, we obtain

1d

ST, plul® dz + /(M|V X ul? + (2u + A)|divu|?) dz = /P(p)divu dx — /u -Vd-Addx. (2.6)

Since € is assumed to be simply connected for the boundary condition (1.9), we have (see [37]):
IVl 2 SV X ull 2 + ||dival 2, Yu € HY(Q) with u - v = 0 on 9. (2.7)

This and (1.4) imply

1
/(,u]V x ul? + (2p + N)|divul?) dz > g/(|v x ul? + |divul|?) dz > ol / |Vul|® d. (2.8)
By Cauchy inequality, we have
1
’/P(p)divuda; < w/\VuPda:—i—C/\P(p)\Q dx. (2.9)

Multiplying (1.3) by Ad + |Vd|?>d and integrating over (2, using integration by parts and the fact
that |d| = 1 we obtain

1d
2dt
Combining (2.6), (2.8), (2.9), and (2.10) together, we obtain

/|Vd|2dx+/\Ad+|Vd\2d|2 dx:/u-Vd-Addx. (2.10)

1
% (,o|u|2+|Vd|2)d$+/(C|Vu|2+|Ad+|Vd|2d|2)da:§ C’/|P(p)|2d1‘. (2.11)

To estimate the right hand side of (2.11), first observe that by (2.4) we have?
[ollzee + 1P(p)llzoe + 1P (D) 1wra < CP + CBp(|lpllLe)® < M(®) (2.12)

‘when Q = By for R > 1, one can the independence of C' with respect to R as follows:

llpll Lo (Br) < max |[pllzee By () < C max |pllwias, @) < Cllpllwtasg)-
reEBR zEBR



for some M € F. It follows from (1.1) and Sobolev’s inequality that
[1Pear = [1Peop e t [ PP @) pdivu =T o
< 040 [ Bl PO 190l + 1P ol Vol ds
< o+ /OtM(<I>(s)) ds < C + M(®(#)) (2.13)

as M (®(s)) is increasing and ¢ < 1. Substituting (2.13) into (2.11) and integrating over [0, ¢] yields
(2.5). O

Now we want to estimate ||[Vu(t)||%, in terms of ®(t).

Lemma 2.3 There exists M € F such that for 0 <t <T, it holds
IVu(t)|| g <M (2(2)). (2.14)

Proof. By the standard H?-estimate of the Lamé equation with respect to the boundary condition
(1.7) or (1.8) or (1.9), (2.12), and Holder’s inequality, we have
IVullfn SlCullZe + [ Vulz.
Slouwl e + llpu - VulZ2 + [V (P(p))l[72 + |Ad - Vd|[72 + | Vul 7
Slplzoelvpuelz + e el 7ol VulZs + Bl )V oll72 (2.15)
+[1Ad]Z: [Vdll7s + [ Vull7
SM(@)(1+ [ull7s ]| Vul7a) + CllAd| [Vl e

for some M € F. By the interpolation inequality, Sobolev’s inequality®, we obtain
[ullF6lIVull7s <ClIVullzzlIVull g (2.16)
Similar to (2.16), by (2.5), we obtain

A7 VdlZe S 1A L2 (| Ad] Lo ||Vl 71
<IAd)21 (V)22 + | Ad)| 20 || V2|2, < M(D)

~

(2.17)

for some M € F. Substituting (2.16), (2.17) into (2.15), and using (2.5) and Cauchy’s inequality,
we have

1
IVullfn <5IVullf + M(®(#)
for some M € F. This gives (2.14) and completes the proof. O

Now we want to estimate ||\/pu¢| 2. More precisely, we have

Swhen Q = Bg for R > 1, by simple scalings, one has

Ifllzesr) < C (R lesr + IVFlzg) < Clflliisg)-



Lemma 2.4 There exists M € F such tha for any 0 <t < T, it holds

¢ ¢
/ plug|*dx —I—/ / Vg |2dads < CM(po, uo, do) +/ M(®(s)) ds. (2.18)
Q 0 Jo 0

Proof. Differentiating (1.2) with respect to ¢, we have®

pugs + pu - Vug + pyug + pru - Vu 4 pug - Vu 4 V(P(p) )t

2.19
:(2u+/\)levut—uV X (V X ut) —V(th@Vd—FVd@th—Vdth Hg) ( )

Multiplying (2.19) by w;, integrating the resulting equations over €2, and using (1.1) and integration
by parts, we have

ld
2 dt
= — 2/puut -Vus dx — /ptu -Vu-upde — /put -Vu - upde + / P/(P)ptdi"“t dzx (2.20)

plug|? dx + / (2 + M) |div g |2 4 p|V x ut|2) dx

5

=1

By Hélder’s inequality, Sobolev’s inequality, (2.12), and (2.14), we have

(L0 SVl 2 llv/pusl| 2]l vpull L

(2.21)
SIVutll 2 llvoudl 2llvpll o [Vul g S M(P)[[ Vgl 2
for some M € F.
By (1.1), Holder’s inequality, Sobolev’s inequality, (2.12), and (2.14), we have
|15 = ‘/pu-V(u-Vu-ut)da:
—‘/pu‘(Vu-Vu-ut—i-u-VVu‘ut—i—u-Vqut) dx
(2.22)
Slollzee lull7s Vel 2o [ Vel 2 + ol pee ull 761V 2] 2 el 2o
+[1V/pll Lo [[ull Lol Vul 76| /oue | 2
SM(®)(1+ ||V 2)
for some M € F. For II3, by (2.14) we have
[13] SIpllzee llv/puell L2 [Vl ps ||| o (223)
1 1 .
Slvellze lVeud| 2l Vull 2o [[Vull iVl 2 S M(P) [V 2
for some M € F. For Il4, by (1.1), (2.12), and (2.14) we have
[LLa] SBp(l[pllzee) ol 2]l div ue| .2
SBe(llpllze=)(IVallpzllullzoe + llpll Lo |divul z2)||div ]| .2 (2.24)

SM(®)[[ V| 12

®here we have used the fact that Ad-Vd = V- (Vd® Vd — £|Vd|’Is), where Vd® Vd = (d, -
is the identity matrix of order 3.

d%‘)lgi,jg and I3



for some M € F. For II5, by (2.5) we have

11| 5/ IVd|[Vdi||Vur|de S [[Vuel| 2| Vd] Lo [V | 2
Q

2.25
SV 2| V|| 2|V || 2 (2.25)

SIVuell 2 (IVdl g2 + [IV2dl i) | Vel g2 < (C + M(®@)) [Vl 2|V elel| 2
for some M € F. Substituting (2.21)-(2.25) into (2.20), and using Cauchy’s inequality, we have

1d
2dt

<o [ 1Vulde + 2(@)+ (€ + 2@)) [V

plug|*dx + /\Vutlzd:z:
(2.26)

for some M € F, where we have used the following inequality due to [37]: if (i) either © is simply
connected and u - v = 0 on 99 or (ii) u = 0 on 9N 7, then

IVue| 2 S ||divue|| 2 + |V X we| 2. (2.27)
By (2.26), we have

pn plug|Pda + — c / Vg |2de < M(®) + (C + M(®))||Vdy||2.. (2.28)
Differentiating (1.3) with respect to x, we have

Vd; — VAd = V(|Vd]*d) — V(u - Vd). (2.29)
From (2.29), we have 8

IVdellz2 SIIVu-Vdllpz + [lu- V2d| g2 + VA g2 + [[Vdl 7 + [IVd - V2d] 2
SIVA| e | Vull g2 + [lull s [ V2dl| s + VA 2 + (1 + [|V2d] 2)°
+ |Vl [ V2d]| 2

) ) 5 (2.30)
SVl a2l Vull gz + [1Vull p2[VZd| gy + [[VAd] 2 4+ (1 + |V7d]|12)
+ [Vl 2| V2d]| 2
SM(®)+1
for some M € F.
Substituting (2.30) into (2.28), and using Cauchy’s inequality, we have
d
dt/put| dx + /|Vut| de < M(®)+C (2.31)

for some M € F. Integrating (2.31) over (0,¢), and using (1.2), and (1.10), we have

/p\ut] dx—l—/ / |V d:vds<0/p|ut] da: / M(®(s))ds + C

< CM(po, uo, do) + /O M(®(s))ds

"in fact, in this case, the inequality (2.27) is an equality.
®here we also use the Sobolev’s inequality: ||Vd||p () < C||Vd| 20 and the fact that C' can be chosen inde-
pendent of R when 2 = Bgr for R > 1.
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for some M € F. This completes the proof.

As an immediate consequence of Lemma 2.4, we obtain an estimate of |Vu||z2.

Lemma 2.5 There exists M € F such that for 0 <t <T, it holds

/|Vu(t)\2dw < CM(po,up,dp) + /OtM(CI)(s))ds.

Proof. By Cauchy’s inequality, Lemma 2.2), Lemma 2.3, and Lemma 2.4, we have

t
/\Vu|2(t)dx:/\Vu0]2dx+2/ /Vu-Vutdxds
0 JQ
t t
§C+/ / |Vu]2dxds+/ / |V |2dzds
0 JQ 0 JQ

t
<CM(po, ug,dp) +/ M(®(s))ds
0
for some M € F. This completes the proof.

Lemma 2.6 There exists M € F such that for 0 <t <T, it holds
t
160w < exp { CM(an, 0, do) + € [ 21((s)) s
0
Proof. It follows from [3] (page 249, (2.11)) that

t
1o raewa < ool exp {c /0 ||VuHHmD1,qu}.

(2.32)

(2.33)

(2.34)

By W24-estimate of the Lamé equation under either Dirichlet boundary condition (1.8) or the
Navier-slip boundary condition (1.9) (see Lemma 3.1 below), (1.2), and Sobolev’s inequality, we

have
4
IV?ull e Sllpudllze + lpw - V)l Lo + IV (P(p) o + IV - Ad|| e = > ITI;.
i=1

If ¢ = 6, then by Sobolev’s inequality we have
ITI S lpllpe<lluell e S NV uell 2.

If ¢ € (3,6), then by Holder’s inequality and Sobolev’s inequality, we have

6-q _6-g
I S lpll o fluelize < 1ol 2 Mol o * IVl 2 S @IV 2,

(2.35)

(2.36)

(2.37)

where we have used the fact that [pdr = [ podr. From (2.36) and (2.37), we have that for

q € (3,6,

11T < ||V 2.

11
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For I11s, if g € (3,6], then by similar arguments, Lemma 2.2, and Lemma 2.3, we have
I1I < ||Vl < M(®) (2.39)
for some M € F. For II1I3 and I11y, if ¢ € (3,6], then we have
1115+ 1114 < CBp(|pll =)Vl o + Va3 < M(®) (2.40)
for some M € F. Substituting (2.38), (2.39) and (2.40) into (2.35), we have
IV2ullze SOIVuell 2 + M(®) < [[Vuel|72 + M(P) (2.41)

for some M € F. Integrating (2.41) over (0,¢), and using Cauchy’s inequality and (2.18), we have

/t ”VQUHLq < CM(po,uo,dp) + /t M(®(s))ds. (2.42)
0 0

Substituting (2.14) and (2.42) into (2.34), we have

t
o) 1w < exp {CM@O; uo, do) + C/ M(®(s)) ds}
0
for some M € F. This completes the proof. O

Lemma 2.7 There exists M € F such that for any 0 <t < T, it holds
t ¢
V24|12, +/0 IVds|2ads < c+/0 M(®(s)) ds. (2.43)

Proof. Multiplying (2.29) by Vd; and integrating over €2, using integration by parts and % =0
on J€), we obtain

Ld

d 2
IVl + 5 5

HAwéz/ﬁMVW@Vmwmﬂmmm
1
<3 IVailE: +C [ [V(VaPads+C [ V- Vi) de
Thus we have
2 d 2 2 2 2
IVdil[7z + —llAdGe S [ V(VdPd) dz+ [ |V(u- V) da. (2.44)
Similar to the proof of (2.30), we obtain

d
IVdell7e + 2 I1Ad|72 < M(®) (2.45)

for some M € F. Integrating (2.45) over (0,t) and applying W?2-estimate of the equation (1.3),
we have

t t t
IVl + [ [dlads < [Vdolfs + [ M(@(s)ds <0+ [ M(@s) ds.
0 0 0
This completes the proof. O
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Lemma 2.8 There exists M € F such that for 0 <t < T, it holds

t t 4
9% + [ 190 ds < (CMOnodo) + [ M(@(spas) . 246
0 0

Proof. Multiplying (2.29) by VAd;, integrating over €, using % = 0 on 0N and integration by

parts, we obtain

1

Ay |22 + = —[|VAd|2, :/ [V(u-Vd) - V(|VdJ*d)] - VAd; dx

— L v va) - v(VdPd)] - VAdda (2.47)

<
2dt

dt
0
- / 5 [V(u-Vd) = V(VdPd)] - VAdda.
Now we need to estimate the second term of right side as follows.

o
—/at[V(u-Vd)]-VAddx:—/[Vut-Vd—i—Vu-th+ut-v2d+u-v2dt]-VAddx
4 (2.48)

By Holder’s inequality and Sobolev’s inequality, we have

[IVA| S Vel 21Vl 2 VAl 2 S Vel 21Vl G2 S M (@) + [ Ve 7 (2.49)

~

for some M € F.
By Hélder’s inequality, Sobolev’s inequality, (2.14), (2.30) and Young’s inequality, we obtain
[IVa| SIIVull 2o IVde]| 3|V Ad]| 2
SIVull [Vl g [[VA] 22

(2.50)
SIVull g V2| 21|V Ad g2 + [Vl | [ Vel 2|V Ad 2
§€||V2dt||%2 + M(®)
for some M € F.
By Holder’s inequality, Sobolev’s inequality and Cauchy’s inequality, we obtain
1Vl S el s |92 13| T Al 2 .
SIVull 2 VAl g | VA 2 S M (D) + || V|72
for some M € F.
By Hélder’s inequality, Sobolev’s inequality, (2.14) and Cauchy’s inequality, we obtain
[1Va| Sllull o< V2 2 [VAd| 2 S [ Vull g1 [V de| 2|V Ad]| 2 (2.52)
<el|V2dy]|7> + M (@) '
for some M € F.
Combining (2.48), (2.49), (2.50), (2.51) and (2.52), we obtain
0
— / 5 V(- Vd)]- VAdda <2||V2di||3 2 + C||[Vuy||22 + M (D) (2.53)
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for some M € F.
By Leibniz’s rule and the fact |d| = 1, we have

d
[ Zvqvara) vada
4 (2.54)
S [I9d?Vai| + [V a[V2d) + (VA Td] + (V][ Vdljd} |V Ad] do = 3 Vi
i=1
By Hélder’s inequality, Sobolev’s inequality and (2.30), Cauchy inequality, and Young inequality,
we obtain

Vil SIVAl[i Vel 2l VAl 2 S ([Vll3p2l| Vel 12| VA 2 < M(), (2.55)
Vel SIVdel s [V2dl| 131V A 2 S Vel [V 2dl 71 (2.56)
SOV 2 + Vel ) < el VPde72 + M (),
Vil SVl [Vl 2V A -
SIVAll 2]V de 2| VA 2 < €| V2del[72 + M (@),
Vil Slidell ol Vel oo V24| 3| VAl 2 (2.58)
Slell g IV all 2 | V2] g2 [ VA g2 S (lde]| i M (@)
for some M € F. Notice that
Idill2 S Ad]z2 + |Vl + [fa- V| 250)
SIVAlF + lull o |Vl s + 1 S IVl + [[Vull 2 V]l + 1 S .
Thus by (2.30), (2.58) and (2.59), we have
Vil < M(®) (2.60)
for some M € F. Combining (2.54), (2.55), (2.56), (2.57) and (2.60), we have
0
/(%[V(\Vd]Qd)] - VAddz < 2¢||V?d||22 + M(®) (2.61)
for some M € F.
Putting (2.53) and (2.61) into (2.47), we obtain
1d d
Ady||72 + =~ Ad2</ - Vd) — d|*d)] - VAdd
A3 + 55 IVAdIR <% [ [V Vd) - V(VdPd)] - VAdde 06

e || V2|22 4 C|| V|22 + M (D)

for some M € F. Integrating (2.62) over (0,t), using H* (k = 2, 3) estimate of the elliptic equations,
and choosing € small enough, we have

t
IVl + [ 1923 ds
0
§/|V(U'Vd) — V(|Vd|*d)| |VAd|dx+/|V(u0.w0)—v<ywo\2do)\ IVAdg|dz  (2.63)
t t
IVl + [ IVul3ads + [ M(@()ds,
0 0
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For the first term of right side of (2.63), we have
/ |V (u-Vd) - V(|Vd?d)||VAd| dx

4
5/ (IVu||Vd| + |u||V2d| + |Vd|* + |Vd||V3d|) |VAd| dz = ZVIZ-.
i=1

(2.64)

By Hélder’s inequality, Nirenberg’s interpolation inequality, (2.5), and Young’s inequality, we obtain

1 3
V1| S|IVd|| Lo || Vul 2| VAd|| 2 < IV 51| V|| s | V| 2] VA 2
3 7
SVl L 1Vl 22| V3d] 22 + V2| L [ V| 2
3
<e||V3d|32 + C(|Vd|| 2. | Vull32 + [ Vull72),

V| Sllulzo|V2d) IV Adl 2 S 1Vull 12 2] 2,192 3 97 2
<IIVull 2 [ V2] 122 2 + |Vl 2|92 292 2
<e| V3|7 + CIV2d| 72 ([ Vul 7 + [[Vul72),

V| SV VAl S VAl V3l < elIVPd)Zs + ClIvd]S,

and

VL] SIVdl e V2|2 IV Al 2 S 1V V]| 1 V2d) 2 93] 2
SV 2 192 293l 2 + V3] [V 2d])
<e|V3d2. + C(IVd|3, [V2d)2: + IV2d][S2):

Combining (2.64), (2.65), (2.66), (2.67) and (2.68), we obtain
/}V(u - Vd) — V(|Vd[*d)| |VAd| dz

3
<4e||V2d||7> + ClIVd| 7 (I Vulfz + [V2d]72) + CIV2dl|2: (IVulZ2 + [ Vullz:)
+C IVl +IV2d]z2 + [ Vul72)

t 4
<l + (MO o) + [ 21(8(5) s )
0

(2.65)

(2.66)

(2.67)

(2.68)

(2.69)

for some M € F, where we have used Lemma 2.2, Lemma 2.5, and Lemma 2.7 in the last step.
Substituting (2.69) into (2.63), choosing & small enough, and using (2.18), Cauchy’s inequality,

Lemma 2.5 and (2.43), we have

t t 4
|V3d|3. —l—/ V2dy||72ds < (CM(po,uojdo) +/ M(®(s)) ds)
0 0

for some M € F. This completes the proof.

a

Proof of Theorem 2.1. It is readily seen that the conclusion follows from (2.18), (2.32), (2.33),

(2.43) and (2.46).
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3 Proof of Theorem 1.2

3.1 W?P-estimate

In this subsection, we give a proof of W?P-estimate of the Lamé equation on a simply connected,
bounded, smooth domain with the Navier-slip boundary condition, which is needed in our proof of
Theorem 1.2. We believe that such an estimate may have its own interest.

Lemma 3.1 For any simply connected, smooth bounded domain @ C R3, 1 < p < +oo, and
ferP(QR?), Ifuc H' N H?(Q,R3) is a weak solution of

Ly = fin Q,
u-v=(Vxu)xv = 0on df. (3.1)

Then v € W2P(Q), and there exists C > 0 depending on p,), and L such that

|72, < C[Ifle + 19ullze]. (3:2)

Proof. By the duality argument, we may assume 1 < p < 2. Since u - v = 0 on 912, it follows
from Bourguignon-Brezis [2] that

1V2ull e < |IV(div w)||ze + ||V (curl w)||ze + ||Vl ze. (3.3)

Also, since €2 is simply connected and (V x u) x v = 0 on 02, it follows from Wahl [37] that

IV(curl u)||r < C|V x curl ul|zr + ||V - (curl u)||zr = C||V x (curl u)||z»
1 .
S L lIull + ot )V (v o
S IV(divu)lize + (1 fllze- (3.4)

Now we estimate ||V (div w)||z» by the duality argument: for p’ = 1%’
IV (divu)||zr < Csup { /V(divu) cgdz: g€ C®(LR?), ||g|l,» = 1}.

For any g € C*(Q,R?), with ||g||,,» = 1, by the Helmholtz’s decomposition Theorem (see
Fujiwara-Morimoto [11] and Solonnikov [33]), there exist G € C>°(Q)NW ' (Q) and H € C=(Q)N
L (9, R?) such that

g = VG+ H, divH =0in Q,

oG

E
Gl + Hl < Cligllp = C.

= g¢g-von 0,

Thus we have
/V(divu)~de:O
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so that

/V(div w)-gdr = /V(div w)- (VG + H)dz = /V(div ) - VG da

: 1 1
= /(V(dlvu)—2M+)\f)-Vde+2M+)\/f-Vde
N 1
2M+)\/V><(curlu) Vde—l—2'u+)\/f VG dz
1
= 2M+)\/f-Vde,

where we have used

/Vx(curlu)-VGzO,

since div(V x (curl u)) =0 in © and (curl u) x v = 0 on 9. The above inequality implies

| [ Vv ) gde] S 111196 v < €I

Taking supremum over all such g’s, we obtain
IV(div u)|[zr < C|f]|L-

It is clear that this, with the help of (3.3) and (3.4), implies (3.2). 0

3.2 Existence

In this subsection, we will first consider that 2 C R3 is a bounded domain, and then employ the
Galerkin’s method to obtain a sequence of approximate solutions to (1.1)-(1.3) under (1.6) and
(1.8) or (1.9) that enjoy a priori estimates obtained in §2, which will converge to a strong solution
0 (1.1)-(1.3). The existence of strong solutions for the Cauchy problem on R? follows in a standard
way from a priori estimates by the domain exhaustion technique, which will be sketched at the end
of this subsection.
To implement the Galerkin’s method, we take the function space X to be either
(i) for the Dirichlet boundary condition (1.8), X := H} N H?(2,R?) and and its finite dimensional
subspaces as
xm ::span{¢1,'~ ,gbm}, m>1,

where {¢™} C X is an orthonormal base of H!(Q), formed by the set of eigenfunction of the Lamé
operator under the boundary condition u = 0 on 9€2; or
(ii) for the Navier-slip boundary condition (1.9),

X ={ue H*(LR*): u-v=(Vxu)xv=0on00},
and its finite dimensional subspaces as
X ::Span{¢17"' ’qu}, m > 17

where {¢™} C X is an orthonormal base of H'(Q), formed by the set of eigenfunction of the Lamé
operator under the Navier-slip boundary condition u-v = (V x u) x v = 0 on 9f2. By the W?2P-
estimate of Lamé equation under (1.8) or (1.9) (see Lemma 3.1), we see that {¢™} C W%P(Q) for
any 1 < p < 4o00.

17



Now we outline the Galerkin’s scheme into several steps.

Step 1 (modification of initial data). For § > 0, let pg = po+6, dg = dop, and ug € X be the unique
solution of

Lu — V(P(p})) — Ady - Vdy = +/p) g inQ, (3.5)

wy=0; orud-v=(Vxu))xv = 0 on 0N. (3.6)

By the W22-estimate of Lamé equation, it is not hard to show that

lim
610+

)
U, —uOH =0.
0 X

Step 2 (mth approximate solutions). Fix § > 0 and 3 < ¢ < 6. For m > 1 and some 0 < T =
T(m) < +0o0 to be determined below, we let

m

ug' = (g, b b

k=1

and look for the triple

p™ e C([0,T); Whan HY)
w(a,t) = 3w (§n(a) € O([0.T); W21 0 H)
dm e C([O,T];HS(Q,SQ))

solution of the following problem

(P, or) + u(V xu™, Vor) + (2u+ A (V- u™, Vr)
= —(p"u™ - Vu", @) — (V(P(p™)), ¢r) — (Ad™-Vd", ¢x) (1 <k <m),

Ay +u™ - Vd™ = Ad™ + |[Vd™ 2™, (3.7)
(o, w", d™)| = (b . do).
od™ od™
m  oa™ =0 m v m od™ —
\(u Tov )‘6Q><[O,T] o (v, (Vxu™) xv, S) 89%[0,T]

The existence of a solution (p™,u,d™) to (3.7) over Q x [0,7(m)] for some T'(m) > 0 can be
obtained by the fixed point theorem, similar to that on the compressible Navier-Stokes equation
by Padula [28] (see also [4]). Here we only sketch the argument. First, observe that for any given
0<T < +oc and u™ € C([0,T); W29 N H?), it is standard to show that there exist

(1) a solution p™ € C([0, T]; W4 H') of (3.7); along with p™ T ).

(2) 0 < ty, < T, depending on u™ and ||do| g3, and a solution d™ € C([0,t], H3(£2, S?)) of (3.7)3
1 ith d™| = dy and 24" =0
alons Wi t=0 0 4nE "oy ANX[0,tm]
It is well-known (cf. [28] [4] or Lemma 2.5 in §2) that

t
p"(xz,t) > dexp (/ IVu™|| o ds> >0, (z,t) € Qr. (3.8)
0
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The coefficients u}'(t) can be determined by the following system of m first order ordinary differ-
ential equations: 1 < k < m,

m

> snon)i? = Fi (a0, [ st ) ) = (.00, (3.9)

=1

where Fj, denotes the right hand side of (3.7)2. Since p™ is strictly positive, the determinant of the
m x m matrix (0™ @i, dk)1<; < 1S positive. Hence we can reduce (3.9) into

apt = Gr(u™, b, t), b =i upt(0) = (ud, éx), b(0) =0, (3.10)

where G, is a regular function of v;", b;"*. Therefore, by the standard existence theory of ordinary
differential equations, we conclude that there exists a 0 < Tj,, < t,, and a solution u}'(t) to (3.9),
which in turn implies the existence of solutions p™, d™ of (3.7); and (3.7)3 on the same time interval.

Step 3 (a priori estimates). We will show that there exist 0 < Ty < 400 and C' > 0, depending
only on the norms given by the regularity conditions on P and the initial data pg, ug, and dp, but
independent of the parameters 0, m, and the size of the domain 2, such that there exists M € F
so that for any m > 1, (¢™,u™,d™) satisfies:

t
d™(t) < exp CM(pg,ug,dg)+c/ M((I)m(s))ds] L0 <t <Tp, (3.11)
0

where ®™(t) is defined by (2.1) with (p, u, d) replaced by (o™, u™,d™) and M(p}, ud, d3) is defined
by (2.3) with (po, ug, do) replaced by (pg,ud,d3).

Since the argument to obtain (3.11) is almost identical to proof of Theorem 2.1, we only birefly
outline it here:

First, it is easy to see (3.7)2 holds with ¢y, replaced by «™. By multiplying (3.7)3 by (Ad™ +
|Vd™|2d™) and integrating over © and adding these two resulting equations, we can show that
there is a M € F such that the energy inequality (2.5) holds with (p,u,d), M, and ® replaced by
(pm, u™, d™), M, and ®™.

Second, since (3.7)2 implies

Lu™ =P, (pmum +V(P(p™)) + Vd™ - Adm>, (3.12)

where Pp,(u) = >0 (u, ¢ : X — X™ is the orthogonal projection map, we can check that the
same argument as Lemma 2.3 yields that exists M € F so that

IVa™ 3 < M@ (1)), 0<t < T, (3.13)

Third, by differentiating (3.12) w.r.t. ¢, multiplying the resulting equation with )", integrating
over {2, and repeating the proof of Lemma 2.4, we obtain that there exists M € F such that for
any m > 1,

[omarr+ [ [ e <o [migag.ay+ [y e

Fourth, similar to the proof of Lemma 2.5 and Lemma 2.6, we have that there exists M € F such
that for all m > 1,

t
9u e < € (M )+ [ arano)as]. (3.15)
0
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and
t
1™ i < Cexp {c [M<p8, ad) + /0 M(@™(s)) ds] } . (3.16)

Fifth, by differentiating (3.7)3 w.r.t. z and mutiplying by Vd}* (and VAd]" respectively) and
integrating over {2, we can use the same argument as Lemma 2.7 and Lemma 2.8 to show that
there exists M € F such that for all m > 1,

t t
IV 3+ [ IVarRads < i+ [ a(@n(s)ds) (3.17)
0 0

t t 4
9 [ I ds < (Mg ) + [ M@repas) sy
0 0

It is readily seen that combining all these estimates together yields (3.11) with Tj replaced by T,
and ug replaced by ug'.

Step 4 (convergence and solution). By the definition of ug, M given by (2.1), and the condition
(1.10), we have
M(p((%?ug?dg) =1+ HgHL2>

and
Mg, gt dd) — Mgh, i, d)| < S g — ]| =0, s m > o0

Thus there exists N = N () > 0 such that
M(py,ug', d3) < 2+ ||g]l g2, ¥m > N. (3.19)

It follows from (3.19), (3.11), and Gronwall’s inequality (see, for example, [3] page 263 or [32]
Lemma 6) that there exists a small Ty > 0, independent of § and m, such that

sup ®™(t) < Cexp(Cllgll2), Vm = M. (3.20)
0<t<Ty

By virtue of (3.20), we obtain that for any m > M,

sup (VA 3+ 1™ R + IV o+ 17+ 19075
U140

To
o [ (0 + 19U+ 90 s + V27 ) < Coxp(Clglfe). (320

Based on the estimate (3.21), we can deduce that after taking subsequences, there exists (p°, u’, d°)
such that

P — p® weak® in L0, To; WHI N HY), u™ — v’ weak* in L>(0,Tp; D' N D?),
u™ — u® weak in L?(0, Tp; D*7), ul™ — ul weak in L*(0, Tp; D),

VPt — v/ pduf weak* in L®(0,T; L?),
d™ — d° weak* in L>(0,Tp; D' N D3) and L?(0, Ty; D),
d — d2 in L*(0,T; H?) and weak* in L>(0,T; H*).
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By the lower semicontinuity, (3.21) implies that for 0 <t < Ty, (p%,u®,d%) satisfies

4 9 4 0 4
s (VP + 10 Wi + 190 s + 1821 + V)
U140

To
s /0 (1B + Va3 + V4132 + IV2d12:) < Cexp(ClglE).  (3:22)

Furthermore, it is straightforward to check that (p?,u’,d°) is a strong solution in [0, Tp] of (1.1)-
(1.3) under the initial condition (p‘s,u‘s,d‘s)’ .= (pd,ud,d}) and the boundary condition (1.8) or
t

(1.9). Since Ty > 0 is independent of &, (p?, u®, d°) satisfies (3.22), p — po in WhHIN HY, ud — ug
in D' N D?, and dg = dop, the same limiting process as above would imply that after taking a
subsequence ¢ | 0, (p°,u®,d®) converges (weakly in the corresponding spaces) to a strong solution
(p,u,d) of (1.1)-(1.3) on © x [0, Tp] along with (1.6) and (1.8) or (1.9).

For the Cauchy problem on R3, we proceed as follows. For R 1 oo, it is standard (cf. [24]) that
there exists dff € H3(R3,S?) such that d§ = ng outside B R for some constant ng € S? and

R >
Hm Vdy — Vdy 12z 0 (3.23)

Now we let ulf € H}(Bg) N H?(Bg) be the unique solution of

mﬁ—vw@m—Aﬁﬁmﬁ:¢%9mBmu§w =0, (3.24)
R

where g € L2(R3) is given by (1.10). Extending uf’ to R3 by letting it be zero outside Br. Then
it is not hard to show that for any compact subset K C R3,

lim || Vuff - V| =0, 3.25
A || Vg = Vol (3.25)

By the above existence, we know that there exists Ty > 0, independent of R, and a strong
solution (p®, uf, d®) of (1.1)-(1.3) on Bg x [0, Tp] of (1.1)-(1.3), under the initial and boundary
condition:

odrt
R R IR R R R
(p™, u™, )‘BRx{t:O} (po, wg’, do'); (7, 8R) 0BRrx[0,To] ( :

Furthermore, (p®,uft, df?) satisfies the estimate:

R R R R R
sp (VPR + 10 s + 190" + 1 + 972
U140

To
[ (1 + IVl I+ IV + V2AEL) < Coxp(Clallf). (327
with C' > 0 independent of R. It is readily seen that (3.27), (3.23), and (3.25) imply that after taking
a subsequence, we may assume that (pf?,uf?, df?) locally converges (weakly in the corresponding

spaces) to a strong solution (p,u,d) of (1.1)-(1.3) on R? x [0, 7p] under the initial condition (1.6)
and the boundary condition (1.7). This completes the proof of Theorem 1.2. O
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3.3 Uniqueness

In this subsection, we will show the uniqueness of the local strong solutions obtained in Theorem
1.2.

Let (pi, i, d;) (i = 1,2) be two strong solutions on Q x (0, 77 of (1.1)-(1.3) with (1.6) and either
(1.7), or (1.8), or (1.9). Set p = pa — p1,u = uz — uy,d = da — d;. Then we have

Py + (u1 - V)p+ - Vpg + pdivug + p1diva = 0,

p1t + pruy - Vi + V (P(p2) — P(p1))

_ — 2
=Lu— ﬁ(UQt + ug - VUQ) — p1t- Vus — Ad - Vdy — Ady - Vd, (3 8)

Et —Ad=Vd- (VdQ + le)dl + |Vd2|23 —u-Vdy —uq - VE,

with the initial condition:
(ﬁa u, 8)|t:0 = 07 S ﬁ)
and the boundary condition:

od

od
@)‘a@ =

(ﬂ,a)\mzo, or (u-v,(V xa) xv,

0.

Multiplying (3.28)2 by @, integrating over (2, and using integration by parts, we have
1d
2dt

= —/p(uzt +ug - Vug) -udr — /plu -Vug - udx + / (P(p2) — P(p1)) divudz

p1[a)? da + / ((2p + N)|dival® + p|V x al?) dz

+ /(Vd-vvczQ.quw.wg-vu) da:—/Adl-Vd~ud:1;.

Observe that
1P(p2) ~ P(o0)| < Bp(llprllz + ol ) 17l < 17l

Hence, by Holder’s inequality and Cauchy’s inequality, we have

1d .

5 p1|u|2dx+/((2u+)\)|dlvu|2—l—,u|V><u|2) dz
S 1l g e+ w2 Vs o + [Vl |l + ]2 v
IVl Vsl [l o + [Vl 2V dall oo [Vl 2 + | Ady 3]Vl 2 [l o
S 1ol gl + w2 Vol Valsa + [ Vel [ prfado
T+ Ul e Ndival e + |Vl e |Vl
< e [19aP do+ Cllpl2 g ot + 2 - Vel
+ [Vaslwes [ pafaPde + o3+ (V23]
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Thus, by choosing e sufficiently small, we have

C(;t/pﬂu] d:c+/|Vu|2 dx

(3.29)
<ClIAI  lluzt + ws - VuallZs + [ Vsl /m\UIzdﬂ? +Iplze + IVdl72).
Multiplying (3.28); by 2p, integrating over €2, and using integration by parts, we have
d
dt/|p|2dx g/\pu-vpg\dm+/1p|2(|divuly+|divu21)da;+/|p p1diva| dz
SIPl2 Vo2l s llull e + (ldivus ||z + [[divus|zee) / [pI* dz + [[p]] .2 || diva]| .2
SIplle2 IVl g2 + (ldiver flwe + Hdivwllvvl»q)/\ﬂ\QdHJ (3.30)
SIpllz (1dival 2 4+ [V x @l p2) + (divus |[we + [[divus|pa) / || da
St‘/ Val* da + Ce|[pll72 + Clldivus [[wa + [|divus|wia) / ||* dz,
for any € > 0. Similarly, we have
d [ _: _1 - . 1
7 pl2dx S | |p2 w-Vpaldx + | |p|2(|divus| + |divus|) dz + [ [p2 prdivu| dz
1
SIPI2 4 IVl z2ll@ll o + (ldivunflze + [ldives||ze) /IP\2 dx + HﬂH% [divaz]| 2|1 | s
1 (3.31)
SIPN2 g IValce + (ldive[lwre + [[divez|iwa) P2 da
1
SIpl? s IVal gz + (ldivun[lwra + HdiVUﬂWl,q)/lpIQd%
1
Multiplying (3.31) by ||ﬁ||z 5, and using Cauchy’s inequality, we have
2
ilI*HQ Sl 5 V@l 22 + ([diven|lwre + [[dives|lw.) 2]
dtPLgNPLg L lwla 2llwra)liPIl, 8 (3:32)

SG/ Val? dz + Cel[p]? 5 + C(lldivun flwra + divus .07 5

Multiplying (3.28)3 by —Ad, integrating over €2, and using integration by parts and Cauchy’s
inequality, we have

s [ IV do [ 15T do S92 A o[V + Va1 + AT | V3]

+ 1| Ad]l 2 ][]l o | V2] s + | Ad] g2 [lua || oo [ Vel 2
SIVdll 2| Adl 2| Vd2 + Vel g2 + [|Ad] 2 [ Va7 |V | 2

— 1 1 — _
+ 1A 2 [Vl 2 Va7V 2l 7o + [[Ad]] 2 [ Vur [ g [Vl 2
SIAd| (V| 2 + | Ad] 2] V] 2

L= = _
<;ladlZz + ClIV|L: + ClVal L.
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This gives
d _ _ _
dt/Q !Vd|2d:13+/Q|Ad|2d:z <C||Vd|[3: + C||Va|3.. (3.33)

Multiplying (3.29) by 3C, putting the resulting inequality, (3.30) and (3.32) to (3.33), and taking
€ > 0 small enough, we have

d _ _ _ - _
& (3CIVAalR: + 125 + 1= + IVa13:) + € [ |Va do

SIPI g llue + 2 - VuallZs + [[Vuz|lwre /mIUIZdw +pll7: + IVd]Z.

(vl + [divuzlhpna) [ pPde+ 712 y + (vl + ldivalyllZ, 0
< (luze +uz - Vuz||7s + [|Vurllwra + | Vuz|wia +1)
- (3CIVaTEE: + 11712 5 + 16113 + Val2:)
By (3.34), Gronwall’s inequality, and (pg, g, dg) = 0, we have
Al + 1712 + I + 193 + [ t | v dads o (3.35)
This yields
(p, w, Vd) = 0. (3.36)
To see d = 0, observe that after substituting (3.36) into (3.28)3, we have
dy = |Vdy|*d, d|i=o = 0.
This implies d = 0. This completes the proof. O

4 Proof of Theorem 1.3

Let 0 < Ty < 0o be the maximum time for the existence of strong solution (p,u,d) to (1.1)-(1.3).
Namely, (p,u,d) is a strong solution to (1.1)-(1.3) in © x (0,7] for any 0 < T" < T, but not a
strong solution in Q x (0,7,]. Suppose that (1.11) were false, i.e.

T
lim sup <‘pHLoo(0’T;Loo) —|—/ V()3 dt> = My < 0. (4.1)
T T, 0

The goal is to show that under the assumption (4.1), there is a bound C' > 0 depending only on
Moy, po, ug, do, and Ty such that

sup [HgaX(Hpru+||pt||Lr)+(||ﬁUt||L2+HWHH1)+(IIdtIIH1+\|Vd!H2) <C, (42
0<t<T. [7=2.4
and

Ty
| unli + e + b + V) e < C. (4.3)

With (4.2) and (4.3), we can then show without much difficulty that T} is not the maximum time,
which is the desired contradiction.
The proof is based on several Lemmas.
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Lemma 4.1 Assume (4.1), we have

T
/ / IV2d|* dx dt < C. (4.4)
0 Q

Proof. To see (4.4), observe that (4.1) implies [~ || Vd|3 dt < My so that

T
/ /dey4dxdt < M0-< sup /\Vd]Qd:z:>
0 0<t<Tx
T
< MO[/ /|P(p)|2dxdt+/(po|uo2+\Vd0|2) dx}
0

where we have used (2.11) in the last step. Applying (2.11) again, this then implies

T T T
/ /Ad|2dmdt = / /\Ad+|w|2d|2 d:ndt+/ /|Vd|4dxdt
0 0 0
T
< @ra) [ [1P@Pdsdr+ [ (poluol + [VdoP) da].
0

Since
[P(p)| < Be(llpll=)lpl < Clpl,

we have, by the conservation of mass and (4.1),

T
[ [P <ct. s ool <c
0 0<t<Tx

Thus the standard L%-estimate yields (4.4). O

Following the argument by [35], we let v = L~'V(P(p)) be the solution of the Lamé system:

Lv =V (P(p)), (4.5)
U|89 =0, or v — 0 as |z| — co(when 2 = R3).
Then it follows from [35] Proposition 2.1 that
IVollre < Cl[P(p)l[re < CBp(pllr=)llpllee < C, 1< q <6, (4.6)
where we have used (4.1) and the conservation of mass in the last step.
Denote w = u — v, then w satisfies
pwr — Lw = pF —Vd- Ad,
Wli=o = wo = up — v, (4.7)

w|(,m:00rw—>07 as |x| — oo,
where
F=—u-Vu—L'V(0(P(p)) = —u-Vu+ L'Vdiv (P(p)u) — L'V ((P — P'(p)p)div u).

Then we have the following estimate.
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Lemma 4.2 Under the assumptions of Theorem 1.3, if A < %“, then (p,u,d) satisfies that for any
0<t < T,

t
/(p|uy5+\Vw|2+yw|5+|v2d12) daz+/ / (IV3d)* + |V2w|* + |Vdy|*) dzds < C. (4.8)
Q 0 JQ

Proof. The proof of this lemma is divided into five steps.
Step 1. Estimates of / ]Vw|2 dx. Multiplying (4.7)1 by wy, integrating over €2, and using integration
by parts and Cauchy’s inequality, we have

d
7 (,u|Vw]2—|— (i + A)|div w|2) dm+/p|wt|2d:c
d 1 3 (4.9)
<||\/pF|32 + 2~ /(Vd ® Vd — 5|v01\2113) . Vwdz + C/ Vd||Vdy||[Vwldr =Y I;.
=1

For I, we have

I Sllpu - Ve + VpL™ Vdiv (P(p)u)|I72 + VPL™V((P(p) — P'(p)p)div )72
3
=> I
j=1

For I;1, by Hélder’s inequality, (4.1), Sobolev inequality, interpolation inequality, and (4.6), we
have

(4.10)

1 1 4 6
Iy Sllﬂf’uH%sHVUHil% S o5 ull2s 1V ull 2 [ Vul 7o

<iakon2 5 : 102 3 2

Slesullzs[|Vull 2 IVwllze + (o5 ull s [ Vaull 72 [Vl 26 (4.11)
1 4 6 6

Slobultalvulfs (1%l + Vulf +1)

Again by [35] Proposition 2.1, and (4.7), we have
V2wl 2 S [IVewellz2 + [IVAF 2 + 1| Vd - Ad]| 2. (4.12)

Substituting (4.12) into (4.11), and using Young’s inequality, we obtain for any € > 0

Iy <e(llvpwillze + IVoF72)

| (4.13)
+O(lp5ulls [ VulZe + [ Vwlfz + [[Vd|[f [ Ad 72 +1).

For 112 and I3, by [35] Proposition 2.1, (4.1), (2.5), and (1.5), and Sobolev’s inequality, we have

Ly S | P(p)ull7e S llpulfz < Ivpullje < C, (4.14)
L S|Vl 17V (P(p) = P'(p)p)div u)7s
SIVLTV((P(p) = P'(p)p)div w)ll72 S [I(P(p) = P'(p)p) Vul 2 (4.15)

<CBp(|lpllz=)llpllz=[Vul7 < ClIVull7e,

where we have used the Sobolve inequality when Q = R3, and both Sobolve and Poincaré inequalities
when € is a bounded domain.
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Putting (4.13), (4.14) and (4.15) into (4.10), and choosing ¢ sufficiently small, we obtain
1 1
I Sgl!\/ﬁwtﬂiz +Cllpsul sl Vulze + [VwllFz + [Vullfz + V|7 | Ad]72 + 1)

! 204 C(lp3 |5 | Vul2e + V|2 + | Va2 + | V]2 ||Ad]22 + 1 (4.16)

<5lIvewdlzz + ClllpsullzslVulze + [Vollza + [[Vulze + [Vl Z< | Ad] 7 +1) :
1 1

SiH\/ﬁthiz +C(llp5ul2s | Vullfz + [ Vull7z + V|~ | Ad|72 + 1),

where we have used (4.6) with ¢ = 2. For I3, using Cauchy’s inequality, we have

1
I3 SQ/Ithde-f—C/|Vd|2Vw|2dx

1 (4.17)
§2/]thIQd:r—i—CHVdH%oo/[Vw[zdx.
Substituting (4.16) and (4.17) into (4.9), we obtain
i 2 : 2 1 2
o (1| Vw]® + (p + N)|div w|?) dz + 5 plw|“dz
d 1 1 ) i1

1
+C(IVa < (IVw]2: + 1 AdI22) + o ulFs | Vull3s + [ Vul2s +1).

Step 2. FEstimates 0f/p|u|5dx. Multiplying (1.2) by 5|u[3u, integrating over €2, and using inte-

gration by parts and Cauchy’s inequality, we have

d
p7 p|u|5dm + / 5|u|3 (,u|Vu|2 + (p+ A)|div u|2 + 3M|V]u||2) dx

1
= / 5P(p)div(|u|*u) dz + / 5 (Vd ® Vd — 2]Vd|2113> div(|u>u) — /15(u + N (div u)|ul*u - V]ul

. 45
<c([ gl + [ 1Vl (vu)+ [ s Nl o + [5G+ Dl Vil

By Kato’s inequality |Vu|? > |V|u||?, we have

(15 — WD) [ w3 |V ul|? > (15 — L) [ uf8|Vuf?, if p— 22 < g
(150 — ) [ Ju|V]ul? > 0, if - 20 5 g

Hence we obtain

d 5 : I(p+A) 31,2
7 plul da:—|—5m1n{,u, (4/1—4 }/|u| |Vul|*dx

(4.19)
SC(/pyu\?’yw da:+/]Vd|2\u|3\Vu]dx).
Since A\ < %, we have
¢p = Hmin {,u, <4,u - 9(M4+/\)> } > 0. (4.20)
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Thus by Cauchy’s inequality, we have

d
pn plul® dm+co/\u|3wul2daz

<C(/p|u|3|Vu|dx+/|Vd\2|u\3|Vu|dx)
SCQO/|u|3|Vu|2dx+C [/p2u|3dx+/|Vd\4|u\3dx]

Hence by Holder’s inequality, Sobolev’s inequality, the conservation of mass, (4.1) and Young’s
inequality, we have

d
= p|u\5d:n+c20/u|3Vu|2dx§/p2\u|3dx+/|Vd\4|u\3d:L‘

N DY o N\
<([otupas)” ([ orae) +1vauig ( [ 1var i)
SC:/]u|3]Vu|2dx+C[1+/p|u|5d:v+(/|Vd|5d:v)2].
Thus by (2.5) we have

d 2
pn p|u]5dx+c£/|u|3|Vu]2dx §/p|u\5dx+ </\Vd]5dac> +1

(4.21)
< / pluPde + Va3 ||Vd]%s + 1.

Step 3. Estimates of/ |Vd|® dz. Differentiating (1.3) with respect to 2, we obtain
Vdi — VAd + V(u-Vd) = V(|Vd]*d). (4.22)
Multiplying (4.22) by 5|Vd[*Vd and integrating by parts over 2, we have
d
p / \Vd[>dx + 5/ |Ad*|Vd|da
:5/ (V(IVd|*d) — V(u-Vd)] - ]Vd|3Vddx—5/Ad-V(]Vd|3) -Vddzx
g/ (IVdIF[V2d] + |Vd[ + [Vu|[VdP + [VdP|V2d?) da.
This, combined with Cauchy’s inequality and the fact
|Vd|* = —d - Ad (since |d| = 1), (4.23)
gives
d
pn / |Vd|® dz + 5/ |Ad?|Vd|? dx
S [ (V4P + [Vl + Vul[VaP|va)) ds (420
SVl IV2dlZ: + IVdl[7 IVl g5 + [ VllZee | Vul 2] V2d]| 2

SVl (V2] Z2 + [ VulZ2) + [Vl Z< Vel 25
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By (4.6) and (4.24), we have

C;lt/de5dac+5/yAd|2|Vd|3d:c
SV (IV2d])72 + V0] 72) + |Vl 3 e + V|7 V]

(4.25)

Step 4. Fstimates of / |V2d|? dz. Multiplying (4.22) by Vd;, integrating by parts over €2, and

using Cauchy’s inequality, we have

1d
2dt/Ad]2dx—l—/|th|2da:

_/(V(\Vd\gd) — V(u-Vd)) - Vdyda

<e| Vi3, +c/ (IVd|® + |Vd*|V2d? + |Vul*|Vd]? + [u]*| V2d|?) dz 20
<el| V|72 + C[I!Vd\lzioo (IVZdl72 + [ Vul?2) + / IUIQIVZdIZd:v},
where we have used (4.23) to estimate
/|Vd|6d:r < ||Vd||%oo/yv2d\2da:. (4.27)

For the last term on the right hand side of (4.26), using Nirenberg’s interpolation inequality and
Cauchy’s inequality, we have

10
3

30

L13

12
w2 V2d)2dz S |[[u)3 || [V2d))? s < el|V]ul? |22 + C||V2d]|
L6 L13 L

5 8 2
<e|[VIul2 |72 + ClIVdl E IVl 32

(4.28)
5
<e|V]ul2||7: + e[| V3d||72 + C(|Vdl 16 + IV?d]|72 + 1)

§55/ P |Vul? dz + || V3d||2, + C(|V2d||32 4+ 1).

By (1.3), H3-estimate for elliptic equations, and (4.27), we have
IV2dl 72 SIVddllZ: + IV (u- V)72 + [V(IVd*d)|[7
SV + [Vl (Il + [V2d2:) + [Vl + [P V2aPde o)
<C |19 + |Val~ (IVals + V2d1%:) + [ uv2a da].
Substituting (4.29) into (4.28), and choosing ¢ sufficiently small, we have

Jvraras <c| [ lvu? do + V2l + < Va
(4.30)
+ IV (IVal3s + [ V2dI2) + 1]
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Substituting (4.30) into (4.26), using (4.6), and choosing ¢ sufficiently small, we obtain

(Z/|Ad|2dm+/|th|2da:

<C[IVdl3 (IV2d3 + [ Vul3:) + / [ IVul? do + | V2] +1] (4.31)
<C |19l (1P + [Vwls) + [VdlE~ + [ FuP do + [V2d]f: +1].

Step 5. Completion of proof of Lemma 4.2. Adding (4.21), (4.18), (4.25) and (4.31) together, and
choosing ¢ sufficiently small, we obtain

d 1 1
o (plul® + p| V) + (u + N)|div w|* + |Vd|® + |Ad|?) dz + 2/p\wt\2dx+2/wdt\2dx

d 1
<25 [(Vdw V- 5 VaPL) s Vwds + O (IVuls +1) [ pluPdalVul + |Val~
+ IVl IVl + [92d]2: + [Vwl3a) + V)3 (1Vdl3s + [92d]2: + [Vwll3s)
+ V|3 + V3|72 +1].
This, combined with Cauchy’s inequality, implies
d 1
o (plul® + p|Vw|? + (1 + N)|div w|? + |Vd|* + |Ad|?) dz + 3 </p|wt|2 dx + / |Vdy|* dx)
d 1
<28 /(w © Vi~ 5 |VdlLy) : Vwds + C[[Vul3s + [Vl
1
+ (IVl2 + 192d13 + Va3 +1) (Iobulls + Vdl3s + 192d13 + [ Vwl2:) +1].

Integrating over (0,¢), and using (4.1), (2.5), we have

t
/(p|uy5+\Vw|2+yw|5+yv2dy2) daz—}-/ /(p|wt|2+]th]2) dz ds
. 0 (4.32)
1
<c[ [ wapvulde+ [ &) (lobulls + IVuls + |VdGs + V232 ds+1].

where

K(s) = [[Vu(s)[72 + [V2d(s)[|72 + [|Vd(s)[[7 + 1.
By (4.32) and Young’s inequality, we have

t
/(,o\u|5+!Vw|2+|Vd|5+|V2d|2) da;+/ /(p|wt|2+|th|2) dx ds
0
1 t
§2/]Vw]2da:+0[/wd|4dx+/ 5(s) (oS ullfs + IVl + [ VdlGs + [V2dl32) ds+1]
0
1 t 1
<[ IVuldo+ [vapan)+c[ [ &) (Iobulls + IVl + 19415 + 9213 ) ds-+1].

Thus we obtain

t
/(p|u5+\Vw]2+]Vd|5+]V2d]2) dx—i—/ /(p[wtl2+]th]2) dz ds
. 0 (4.33)
1
<Clt+ [ &) (Iobulls + IVwls + IValGs + V2al32) ds].
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By (4.1), (2.5) and (4.4), we know
/ K(s)ds < C. (4.34)
0

By (4.33), (4.34) and Gronwall’s inequality, we obtain that for any 0 <t < Ty,

t
/(p|u|5+ [Vw]? +|Vd]® + [V2d|?) dm+/ /(pth—l— \Vdy|?) dzds < C.
0
This completes the proof of Lemma 4.2. O

Corollary 4.3 Under the same assumptions of Lemma 4.2, we have that for any 2 < q < 6,

S (lullzs + IVull 2 + 1Vdlza + lldil[ 2) + [[Vull L2 0,7;26) < C. (4.35)

*

Proof. Combining (4.6) with (4.8), we get
IVu@)2 S IVw®)]z2 + [[Vo@)]> < C. (4.36)

The upper bound of sup |ju||ze follows from (4.36) and Sobolev’s inequality. The bound of
0<t<Tx

sup ||Vd||rq« follows from (4.8) and interpolation inequality. For the last term of (4.35), by
0<t<T.

Sobolev’s inequality, (4.6) and (4.8), we have
IVull 20,706y SIVwlz2o,m:20) + VUl 22(0,7:16)
SVl r20,7:22) + IVl 2072 +1 < C.

By equation (1.3), (4.8) and Hoélder’s inequality, we have

< sup ([Adllgz + [ Vd|7a + [lu- Vd| )
0<t<Ts 0<t<Tx

< sup (Jlullsl|Vd] ) + 1 < €.
0<t<Tx

sup |dil[ > S

This completes the proof. O

Lemma 4.4 Under the same assumptions of Lemma 4.2, (p,u,d) satisfies that for any 0 < t < Ty,

/(p|u(t)|2—|— Vdi|?) (1) dx+/t/(|vu2+ \dy|2) dzds < C, (4.37)
Q 0 JQ

where f is the material derivative:

fi=fi+tu-Vf.

Proof. Step 1. Estimates 0f/p]1l(t)|2 dz. By the definition of material derivative, we can write

(1.2) as follows,
pu+ V(P(p)) = Lu—Vd-Ad. (4.38)

Differentiating (4.38) with respect to t and using (1.1), we have
pts + pu - Vi +V(P(p)) + (Vd - Ad)s

. . (4.39)
=Li— L(u-Vu)+div|Lu@u—V(P(p)@u—(Vd-Ad) @ u|.
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Multiplying (4.39) by 4, integrating by parts over © and using the fact @ = 0 on 0f2, we obtain

1d
2dt/p|u\2daz+/(u|vu|2Jr(,u+)\)|divu|2) dz

—/((P(p))tdivu+u®V(P(p)) Vi) da:—i—u/(div(Au@u)—A(u-Vu))-udx

-I-(M—l-)\)/(div(Vdivu@u)—Vdiv(u.vu)> 'ﬂd$+/(u®(Ad-Vd)):vudx (4.40)

5
+/(th ©Vd+Vd® Vd, — Vd - Vdils) : Vide =Y J;.
=1

By equation (1.1) and (4.1), we have
Ji— / (— div (P(pyu)divis — (P'(p)p — P(p))divudivii + u e V(P(p)) : Vit) d
:/ (P(p)u Vdivi + (P(p) — P(p)p)divudivi + P(p)(Va)' : Vi — P(p)u - Vdiv u) dz
:/ ((P(p) — P'(p)p)divudiv i dz + P(p)(Vu)' : vu) dz < ||Vul|r2|| Vil 2.
By the product rule, we can see
div (Au @ u) — A(u - Vu) = Vi(divuViu) — Vi(Viw?! Vi) — Vi (Vieu! Vi),
so that by integration by parts, we have
Jo = u/ (Vi(divuViu) — Vi(Vie! Viu) — V(Veu! Vi) - dde < ||Vl 2| Vul 4.
Similarly, since
div (Vdivu ® u) — Vdiv (u - Vu) = Vi(V4/ Viu') — Vi(Vju'Viud) — Vi(Viu'Vud),
we have
Js = (u+ ) / (Vi(Vjul V') = Vi(Viu'Viwd) — Vi(Vpu' Vil )) 0F de < ||Vl g2 |Vl 4.
By Hélder’s inequality, and Corollary 4.3, we have
Jo SVl 2| Adl s |Vl pollull o S Vil 2l Ad] s,

J5 S / Val[Vdi|[Vd] dz S [|Vil| 2|V 2] V]| oo

Putting all these estimates into (4.40), using Young’s inequality and Sobolev’s inequality,and
Lemma 4.2 and Corollary 4.2, we have

1d
3 p|a|2dx+/(u|vu]2+(,u+)\)|divu\2) da

SIVull 2 [Vl 2 + 1VulFs| Vallze + [Vl g2l Adl o + | Vll 2 [ V| 2] V]| oo
J I
<51Vl + C (IVuliz + [ Vulpa + [ Ad|F + [ Vde|[7:]Vd]|Z)

L
<SIValis + C (1Vullze + V272 + [ V|72Vl Z + 1)
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Thus we obtain

d [ .
dt/ jaf? da + u/ \Vil? de < |[Vulza + V3|72 + | Vdil|72 (V| Fe + 1. (4.41)

By H3-estimate of elliptic equations, Lemma 4.2, Corollary 4.3, and Nirenberg’s interpolation
inequality, we have

IVdl| 2 SVl 2 + [u- Vd| 2 + [|[Vul[Vd||| 2 + [V [V2d]]| 2 + |[VdP]| .2
SIVddlz + l[ull oVl s + 1 Vull 2|Vl s + V] s [ V24| s + 1
1 1 1 1
SIVddl 2 + IVl 2 Vul Fy + V2] 221V 3y + 1
1
SivadHLQ + C (HthHLQ + ||V2uHL2 + ].) .

Thus we obtain
IV3dlr2 S IVdyll g2 + |VPul g2 + 1. (4.42)

By the definition of w, we have
Lw = pu+ Ad - Vd. (4.43)

By H?-estimate of the equation (4.43), (4.1), Corollary 4.3, Nirenberg’s interpolation inequality,
and (4.42), we obtain

. 1,
IV*wllZ> SllpalZe + 1Ad- V|2 < 2]z + | AdlfZ: [Vl Zs
1, 1,
Slpzalfz + |Adl| 2| Adl g S o2 a7 + VA g2 +1 (4.44)
1,
Slpzalfe + 1Vdel r2 + IV2ull 2 + 1.

By interpolation inequality, Corollary 4.3, (4.6) (for ¢ = 6), (4.44), and Cauchy’s inequality, we
obtain

IVullfs SIVull 2l Vuls S 1Vullys [ Vul s
SIVullzo (IVels +1IVeliEe) S IVullzs (V2w + 1)
SIvullzs (obil3s + IV ddlzz + V20l 2 + 1) (1.45)
<IVullsllo?ilza + [ Vullfs + [ Vdel 72 + [Vl 72 + 1
<IVull ollo?ilfz + 1 Vdil22 + [ V2ullfe + 1.
Putting (4.45) and (4.42) into (4.41), we have

d ) . 1,
p /PU|2 dz + u/ \Val* do < [[Vullgellpzall7s + V|72 (| Vd]Fee + 1) + [VPul[72 + 1. (4.46)

Step 2. Estimates of/ |Vd;|? dz. Differentiating (1.3) with respect to t, we have

dy — Ady = 0 (|Vd|*d — u - Vd) . (4.47)

Ody

Multiplying (4.47) by dy, integrating by parts over { and using %t I 0, we obtain

ld
2 dt
5/(Vd]2|dt|+\Vd|th|) |dtt|dx+/(|ut|Vd\+ ||V o) |d| dr = Ky + K.

/|th|2d:c+/]dtt|2d1::/8t(|Vd|2d—u-Vd) dy da
(4.48)
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By Holder’s inequality, Sobolev’s inequality, Corollary 4.3, and Young’s inequality, we have

K| Sldutll 2 lldell 1o 1Vl 76 + el 21V di | p2]| V| oo
Slldull2(IVdell 2 + 1) + [diell 2 Vel 2 [V || oo

1
<Slldullzz + C (IVeilZz + [Vl Va2 + 1)

By the definition of %, Holder’s inequality, Sobolev’s inequality, Corollary 4.3, and Young’s inequal-
ity, we have

| K| S/ [(Jal + [ul[Vul)[Vd]| + [ul[Vdy|] |du| dz

Slideell g2l oIVl s + [l 2llwll o [ Vull L[Vl s + llduel L2 [[ull 2o [V el s
Sldetll 21Vl g2 + ldeell 2 (1V2ul g2 + 1) + [|dell 2] Vel o

1 .
<glldullze +C (IVallZ + 1Vl 7 + Va5 +1).

Putting these two estimates into (4.48), using Nirenberg’s interpolation inequality, and Young’s
inequality, we have

2dt/|th| dl‘—|—4/‘dtt| dx

SIValZ: + [IV2ulze + (1 + IVl [IVdelIZ2 + [ Vdl[7s +1

‘ (4.49)
SIValZe + [V2ullfz + (1 + VA 2o ) IV ee| 72 + Ve 2] V2de| 2 + 1

1 .
<gIV2dil72 + C (IVallzz + [ V2ulZ + (1 + [IVd]| o) Vel 72 + 1) -

By H?-estimate of the equation (4.47) and estimates similar to K; and K, we obtain

IV2dell 2 Slidetllzz + 10:(w - Vd) 22 + | 0u(IVdl*d)| 2
Slidetll e + [l - Vdll g2 + [[(w - Vu) - Vdl| g2 + [l o[V di]| s
+ el ol VllZs + [Vdellzs [Vl o

1 1
Slideel 2 + il s 1Vl s + [lull s [Vull s [Vl s + Vel 721V dil 76 + Vil 2 + 1

1 .
§§|’V2dt“L2 +C ([l dull 2 + | Vll 2 + [V 2ull 2 + Vel 2 + 1) -
Thus
IV?del| 2 Slldull e + [ Vidll 2 + [V 2ull 2 + | Ve 2 + 1. (4.50)
Substituting this inequality into (4.49), we obtain
d .
G [1vaP s [l do SITalRs +192%ulRs + 1+ [V IVdlE + 1. (45)

Combining (4.46) and (4.51), and applying Gronwall’s inequality, we establish the conclusions
of Lemma 4.4. O

By the equation (4.43) and Lemma 4.4, we obtain the following Corollary.

34



Corollary 4.5 Under the same assumptions of Lemma 4.2, we have that for q € (3, 6],
sup ([[V3d|2 + | Vd|zee) + |Vl 20,7100y + VWl 220,700y < C- (4.52)

0<t<Tx

Proof. By H3-estimate of elliptic equations, (1.3), Lemma 4.4, Corollary 4.3, and Nirenberg’s
interpolation inequality, we have

IV2dl 2 SIVdellzz + llu- Vallze + [[[Vul|Vdll g2 + V][Vl 2 + I VAP 2
Slull o1 Vell s + [Vl 21 Vdl e + Vel s [[Vd]| s + 1

1 3 1 1 1
SIVAl oIV fe + V2] 2. V2d]| 5 + 1 < §IIV3dIIL2 +C.

Hence

sup ||V3d|2 < C.
0<t<Tx

By Sobolev’s inequality, this yields

sup ||Vd||p~ < C.
0<t<T

For simplicity, we only consider the case ¢ = 6. By W?4-estimate of the equation (4.43), (4.1), and
Sobolev’s inequality, we obtain

IV*wllzs Sllpillzs + 1Ad - Vdllgs < [lilro + | Adll 1 [ Vell e < (Vi g2 + 1.
Therefore, by (4.37), we have

T*
192wl 2 0.2.,20) < /0 (V22 + 1) ds < C.

O
Following the same argument of [35] Section 5, we have
Lemma 4.6 Under the same assumptions of Lemma 4.2, we have that for q € (3, 6],
oS IVollLanze < C. (4.53)
Corollary 4.7 Under the same assumptions of Lemma 4.2, we have for q € (3, 6],
sup [[V2ul|2 + [lull 20,7, p2a) < C. (4.54)

0<t<T.
Proof. By Proposition 2.1 in [35], (4.38), (4.1) and Lemma 4.6, we obtain that for 1 = 2 or ¢,
IV2ullzn Sllptllzr + 1V (P(p)l|zn + Vd - Adl|pr
Slpillr +Vd - Adjr + [Vl L
When r; = 2, (4.1), (4.55), Lemma 4.2, Lemma 4.4 |, and Corollary 4.5 imply

(4.55)

1.
IV2ullz2 < llp2all 2 + V||| Ad] 2 +1 < C.

When r; = ¢, for simplicity, we only consider the case ¢ = 6. By (4.1), (4.55), Lemma 4.2, Lemma
4.4, Corollary 4.5, and Sobolev’s inequality, we have

IV?ullr207:26) SollLeo o100yl 220,718y + S IVd|[ Lo |Ad 12(0,7.526) + 1

SVl pzo,:02) + 1A 20,1851 +1 < C.
This completes the proof. O
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Corollary 4.8 Under the same assumptions of Lemma 4.2, we have that for riy =2 or g,

T*
sup / (plue)® + |pt|”)dx+/ / (IVw* + |V2d|* + |V*d|?) dzds < C. (4.56)
0<t<Tsx JQ 0 Q

Proof. It follows from (4.1), Lemma 4.4, Sobolev’s inequality, (4.35), and Corollary 4.7 that
/p|ut|2 dx §/p|u\2 dx + /p|u - Vul?*dx
Slollllul= [ 1Vafde+1 S [Vul +1<C.

By (1.1), (4.1), Sobolev’s inequality, (4.35), Lemma 4.6 and Corollary 4.7, we get

lptllzr Sllpdivallzr + [lu- Vol S llpllzelldivullzr + [[ullze Vol £r
Sllellzee lldivull g + [[Vull g1 [ Vol < C.

By Lemma 4.4, interpolation inequality, Sobolev’s inequality, (4.35), and Corollary 4.7, we have

T T T
/ /|Vut2dxds§/ /]Vd|2dmds—|—/ /|V(u'Vu)|2d:cds
0 Q
Ty Ty
/ /]Vu|4dxds+/ /|u V2u|? deds + 1

Ts
5/ ||Vu\|L2HVu||H1 ds+/ Hu||Loo/ |V2u|? dzds + 1
0
Ty
5/ kuip/ V2ul? dods +1 < C.
0 Q

By (4.50), Lemma 4.4, and Corollary 4.7, we get

T*
/ / \V2d|? deds < C. (4.57)
0 Q

By H*-estimate of the equation (1.3), we have
3
IV4dl72 S lldillpe + llu - Vi3 + [IVPd e = D Li. (4.58)

For L1, (4.35) and Lemma 4.4 imply
Ly S[IV2di|72 + 1. (4.59)

For Lo, Holder’s inequality, Sobolev’s inequality, (2.5), (4.8), (4.35), Corollary 4.5, and Corollary
4.7, we have

L ||lul1vd) + 192a) + 19%a) || + |1Vl (vl + 192a) |+ (192l v

Sl (1922 + 192122 + 9213 ) + [Vl (190l + [ V2]3:) (4.60)
+ IVl V2|7 < C.
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Similarly, for L3, we have

Ly SIIVAP(|72 + [IVdl[V2d| 172 + [[[V2dP (172 + |Vl V2d]]|7

SIVAIE <[ Vd: + V2l < C. o1

Substituting (4.59)-(4.61) into (4.58), we have
V4|72 SIVdell7z + 1. (4.62)
Integrating (4.62) over (0,t), and using (4.57), we establish Corollary 4.8. O

Proof of Theorem 1.3:

By the above estimates, we know that both (4.2) and (4.3) are valid. Hence T, is not the
maximum time for the strong solution (p, u,d). This contradicts the definition of T%. The proof of
Theorem 1.3 is complete. O
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